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Abstract—Data Center Networks (DCNs) are attracting im-
mense interest from the industry, research and academia to keep
pace with the increase of Internet services demands. One of
the major concerns that draws the attention of researchers is
the exponential growth of the energy consumption and carbon
emission of the DCNs. Studies conducted to identify the causes
of the increasing energy consumption have proved that the
growing size of computing demand, the over-provisioning of the
networking resources, the under-utilization of the infrastructure,
the fault-tolerance, the high bandwidth exigence and the ineffi-
cient hardware and cooling structure are leading to considerable
energy waste. Therefore, in recent years, new data center (DC)
architectures are proposed where new hardware types and new
technologies are implemented for the sake of energy efficiency.
Other efforts are focusing on designing algorithms and strategies
to enhance the utilization of the network resources. Replacing
brown power by renewable energy was also one of the attractive
ideas to minimize the energy costs. In this survey paper, we will
present energy-related problems in data centers and review the
state of the art of the research literature on energy efficient
architectures, techniques, technologies, resource management,
and thermal control and monitoring. Additionally, we present
the challenges facing each approach and the strategies to build
a green DC. This paper serves as a specification document that
shows step by step how to minimize the energy consumption of
different components of the system.

Index Terms—Data Center Networks, energy efficiency, re-
newable energy, cooling management, network architectures,
greening software.

I. INTRODUCTION

In the few recent years, data center networks have witnessed
an unprecedented growth [1]. This growing importance of data
centers is caused by the emergence of IT operations worldwide
that replaced the traditional business models. To keep pace
with the unceasing demand in services, considerable research
efforts are conducted to design a performant interconnection
network with a cost-effective deployment and maintenance.
Generally, the design goals of data center networks are: high
scalability, simple installation, small number of wires, an effi-
cient routing algorithm that must be itself scalable, low latency,
high bandwidth, sufficient runtime performance by installing
the highest performance equipment to be always ready for
peak traffic times, and good thermal control by managing the
cooling infrastructure and avoiding any over-heating problems.
In addition, with data availability at stake, the robustness of the
data center network becomes more critical than ever. Hence,

storage machines and network devices are duplicated to protect
the loss of clients data.

Based on these critical requirements, many efforts are
trying to build high performance data centers that include
all the QoS (Quality of Service) needs including PTNet [2]
and LaCoDa [3]. However, implementing a huge number of
devices for the sake of scalability, adding redundant machines
to face failures, installing high capacity equipment to provide
a 24/7 availability and investing in a power hungry cooling
infrastructure contribute to make the data center networks one
of the largest consumers of energy in the world. In fact,
statistics in [4] predict that the world power consumption
of data centers will rise from 1.1%-1.5% in 2011 to 8%
in 2020 due to over-provisioning. This growth of electrical
power consumption arouses many concerns to investigate the
impact on the environment. Studies found that the IT sector
contributes approximately in 2% of the total green-house gas
emissions where 37% of this gas is caused by networking
equipment [5]. Motivated by this high energy consumption
and effects on the environment, many researchers, during
the past years, have focused on the design of green data
center networks. However, even if significant progress has
been made, there is still a large opportunity to save energy
since existing approaches generally handle a specific source of
power waste and do not take a holistic approach to minimize
the energy consumption of all parts of a DC infrastructure.

This survey presents a specification guide for business
owners to build a green network or to implement new measures
in order to minimize the energy consumption. The paper shows
step by step the best practices to follow. For each step, an
overview of the state-of-the-art research is presented. The
different steps introduced in this paper are: (1) Renewable
sources of energy, (2) Power-aware cooling, (3) Energy effi-
cient equipment, (4) Energy efficient interconnections and (5)
Power-aware routing algorithms and energy efficient software.
We believe that our work differs from other efforts since it
presents a guide to achieve the maximum of energy efficiency
in DCNs and can be positioned to become a specification for
data center industries and scientific research to build a green
infrastructure.

The paper is organized as follows: Section II describes
different problems that lead to energy waste in DCNs. Section
III presents different steps to reduce the energy consumption of
DCNs. Section IV provides a comprehensive discussion to help
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Fig. 1: Steps to green data center networks.

the business owners to adopt an effective strategy to green their
networks adequately with their budget and QoS requirements.
Section V concludes the survey paper.

II. DCN PROBLEMS LEADING TO ENERGY AND COST
INEFFICIENCY

Before conceiving a strategy to optimize the energy, we
will understand, in this section, different obstacles that hold
the network from being green.

A. Use of brown energy
Most of the energy consumed by DCs comes from coal

burning, carbon-intensive sources, etc. Such energy produced
from fossil-based-fuel is called brown energy. This type of
energy costs the 24/7 available network billions of dollars
annually. Unfortunately, the cost of energy is not the only
problem for DC executors. In fact, consuming brown energy
contributes in carbon emission and climate change as a single
server can emit a carbon footprint similar to a sport vehicle.
If continuing with the same rate of energy utilization, these
billions of internet-connected devices could produce 3.5% of
global emissions within ten years and 14% by 2040 [4]. This
DC power consumption will double every four years [6].

B. Inefficient management of cooling infrastructure
A cost analysis described by HP and the Uptime Institute

[7] showed that for most of data centers, 63% of the power
is associated with cooling equipment. In fact, the compaction
of the placement of computing hardware per unit area leads
to a high cost related to the removal of heat dissipation. This
problem is worsened by the adopted cooling approach. Indeed,
the entire DC room is chilled by a constant temperature and
the cooling machines are placed at fixed locations without
taking into consideration the distribution of servers utilization
and networking hardware that need special temperature.

C. Power-hungry equipment and architectures
The DC architecture is the interconnection between servers

and network devices including switches and routers. This inter-
connection requires a deep study and an extreme consideration
[8] [9] to guarantee the scalability, performance, and a good
latency. Typical data centers use enterprise class equipment.
These equipment are used to provide extremely stable and
expandable environment. However, such hardware are very
expensive and consume a large amount of energy [8].

D. Underutilized network

Servers utilization is one of the most important topics
discussed for data center energy efficiency. In fact, studies
conducted on DCNs traffics during different periods and
times showed that the network utilization varies depending
on the period of usage (holidays, working days, weekends,
mornings, nights, etc.). Observations also showed that data
centers operate only at 5% to 25% of their maximum capacities
most of the time [10] [11]. This is explained by the fact that
hundreds and even thousands of servers/switches in a data
center, are powered on 24/7, waiting to receive or process
data. In addition, data center operators plan the capacities
of servers to be able to handle peak annual traffic such as
Black Friday. For the rest of the time, the servers can stay
unused (idle). This idle state is causing a huge waste of
energy since a server consumes up to 70% of its peak power
while being unused [10]. In addition, it has been noted that
several interconnections implement a huge number of devices
to guarantee scalability, fault-tolerance and high bandwidth,
which contributes to the energy wasting.

III. STEPS TO GREEN DATA CENTER NETWORKS

In this section, we will describe different steps (summarized
in Figure 1) that can be followed to solve the problem of power
inefficiency. By considering these steps, a holistic strategy to
deal with all sources of energy waste is applied.

A. Step 1: The choice of energy source

Choosing the right energy source is not only related to
reducing the electricity bills but also to reducing the carbon
footprint and waste landfills. In this context, industry and
research gave a great interest to study the implementation of
green sources of energy (solar, water or wind energy) that
replace the brown energy.

1) Big companies and green sources of energy: Several
big companies are motivated by the use of green sources of
energy in their data centers including Google and Microsoft.
For example, the goal of Google DCs was to achieve a carbon
free energy. This means to empower all users with a cheap and
clean source of energy. In this context, Google invested $2.5
billion in solar and wind projects to add green power to its
grid, which made it the biggest purchaser of renewable energy
in the world and contributed to reduce its energy use by 50%

1109



compared to typical data centers. Google is now witnessing
the results of its efforts by enlarging its use of renewable
energy from 48% in 2015 to 61% in 2016 and 100% in 2017
[12]. Microsoft [13] owns also many data centers worldwide:
USA, Europe and Asia. In order not to burden the world with
more power consumption, Microsoft DCs are powered only
by green resources of energy, since 2014. Microsoft is one of
the biggest buyers of renewable energy in the world including
buying 100 % of the energy produced by the Keechi project,
purchasing 175 Megawatts of wind energy from the Pilot Hill
Wind project and bringing 20 Megawatts of solar energy from
Remington solar project [13].

2) Using Green energy efficiently: Using renewable energy
contributes to reduce the electricity bills and the carbon emis-
sion. However, this energy depends essentially on the weather,
which is not always favorable. In this case, the brown energy
is indispensable. To maximize the use of clean energy and
ensure that the system is continually operating, an approach
to schedule the use of renewable and brown energy should
be adopted. GreenSlot [14] is a job scheduler designed for
DCNs to predict the quantity of solar energy to be available
in the next days. Then, it schedules the execution of incoming
jobs depending on the availability of the renewable energy
and the cost of brown energy. If the brown energy should be
used, the GreenSlot selects the time slot when the electricity
is cheap. Otherwise, it delays the jobs to ensure that the green
energy will be used as long as the performance deadlines
are not violated. Greenware [15] described in Figure 2 is
also a system that tries to maximize the use of green energy
while respecting a certain budget: First, the system computes
the budget of energy based on workload rate in previous
periods. Then, based on the time-varying brown/green energy
cost and the availability of renewable energy in worldwide
DCs, GreenWare decides how to dispatch requests to different
networks, having different energy prices, while respecting
the QoS requirements. The Net-zero network [16] is another

Fig. 2: GreenWare.

proposal to exploit green resources efficiently. This concept
consists of producing an amount of renewable energy per day
equal to the same amount of energy to be used. Net-zero
consists of 4 modules: predicting the future electricity demand,
provisioning resources for the incoming workloads to meet the
Net-zero goal using optimization algorithms, deploying the
scheduled planning, and verifying the efficiency of different
modules to address any error in the next plan.

B. Step 2: Implementing a power-aware cooling infrastructure

As mentioned previously, more than 60% of energy is
consumed by the cooling infrastructure and a huge budget is
dedicated to the removal of heat to the outdoors. Many big
companies are adopting free methods for cooling including
Google. In fact, cooling its huge buildings requires 30% to
70% energy use overhead. Hence, Google decided to rely on
free cooling mechanisms such as cooling with air or water
rather than electrical chillers. For example, Google DC in
Hamina, Finland has a 450 meter (1500 feet) long underground
tunnel running into the Baltic sea used for the cooling [12].
Authors in [17] have given the cooling issue a high priority
by conducting multiple researches and testbeds. One of these
innovations is the intelligent sensors placement for smart
cooling. This approach proposes to add sensors that monitor
the temperature in different parts of the data center rooms. the
control system continually manages the state of the cooling
system depending on the workload and the active machines.
It also provides the amount of cooling where and when it is
needed, which reduces the energy consumption according to
the workload and the infrastructure. Another reason leading
to energy waste in DCNs is the unexpected changes of the
workload and the pick traffic load that happens sometimes
and leads to overheat. To address this problem, Authors in [18]
derived a temperature control strategy for DCNs environment.
This strategy combines an air-flow control that is responsible
for long term cooling decisions and a thermal-aware scheduler
that controls the short-term temperature fluctuations caused
by unpredictable workloads. These two controllers receive
the information concerning the temperature in each rack, and
assume that workloads can be allocated to any non-busy server.
In this way, based on the temperature data, high workloads are
not assigned to the same racks and unexpected temperature
changes cannot occur as seen in Figure 3.

Fig. 3: Thermal-aware approach.

C. Step 3: Buying energy efficient equipment

To host a large number of servers accommodating a diver-
sity of services without facing the problems of over-energy-
consumption, energy efficient equipment should replace the
energy hungry machines used in the typical data centers. The
following types of technologies are tested in data centers
and have proved to reduce the energy gain in the DCN:
(1) Commodity network, (2) Wireless technology, (3) Optical
technology. Hence, the next step to minimize the energy bills
is to wisely choose the implemented hardware. In this section,
we will describe some data center networks that use the
aforementioned technologies.
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1) The use of commodity network devices: The Three-tier
data center is widely used in big data center companies [9].
Power-hungry enterprise-level switches are used in this kind
of hierarchy because of their stability, reliability and security
[8]. In response to this issue, several research efforts have been
conducted to implement energy efficient devices (commodity
network devices) instead of enterprise class hardware. Using
commodity network switches contributes to reduce the cost,
the energy consumption and the heat dissipation in the DC
networks. Among these architectures, we can cite PTNet [19]
and LaCoDa [3].

2) Introduction of wireless technology: Energy saving in
data centers can be realized by implementing wireless tech-
nology, since it has been proved that the energy consumption
of 60 GHz transceivers is minor [20]. In fact, the 60 GHz
transceiver consumes up to 0.3 Watts [21] while the power
consumption of a switch port is equal to 12 Watts and the
power consumption of a server port is equal to 4 Watts [22].
In this context, many efforts are focusing on building wireless
DCs such as Cayley [21] and WFlatnet [23]. In addition to
reducing the energy by using the wireless transceivers, wireless
sensors technology [24] is also a way to help DC operators
to monitor their network, detect the energy dissipation and act
accordingly. In summary, wireless communications can revo-
lutionize the data center construction. However, a completely
wireless DCN cannot achieve alone all the QoS requirements.
In fact, the maximum data rate of wireless links is 7GBps and
can be reduced by interference, however, the speed of Ethernet
links is increasing and becoming more performant.

3) The use of optical technology: Introducing optical DCNs
can offer high bandwidth, high port density and low energy
consumption compared to traditional electrical networks. Sev-
eral studies reported that the optical networks can improve
the energy efficiency of a data center by 15% to 20% per year
[25] and proved that a complete optical network can contribute
to gain 75% of energy consumption. In fact, it is estimated
that the optical transmitter can reduce the energy consumption
from 20 nJ/b consumed by an electrical router and 10 nJ/b
consumed by an Ethernet switch to around 0.5 nJ/b used by
optical technology [25]. Several optical networks are designed
for DCs to minimize the power consumption including Helios
[26] and WaveCube [27].

D. Step 4: Choosing energy efficient interconnection

(a) (b)

Fig. 4: Comparison of number of network components.

Data center networks have different architectures and dif-
ferent structures. Each structure has its characteristics and
its energy consumption depending on different parameters.
Many efforts, such as [28], have tried to compare the power
consumption in different DC topologies and concluded that
the number of servers, switches and links used to build the
network contributes to the power saving process. Figure 4
shows the number of implemented switches and links in
different interconnection networks. For example, Fat-tree and
Flatnet implement a larger number of switches compared
to VL2, Diamond and SprintNet, which makes them power
hungrier architectures. The description of different architec-
tures can be found in the survey [9]. In the same context,
other works aimed to implement the minimum of equipment
by designing switchless networks, which interconnect servers
directly without intermediate switches. This type of topology
can save the energy consumed by switches, routers, racks and
associated cooling machines. Among switchless DCs, we can
cite the torus FleCube [29] and NovaCube [30].

Another fact that contributes to the power saving is the
network interconnection, which determines the path length
between communicating servers and impacts the number of
operations processed by the network. A higher number of
hops means that the packets pass by a higher number of
intermediate switches and servers; meaning also a higher
number of operations are accomplished by network devices
(switches, servers and links) and a higher energy consumption.
Figure 5(a) compares the number of operations accomplished
by nodes in different networks (FlatNet, DCell, BCube and
PTNet) having approximately the same size. We can see that
Flatnet and DCell execute more operations because of their
large APL (average path length).

(a) (b)

Fig. 5: Interconnection efficiency.

Another problem that affects the power efficiency of the
network is the high scalability of a data center. In fact,
some architectures are rapidly scaling. It means when aug-
menting the size of a switch (enlarging the number of its
ports), the size of the network increases dramatically. As
an example, Figure 5(b) shows the scalability of DCell and
Flatnet topologies. We can note that DCell is rapidly scaling.
Supposing that we need only 10 thousand servers, 10-port
switches must be implemented. Here, we obtain 12,210 servers
which means we will get more than 2 thousands unneeded
servers consuming extra energy. Hence, conceiving a gradually
scalable topology is important to minimize the cost and the
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energy consumption of the network. Authors in [2] proposed
a parameterizable topology called PTNet where the scalability
level is determined by a parameter s. To summarize, when
conceiving the data center interconnection, three parameters
should be considered to minimize the energy: (1) the number
of implemented devices, (2) the average path length and (3)
the gradual scalability.

E. Step 5: Implementing power-aware software and routing
algorithms

As mentioned in section II-D, the non-proportionality be-
tween the traffic load and energy consumption is a serious
issue that faces the attempts to green the network. Many efforts
stated that the traffic can be satisfied by only a subset of
active components, and, the idle devices should be switched
to a power-aware status. As an example, Figure 6 shows the
increasing of servers load. The red nodes are the devices
that receive or send data while the green nodes are the idle
devices and can be set into an energy aware status. In this
way, the energy proportionality can be achieved. Restricting
the network to a subset of active devices and reducing the
power consumption of the idle ones is called dynamic power
management. Generally, four strategies are adopted for the
dynamic power management: (1) Power-aware routing algo-
rithms, (2) Dynamic voltage/frequency scaling, (3) Adaptive
Link Rate and (4) Virtualization.

Fig. 6: Idle nodes.

1) Power-aware routing algorithms: The traditional routing
algorithms (e.g. shortest path routing) contribute to worsen the
power consumption issue inside a data center since they are
not aware of the workload distribution and the utilization of
different devices. Hence, designing a power-aware routing is
an important step towards a green network. One of the most
known power-aware routing algorithm is ElasticTree [31].
ElasticTree targets to find the minimum subset of the network
which should be kept active and the set of network devices that
are unused and can be shut down. The ElasticTree consists of
three modules run in real-time: (1) The optimizer module: it
defines the devices contributing in the traffic matrix; (2) The
routing module: it calculates the shortest packets routes; (3)
The power control module: it is responsible for adjusting the
state of devices (on, off). Another power-aware algorithm is
the vital nodes approach [10] which suggests not to calculate
the best routing paths in real-time when receiving the traffic
pattern. Instead, the network is abstracted to a graph and
vital nodes in this graph are calculated once, using different
methods (betweenness, closeness, degree, etc). At a given time
t, when the traffic matrix is received, only the vital nodes are
kept active. These approaches proved to reduce more than 20
% of energy consumption.

2) Dynamic voltage/frequency scaling (DVFS): This ap-
proach focuses on lowering the speed or the frequency of the
networking devices to minimize their energy consumption. In
this way, dynamic scaling allows to achieve the proportionality
between power consumption and the supply voltage/frequency.
The authors in [32] propose to reduce the energy consumption
using the CPU DVFS and an energy aware task scheduling.
The idea is to consolidate the tasks into a minimum number
of processors and run these processors at their optimal fre-
quencies. Thus, a large number of devices will stay idle and
can be switched to a lower state. Two steps are proposed: (1)
The energy aware task allocation: this step manages the tasks-
to-processors allocation that achieves the minimum of energy
consumption while respecting the QoS requirements; (2) Local
task migration: When a task is completed in the allocated
processor, two measures can be taken: either the frequency
will be adjusted or tasks from other processors migrate to this
available processor.

3) Adaptive Link Rate (ALR): Measurements in [33]
showed that 10 Gbps Ethernet link consumes from 10 to 20
Watts more energy than 100 Mbps link. Also, experiments
confirmed that the idle and fully utilized links consume
approximately the same energy. Hence, these observations
present an opportunity to save an important amount of energy
by lowering the data rate during low traffic loads. The ALR
approach intends to use different link data rates (10 Mbps,
100 Mbps, 1 Gbps, and 10 Gbps) by switching between them.
Authors in [34] propose an ALR mechanism (presented in
Figure 7). The idea is to attribute the responsibility of detecting
the need to increase or decrease the data rate to the end of
each link (ports). In case of change need, the end of the link
sends an ALR REQUEST (goto high or goto low) to the link
receiving partner. The link receiving partner can acknowledge
the reception with either ALR ACK (agree) or ALR NACK
(refuse) depending on the required QoS. Two thresholds are
introduced; qLow and qHigh. If the port buffer queue length
exceeds qHigh, the data rate should be upgraded. If the buffer
decreases under qLow, the data rate can be lowered if the two
sides agree.

Fig. 7: The adaptive link rate approach.

4) Optimizing energy using Virtualization: Several years
ago, virtualization was used as an environment to test servers.
However, recently, researchers have given the network virtual-
ization great attention since it has been an adapted technique
in data centers. The virtualization technology is based on
creating multiple virtual machine (VM) instances on a single
physical server [35]. Since the under-utilization of the network
and the non-proportionality between the traffic load and the
energy consumption are the major causes of energy waste,
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virtualization can be an important technique to consolidate the
traffic load, improve the resource utilization and achieve en-
ergy efficiency. The general idea is to transfer virtual machines
(migration) and map them to a set of servers (allocation), then,
assign to them the resources and services requested by the
clients. In this way, the workload is consolidated in a set
of servers (consolidation) to maximize their utilization and
the idle machines can be shut down, which leads to a great
energy saving. Figure 8 presents the virtualization concept.
An optimal VM management (migration, allocation and con-
solidation) is needed to accomplish the best performance and
power saving.

Fig. 8: Virtualization concept.

Several efforts are conducted to optimally solve many key
challenges: (1) Where to migrate the VMs to maximize the
utilization of devices while minimizing the migration time
overhead; (2) How to monitor the network to respect the Ser-
vice Level Agreement (SLA) fixed by the client while saving
the maximum of energy; (3) How to ensure the independence
of the virtual machines from their physical machine. Among
these efforts, we can cite [36] and [37].

IV. SUMMARY AND DISCUSSION

To effectively and comprehensively address the energy
problem in huge data centers, we should adopt a holistic
approach that takes into consideration all the problems causing
energy inefficiency in a DC environment. It means, to green a
data center, one or a combination of the following approaches
should be considered:

• Clean energy sources: this can be accomplished by reduc-
ing the energy cost and impact on the environment using
renewable sources of energy. This approach faces several
challenges including the location of the data center, the
randomness of the weather, the space for energy farms,
the availability of a budget to build these farms and the
possibility of buying clean energy.

• Clean cooling and heat disposal: by reducing the cost of
cooling which is burdening the electricity bills of DCNs.
In addition to the location of the DC, this approach
depends on the space in the building to implement
equipment that use the outside sources to cool the inside
infrastructure. Then, a budget should be planned for the
new infrastructure or the heat sensors.

• Efficient equipment and interconnection: by implement-
ing energy efficient components, servers and switches,
energy consumption can be reduced. However, this ap-
proach depends on the applications and operations hosted
in the DC since some of them need high-performance

machines. These machines are not necessarily energy
friendly. Also, some DCs are being built with con-
tainerized architecture, which constrains the implemen-
tation of several energy-efficient topologies such as wire-
less/optical networks.

• Power-aware algorithms: accomplished by reducing the
under-utilization problem and aligning the energy con-
sumption with the traffic load. This approach depends on
the QoS and reliability requirements of the applications.
In fact, unlike the hardware solutions that work on fine
time granularities (milliseconds to seconds), software so-
lutions operate at coarser granularities (seconds to hours)
[38]. Therefore, the energy efficiency is inversely pro-
portional with the optimal performance. In other words,
power-aware algorithms add time overhead to calculate
idle nodes or migrate VMs, which cannot always be
implemented in real-time. Hence, data center owners
should evaluate their business needs and study if their
applications truly require 24/7 accessibility, and then they
can sacrifice wisely in terms of performance in order to
be green.

Implementing all these approaches is every business owner’s
dream, however, this is not evident. Business owners need
to evaluate their needs and outline their (1) aims, objectives
and constraints, (2) budgets, (3) scope and time granularities,
(4) customer’s QoS requirements, (5) available equipment
and possibility to enhance, change or add new hardware, (6)
tolerance of devices for the frequency/voltage scaling or to
be switched to on/off status (6) global and local resource
management, (7) plans and possible actions and (8) monitors
to observe the progress and achievements.

After highlighting these points, two strategies can be
adopted:

• Incremental strategies: In this strategy, the enterprise
already has its infrastructure and cannot invest a big
budget to restructure its DC. So, it only adds some simple
measures to achieve moderate green goals. These mea-
sures can include switching off idle devices, optimizing
the DC temperature, voltage/frequency scaling, etc. The
aforementioned approaches are easy to implement and
have negligible costs.

• Strategic strategies: In this strategy, the enterprise con-
ducts an audit of its infrastructure, buildings, location
and weather and then develops a greening plan addressing
several aspects. For example, new networking devices and
technologies can be implemented, clean cooling systems
can be built and new interconnections can be adopted.
In addition, deeper measures can be used such as carbon
filters, refurbishing and reusing old computers, etc.

V. CONCLUSION

The design of green data center networks has gathered the
attention of industry and academia because of its environmen-
tal and financial impact. In this context, extensive research
has been conducted to minimize the power consumption and
carbon emission of the network infrastructure. This survey
presents a specification guide to build an energy efficient data
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center network. In fact, the paper describes significant insights
about various problems and aspects causing the huge power
waste when building a traditional data center network. Then,
different steps to build a green network are proposed starting
from choosing the right source of energy, implementing and
managing the cooling infrastructure, choosing the network in-
terconnection and the power-aware hardware and technologies
arriving to the software part where the routing algorithm, the
virtual machines and power-aware schemes should be well
studied. Finally, we summarized and introduced the required
considerations before choosing the right greening strategy.
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