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ARTICLE INFO ABSTRACT

As one of the most impactful emerging technologies, big data analytics and its related applications are powering
the development of information technologies and are significantly shaping thinking and behavior in today's
interconnected world. Exploring the technological evolution of big data research is an effective way to enhance
technology management and create value for research and development strategies for both government and
industry. This paper uses a learning-enhanced bibliometric study to discover interactions in big data research by
detecting and visualizing its evolutionary pathways. Concentrating on a set of 5840 articles derived from Web of
Science covering the period between 2000 and 2015, text mining and bibliometric techniques are combined to
profile the hotspots in big data research and its core constituents. A learning process is used to enhance the
ability to identify the interactive relationships between topics in sequential time slices, revealing technological
evolution and death. The outputs include a landscape of interactions within big data research from 2000 to 2015
with a detailed map of the evolutionary pathways of specific technologies. Empirical insights for related studies
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in science policy, innovation management, and entrepreneurship are also provided.

1. Introduction

It has been several years since the big data boom led a revolution in
both re-shaping thinking and behavior in all sectors of modern society
(Mayer-Schonberger and Cukier, 2013). The broad range of big data
applications in business intelligence has been highlighted by both
academic and business communities (Chen et al., 2012). Defined as “the
means of managing, analyzing, visualizing, and extracting useful in-
formation from large, diverse, distributed, and heterogeneous data
sets'”, big data analytics has become essential for the success of com-
merce (McAfee et al., 2012). Such increasing significance of big data, of
course, attracts the attention of science, technology, and innovation
policy (STIP) communities, and bridging big data with real-world STIP
issues has been raised as an urgent task - e.g., investigating the po-
tential (including both positive and negative impacts) of big data and
providing feasible reactions for specific industry sectors (Kwon et al.,
2015; Marx, 2013; Nobre and Tavares, 2017). Unfortunately, despite
the ambition of big data analytics on creating “big impact” (Chen et al.,
2012; Wamba et al., 2015), the success of big data analytics in non-IT
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companies is still limited (Court, 2015). Now is an opportune time to
trace the evolution of big data research to discover the interactions
between the techniques used in big data analytics and identify the
crucial connections that have the potential to create and extend the
sphere of “big impact”.

Down this line, some pilot studies attempted to exploit information
technologies (e.g., bibliometrics and network analysis) to uncover
hidden insights behind big data analytics for supporting STIP (Hu and
Zhang, 2017; Huang et al., 2017a; Zhang et al., 2016). However, the
involvement of artificial intelligence techniques in traditional biblio-
metric models is still rare, and fixed computational models might lack
capability in effectively grasping insights from dynamic data streams,
since a potential topic change has been observed in a collection of
scientific articles with time stamps (Lu et al., 2014). Apparently, as a
representative emerging technology, the instability of big data techni-
ques further increases such difficulty for traditional approaches (Bughin
et al.,, 2010). Aiming to address these concerns, this paper exploits a
learning-based method — scientific evolutionary pathways (Zhang et al.,
2017) - to discover interactions in big data research, e.g., how did big
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data techniques evolve and what are the relationships between leading
and lagging topics. Together with a bibliometrics-based research and
development (R&D) profile, we seek to identify future directions of big
data research.

We draw on 5840 articles derived from the Web of Science (WoS) to
conduct this study. Specifically, the R&D profile is to review the land-
scape of big data research by: 1) profiling the statistical dynamics and
geographic distribution of related scientific articles; and 2) identifying
the core constituents, i.e., the leading journals, organizations, and
countries, and their competitive and collaborative relationships in this
area. The scientific evolutionary pathways (SEP) create a solution to
detect and visualize the technological changes in big data research from
2000 to 2015, in which a learning process is used to track the inter-
active relationships between topics in sequential time slices, revealing
technological evolution and death by identifying predecessors and
descendants of big data topics. At the end, we combine expert knowl-
edge and our analytic results to foresee future directions of big data
research in the near future and provide recommendations.

The rest of this paper is organized as follows: We review related
work on bibliometrics, technological evolution, and big data-related
empirical studies in Section 2, and Section 3 proposes the research
framework of our study and describes the empirical data. Section 4
follows, profiling the R&D status and tracing the evolutionary pathways
of big data research from 2000 to 2015. A forecasting study with re-
commendations on science policy and entrepreneurship is also pro-
vided. We further conclude our research, limitations, and avenues for
future study in Section 5.

2. Related work

This section reviews previous study from the following two aspects:
bibliometric approaches for tracing technological evolution, and tech-
nological evolution studies on big data research.

2.1. Bibliometric approaches for tracing technological evolution

Technological evolution, defined as a theme concerning innovation
and competition, has been raised by economists since the late 1970s
(Abernathy and Townsend, 1975; Clark, 1985). Exploiting econometric
approaches to investigate technological evolution in specific industry
sectors and its relationships with certain phenomenon of innovation
management has been a mainstream for decades (Eisenman, 2013; Sood
and Tellis, 2005). Starting from the early 2000s or even earlier, with the
rapid development of information technologies (ITs), some pioneers
attempted to integrate bibliometrics and ITs (e.g., text mining) for
tracing technological evolution (Zhu and Porter, 2002), in which the
engagement of technology roadmapping has been becoming attractive
(Kostoff and Schaller, 2001). When traditional technology roadmapping
emphasizes the use of qualitative methodologies, e.g., Delphi/interview
(Phaal et al., 2004) and TRIZ theory (Moehrle et al., 2013), Kostoff
et al. (1999) headed a direction that exploits technology roadmapping
as a bridge to connect bibliometric approaches with technological
evolution, and the combination of qualitative and quantitative ap-
proaches becomes a trend (Zhang et al., 2013). Related approaches
include keyword-based analysis (Lee et al., 2009; Zhou et al., 2014),
citation analysis (Choi and Park, 2009), subject-action-object-based

Table 1
Main features of related work.
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semantic analysis (Zhang et al., 2014b), diffusion modeling
(Cunningham and Kwakkel, 2014), and the combination of certain
above approaches (Guo et al., 2016; Li, 2015). Further, such approaches
have already been applied to a number of industry sectors, in particular
emerging sectors, such as electric vehicles (Huang et al., 2014), dye-
sensitized solar cells (Zhang et al., 2014c), energy industry (Daim et al.,
2018; Daim and Oliver, 2008; Kajikawa et al., 2008), and 3D printing
(Huang et al., 2017b). In parallel, based on the citation linkages be-
tween scientific articles, main path analysis (Lucio-Arias and
Leydesdorff, 2008) and hybrid models with both citation and co-cita-
tion statistics (Small et al., 2014) are exploited to identify emerging
topics and trace technological evolution as well.

2.2. Technological evolution studies on big data research

While being considered as a significant representative for emerging
technologies, big data is identified as a series of technological devel-
opments in the area of data storage and data processing (Schermann
et al., 2014), and the rising big data analytics, including all hardware
and software techniques that can be used to analyze large-scale and
complex data for real-world applications, are believed to a Pandora box
by entrepreneurs (Kwon et al., 2014). A large number of surveys have
been conducted by researchers from the computer science communities,
addressing concerns about related techniques, issues, opportunities,
and challenges for big data research (Chen and Zhang, 2014; Kaisler
etal., 2013; Mao et al., 2015). Such significance also holds interest from
both technology management and bibliometrics communities, and, in
terms of technological evolution, not too many but empirical studies on
big data research could be traced as well. For example, social network
analysis and science maps are exploited to profile big data research
from diverse perspectives, e.g., international collaboration, semantic
networks, and interdisciplinary natures (Hu and Zhang, 2017; Park and
Leydesdorff, 2013; Singh et al., 2015). The use of technology road-
mapping and technology delivery systems further emphasizes the ex-
ploration of the evolutionary pathways of big data techniques, with
complementary values created by the combination of quantitative and
qualitative methodologies (Huang et al., 2017a; Zhang et al., 2016).

2.3. Comparison with related work

We summarize the main features of related work that integrate
bibliometrics with machine learning to investigate big data research or
some other emerging technologies in Table 1. Compared with the lit-
erature, the contributions of our research are highlighted as follows:

e We follow the line 2 given in Table 1 and explore insights on un-
derstanding technological evolution through bibliometric analysis,
but our methods (in particular the scientific evolutionary pathways)
exploit machine learning techniques to trace the internal changes of
technological evolution, while traditional bibliometric models (even
with the engagement of technology roadmapping and technology
delivery systems) cannot automatically and effectively handle
streaming data, i.e., a fixed analytic model cannot always adapt to
hidden changes occurring gradually within a sequential time line.

Even though network analysis and science maps hold great ability in
identifying the relationships between big data techniques, such

No Main feature

Related references

1 Emphasizing expert knowledge, with the use of some quantitative approaches for data analytics: This is Phaal et al. (2004), Daim and Oliver (2008), and Daim et al.
one of the mainstreams in the area of technology management for investigating technological evolution. (2018)
2 Emphasizing the involvement of quantitative approaches (in particular bibliometric analysis) in gaining Choi and Park (2009), Zhou et al. (2014), Cunningham and

insights, with limited use of expert knowledge: This is an emergent area that investigates technological

evolution through bibliometrics.

Kwakkel (2014), and Huang et al. (2017b)
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Fig. 1. Research framework of discovering interactions in big data research.

relationships are relatively “blind”, i.e., we can only know they re-
late to each other but cannot figure out what the exact relationship
is. The use of scientific evolutionary pathways provides a solution to
identify the predecessor and descendants of technological topics,
which can help understand the evolutionary relationships among
sub-technologies in a given area.

3. Methodology and data
3.1. Methodology

We define interactions in big data research from two aspects: 1) the
correlation between big data-related entities, e.g., the semantic re-
lationships between technological terms, and the collaboration net-
works among countries and between affiliations; 2) the evolutionary
relationships among big data-related techniques, e.g., for a specific
topic, which forward topic is the predecessor and which afterward to-
pics are the descendants. Under this circumstance, a research frame-
work for our study is constructed (Fig. 1), which includes a model for
research and development (R&D) profile and a model for scientific
evolutionary pathways (SEP).

The R&D profile model focuses on the basic statistical information
of the collected scientific articles, including the number of articles, term
frequency, and correlated journals, affiliations, and countries, and
emphasizes the discovery of the correlations between big data-related
entities by using social network analysis and certain traditional bib-
liometric approaches.

The SEP model was developed by Zhang et al. (2017); it specifically
sheds light on discovering the detailed relationships among scientific
and technological topics, in which a learning process is designed to
detect potential topic changes from scientific articles in a sequential
time line. Referring to the definition of emerging techniques, given by
Rotolo et al. (2015), and certain empirical tests based on big data-re-
lated datasets, we observed that the radical novelty of big data tech-
niques would result in relatively isolated technological groups, which
share a low similarity with each other. Under this circumstance, we use
the k-means algorithm refined by Zhang et al. (2016) to replace the
hierarchical agglomerative clustering approach in the original SEP
model, which would help generate a relative small number of topics,
and also benefit the visual performance of the SEP model. Here are the
main concepts of the SEP model.

Definition 1: a topic is a collection of articles that are mathemati-
cally represented by their centroid, which is identified as the article
sharing the highest similarity with all other articles on the topic.

Definition 2: a topic is geometrically represented as a circle, and its
boundary is the largest Euclidean distance between its centroid and all
articles.

The stepwise algorithm in the SEP approach is described below:

Step 1 Simulate the dataset as a data stream that consists of a sequence
of time slices. The k-means algorithm is used to group the ar-
ticles in time slice 0 into several initial topics.

Step 2 Process the data stream in an iterative flow, i.e., a time slice is
treated as one iteration, and the articles in a time slice are read
one by one.

Step 3 Measure the similarity between a forthcoming article and the
centroids of all existing topics, using Salton's cosine (Salton and
Mcgill, 1986), and assign it to the most similar topic.

Step 4 Calculate the Euclidean distance between the article and the
centroid of its assigned topic. If the distance is within the
boundary, we set the article as “normal”. If it is near the
boundary within a given interval, we set the article as “evolu-
tion”. If it is much larger than the boundary, we set it as “no-
velty/noise”, and its assignment within the existing topic is
deleted.

Step 5 At the end of each iteration:

Step 5.1 The k-means algorithm groups the articles labeled with
“evolution” and “novelty/noise” respectively. New to-
pics containing articles labeled as “evolution” are set as
the descendant of their assigned topic in Step 3. While
new topics consisting of articles labeled with “novelty/
noise” do not have a predecessor.

Step 5.2 The accumulated number of articles in each topic is
detected, and a topic is set as “death” if the accumu-
lation is 0 in a sequence of time slices.

Step 5.3 The similarity between all new and existing topics is
measured, including dead topics. If a new topic shares
the highest similarity with a topic that is not its pre-
decessor, the new topic is combined with the old one,
and the link to its predecessor is removed. If the old
topic is dead, it will be resurged — this phenomena is
identified as “sleeping beauties” by van Raan (2004),
and our model follows the main concept of this idea.

Step 6 Recalculate the centroid and boundary of each existing topic
and then return to Step 2 until the stream ends.

Generally, a traditional cluster approach applies a fixed algorithm to
analyze the entire dataset, ignoring any difference resulting from the
time and the content. For example, the term “data mining” closely re-
lated to database management and data warehouse decades ago, but
now it is highly involved with machine learning and mostly replaced by
data analytics and business analytics. Apparently, traditional models
would fail to capture such change, and this ignorance will influence the
accuracy of related similarity measures. The use of a learning process in
this model simulates batched data in a stream, captures orderly in-
formation in an ordered queue, and modifies the algorithm in real time
to adapt to possible underlying change, e.g., it modifies the centroid
and boundary of a topic at the end of each iteration to improve the
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Table 2
Search strategy.

No Strategy

#1 TS = (“Big Data” or Bigdata or “Map Reduce” or MapReduce or Hadoop or Hbase or Nosql or Newsqgl)

#2 TS = ((Big Near/1 Data or Huge Near/1 Data) or “Massive Data” or “Data Lake” or “Massive Information” or “Huge Information” or “Big Information” or “Large-scale Data”

or Petabyte or Exabyte or Zettabyte or “Semi-Structured Data” or “Semistructured Data” or “Unstructured Data”)

#3 TS = (“Cloud Comput*” or “Data Min*” or “Analytic*” or “Privacy” or “Data Manag*

*n %

or “Social Media*” or “Machine Learning” or “Social Network*” or “Security” or

“Twitter*” or “Predict*” or “Stream*” or “Architect*” or “Distributed Comput*” or “Business Intelligence” or “GPU” or “Innovat*” or “GIS” or “Real-Time” or “Sensor

Network*” or “Smart Grid*” or “Complex Network*” or “Genomics” or “Parallel Comput

%9

Serie*” or “Data Science” or “Informatics*” or “OLAP”)
#4 #1 OR (#2 AND #3)

%9

or “Support Vector Machine” or “SVM” or “Distributed” or “Scalab*” or “Time

Note that the search strategy covered scientific articles published from January 1, 2000 to December 31, 2015.

accuracy of classification in further iterations.

The evolutionary relationships between topics are vividly identified
as predecessors and descendants, and linked topics would form a group
to represent certain specific techniques or sub-areas in big data re-
search. With the aid of science maps, we then visualize topics and their
relationships as nodes and directed arcs, in which certain detailed
evolutionary pathways of big data research can be traced.

Based on the analytic results (e.g., figures and tables) derived from
the R&D profile and the SEP models, an expert panel, including experts
whose expertise aligns with either big data research or relatively broad
computer science disciplines (e.g., artificial intelligence and informa-
tion systems), will be organized. Our questions concentrate on two
parts: 1) whether the analytic results are reasonable? If not, how can we
modify the results? 2) Based on the analytic results and their expertise,
which evolutionary pathways generated by the SEP model can be an
emergent direction in the near future? Is there any add-in direction? We
then collect and summarize expert feedback by emails or face-to-face
interviews, and forecast certain emergent directions of big data re-
search, with expert knowledge-based recommendations for potential
stakeholders, e.g., policy-makers, entrepreneurs, and academic re-
searchers.

3.2. Data and pre-processing

Scientific articles can be a good resource for exploring information
on the research frontier of a given technological area (Zhang et al.,
2015). Web of Science (WoS) is a quality-guaranteed database for this
purpose. We collected 5840 articles from WoS using an updated version
of the search strategy proposed by Huang et al. (2015), which is based
on a combination of bibliometric techniques and expert knowledge.
Details are provided in Table 2.

We combined the title and abstract fields and used a function of
natural language processing in VantagePoint” to retrieve the terms. A
term clumping process (Zhang et al., 2014a) was used to remove noise
and consolidate technological synonyms, and the stepwise results are
given in Table 3. These 10,921 terms can be considered as the core
technological terms in the big data research field.

4. Results: the discovery of interactions in big data research and a
forecasting study

The results of our study include the discovery of interactions in big
data research (i.e., R&D profile and scientific evolutionary pathways)
and a forecasting study to provide recommendations for stakeholders
(e.g., policy-makers, entrepreneurs, and academic researchers).

2 VantagePoint is commercial software used in text mining and particularly in science,
technology, and innovation text analysis. More detail can be found on their website:
https://www.thevantagepoint.com/.

Table 3
Stepwise results of the term clumping processing.
Step Description #Term
0 Raw terms retrieved by the natural language processing 120,427
technique
1 Removing terms starting with non-alphabetic characters, e.g., 115,381
1.5%
2 Removing meaningless and common terms, e.g., pronouns, 110,362
prepositions, and conjunctions
3 Removing common terms in scientific articles, e.g., “method” 109,137
and “introduction”
4 Consolidating technical synonyms in the field of computer 108,344
science, e.g., “classification” and “classification analysis”
5 Consolidating terms with the same stem, e.g., the singular and 91,918
plural of a noun
6 Removing single words?, e.g., “internet” and “information” 84,949
7 Removing terms appearing in only one article 12,229
8 Consolidating technological synonyms with expert knowledge ®, 10,921¢

e.g., “time series” was used to represent terms such as “time
series forecasting,” “time series mining” and “time series
economics”

Note: (a) Considering the main concepts of most single words can be traced in
multi-word terms and terms further enrich the meaning of single words from
different perspectives, e.g., “internet” Vs. “internet of things”, and “informa-
tion” Vs. “information systems”, we decided to remove single words. In addi-
tion, since we consolidated related terms into a single word (e.g., “classifica-
tion” in Steps 4 and 5), these words were not removed. (b) Two authors of this
paper manually reviewed the terms derived in Step 7 and, based on the list of
big data techniques and technologies outlined by Manyika et al. (2011), related
technological synonyms were consolidated. (c) Articles that did not contain any
core technological terms were removed from the model of scientific evolu-
tionary pathways; 5450 articles remained with coverage of 93.3%.

4.1. Discovery of interactions in big data research

4.1.1. R&D profile

The distribution of the number of articles in big data research per
year is given in Fig. 2. Despite the common perception that the big data
boom started in the late 2000s when a number of world-leading IT
companies developed architectures to handle large-scale data [e.g.,
MapReduce by Google in 2004 (Dean and Ghemawat, 2008)], “big
data” is still a new term to the public and to academia. This is validated
by the few and relatively unchanged number of articles from 2000 to
2010 in Fig. 2. The dramatic increase in the number of scientific articles
after 2012 can be credited to the Big Data Research and Development
Initiative® (Big Data Initiative) that was announced by the Obama ad-
ministration. This formally raised the significance of big data research
to the national strategy stage. Funding provided by the governments of
the US, the EU, China, and many other countries effectively stimulated
big data research.

3 Information on the Big Data Initiative can be found at https://www.whitehouse.gov/
sites/default/files/microsites/ostp/big_data_press_release_final_2.pdf.
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Fig. 2. Distribution of the number of articles in big data research per year.
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Fig. 3. Term correlation map for big data research

The main components of big data (the Mckinsey List), summarized
by the Mckinsey Global Institute in 2011 (Manyika et al., 2011), have
been widely recognized by both industry and academia. Five years after
the list's release it is interesting to explore questions such as: “What
research has occurred over the past five years?” and “Which big data
techniques are important now?” We selected 599 core technological
terms with frequency no less than 10, which were identified in Step 8 of
Table 3, and visualize them in Fig. 3 using VOSviewer (Waltman et al.,
2010). The size of a node illustrates the weight (or, we say, importance)
of the related term, and the color is painted based on VOSviewer's own
algorithm for community detection.

Four clusters are clearly detected in Fig. 3, i.e., cloud computing
(with MapReduce, Hadoop, and related techniques), machine learning
(with a broad range of artificial intelligence techniques), bioinfor-
matics, and internet of things. Generally, there were no unexpected
terms, and all terms in Fig. 3 or their synonyms can be traced back to
the Mckinsey List. However, it is clear that the importance and the

internal content of some techniques have changed. Three examples are:

e The importance has weakened - terms relating to “A/B testing”
cannot be found in our list. A/B testing is a basic approach to sta-
tistical hypothesis testing. Scientific articles might not have a strong
interest in such a mature and basic technique when compared to
novel and intelligent algorithms.

e The internal content has been extended - the term “artificial in-
telligence” has a relatively low frequency, which is surprising.
However, it is clear that almost the entire cluster of machine
learning and parts of the bioinformatics cluster relate to artificial
intelligence, e.g., machine learning, neural network, prediction
model, and natural language processing. In other words, many sub-
domains of artificial intelligence have evolved into relatively mature
research areas, which negatively influence the frequency of the term
“artificial intelligence.”

e The internal content has changed — the Mckinsey List did not
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consider internet of things as a big data technique but, undoubtedly,
the interaction between big data and internet of things is broader
and deeper than we imagined years ago. Technically, before 2010,
internet of things was closely related to radio-frequency identifica-
tion (RFID) techniques. Now it involves new techniques, such as
sensor networks, Wi-Fi techniques, and a wide range of smart and
mobile devices. From the perspective of a national R&D strategy,
China identified internet of things as one of its top 5 emerging in-
dustries in 2009 (Wen, 2009), and in 2014 the Obama administra-
tion highlighted internet of things in the report Big Data: Seizing
Opportunities Preserving Values* (Big Data Report). [This may also
have offered the first officially raised concern about data privacy in
the big data age.]

Fig. 3 provides an overview to answer the question: “What has
happened in big data research?” Then, this section will focus on the
core players in big data research, offering insights to questions such as:

e Which journals are holding interest in the frontier of big data re-
search?

e Which countries are leading the global competition in big data?

e Which organizations are leading the world and how do they interact
with each other?

Based on the 5840 articles we collected from WoS, we identified
1759 journals and list the 20 journals with the largest number of arti-
cles in Table 4. It is interesting that two journals related to bioinfor-
matics are in the list, which might reflect the increasing interest in
analyzing large-scale datasets in biological areas and, particularly,
genomic data. Two multidisciplinary journals also attracted our atten-
tion. The special issue of Nature entitled “Big Data” in 2008° and the
special issue of Science entitled “Dealing with Data” in 2011° can be
considered as milestones for big data research, indicating the start of
the big data boom in academia. In this circumstance, the appearance of
Nature in Table 4 demonstrates the continued interest in big data re-
search by world-leading research communities. The fact that big data
research is published in the domain of multidisciplinary sciences sup-
ports the argument that big data is an emerging technology, and it holds
interest for researchers in both the natural and social sciences.

We also retrieved 824 journals, which were cited more than 20
times by the 5840 articles, and generated a journal citation map, as
shown in Fig. 4. It is interesting that the four major clusters in Fig. 4
well match with those in Fig. 3. While considering the three multi-
disciplinary journals (i.e., Nature, Science, and PloS One) located at the
center of journal citation map, some insights are identified as follows:

e Bioinformatics journals (red nodes) are grouped as a large cluster,
and illustrate close interactions with the three multidisciplinary
journals, indicating the extensive applications of big data analytics
in biological and medical fields.

Undoubtedly, journals in the field of computer science (green and
blue nodes) are the other major domain, and interestingly,
Communications of the ACM is in the core of the cluster. One reason
behind this might be this journal specifically addresses concerns to
the actual applications of big data analytics, and such motivation
could attract relatively broad audience from diverse research areas.
Yellow and pink nodes act as a bridge to connect the two mentioned
clusters and the three multidisciplinary journals with each other.
For example, 1) journals aligning with the area of information sys-
tems (e.g., MIS Quarterly, Decision Support Systems and Journal of the

4 https://www.whitehouse.gov/sites/default/files/docs/big_data_privacy _report_may_
1.2014.pdf.

5 http://www.nature.com/news/specials/bigdata/index.html.

6 http://science.sciencemag.org/content/331/6018.
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Table 4
Top 20 journals in big data research.
# P? Journal
84 Future Generation Computer Systems
79 PLoS One
69 Concurr. Comput. Pract. Exp.
62 Big Data
57 IEEE Transactions on Parallel and Distributed Systems
56 BMC Bioinformatics
56 IEEE Transactions on Knowledge and Data Engineering
51 The Journal of Supercomputing
49 International Journal of Distributed Sensor Networks
48 Cluster Computing
46 Computer
44 Bioinformatics
41 Information Sciences
36 Journal of Parallel and Distributed Computing
36 Nature
36 Neurocomputing
35 ACM SIGPLAN Notices
34 Expert Systems with Applications
34 IBM Journal of Research and Development
33 Communications of the ACM

Note: (a) The number of articles.

Association for Information Science and Technology) extend the ap-
plication of big data analytics to business and management domains.
2) Some physical journals (e.g., Physical Review E and Physica A) and
mathematic journals (e.g., Journal of the American Statistical
Association) seem like theoretical development for some new con-
cepts announced in Nature and Science, and then link with further
improvement or implementation in computer science journals. 3)
Definitely, some top-level business and management journals and
magazines are highly involved, e.g., Harvard Business Review,
Academy of Management Review, and New York Times.

The authors of the 5840 articles are from 3807 organizations in 90
countries. Based on the number of articles in each country and the
collaboration networks between the 90 countries, a country colla-
boration map is generated in Fig. 5, in which a node indicates a
country, and its size represents the number of articles in related
country.

According to our records, the US leads the field with 42% of the
articles, and China follows holding about 23%. The UK, Germany, and
Canada are also relatively competitive. As shown in Fig. 5, when the
US, China, and the UK have established their own global collaborative
networks, Germany pays more attention to European countries and
Canada interestingly builds up connections with South American
countries. In addition, Asian countries mostly collaborate with the US,
China, or the UK, but Japan illustrates its accomplishment in global
collaboration, as well as Australia.

The collaboration map of global organizations’ in big data research
(shown in Fig. 6) further endorses our findings observed from Fig. 5.
The 3070 organizations (excluding those without any collaborative
activities) cluster into four groups:

e The US group has a number of world-class universities such as
Harvard, Stanford, MIT, and Carnegie Mellon. This group is located
in the center of the graph and closely interacts with other groups.

e The Asian group presents its largest nodes from the Chinese
Academy of Sciences (CAS) and Tsinghua University. Other im-
portant nodes are from Japan, South Korea, and Taiwan, China (e.g.,

7 Most of the organizations we retrieved from the articles are, unsurprisingly, uni-
versities and academic institutions. Although the crucial role of companies, like Google,
in the development of big data cannot be ignored, our study emphasizes academic re-
search, and thus universities and academic institutions are promising candidates for
study.
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Tokyo University, Tokyo Institute of Technology, Korea University,
Kyung Hee University, and National Central University).
Organizations in this group mostly have their own relatively isolated
sub-groups, but some organizations from mainland China have
constructed collaborations with other groups (e.g., CAS, Tsinghua
Unversity, and Xi'an Jiaotong University).

e The European group with a large cluster on the right of the graph
and a number of nodes scattered in other groups, e.g., Oxford,
Leiden University, and Karolinska Institute, are located with the US
group. Compared to the Asian group, European organizations have
much stronger collaborations with organizations from the US group.
This could be as a result of historical and cultural factors. Such
collaboration leads to the European and the US groups being well-
mixed in Fig. 6, especially along the common boundary of the two
groups. Interestingly, the University of College London is in that
boundary area. It demonstrates a strong link with Harvard and

Stanford, which might be a very representative example of an alli-
ance among giants.

o The Australian group has relatively scattered nodes (e.g., University
of Queensland, University of Melbourne, University of Adelaide)
along the edge of the US and Asian groups and connects both. In one
sense, this group belongs to the US group, but it is interesting to see
them acting as a bridge prompting interactions between the two
largest regions in the big data world.

In summary, we outline certain key findings based on the results of
the R&D profiling:

e Big data-related research has been conducted for several decades,
but the boom started in 2010.

e The hotspots in big data analytics are concentrated on machine
learning and cloud computing. MapReduce and Hadoop are still the
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Fig. 6. Collaboration map of global organizations in big data research.

two leading tools. The applications of big data analytics have been
well involved with bioinformatics and internet of things.

Beside Nature and Science, journals in the areas of computer science,
business and management, and bioinformatics are playing active
roles in publishing big data-related academic articles, while positive
impacts of mathematic and physical journals can also be traced.
With extensive collaborative networks with both Europe and Asia,
the US leads big data research globally, and Europe illustrates strong
competitiveness. China is demonstrating great potential in both re-
search quantity and collaborations. However, collaboration within
Asian academic institutions (especially Japan and South Korean) are
somewhat limited.

The role of world-leading universities and academic institutions in
pushing big data research forward is significant, and examples of the
alliance of giants occur here and there.

4.1.2. Scientific evolutionary pathways

The R&D profile provides an effective way to explore the insights of
what happened in big data research and who the core players are. SEP
concentrates on the changes to big data-related techniques, e.g., con-
cepts, algorithms, software, services, and platforms, from 2000 to 2015.

As mentioned in Table 3, we used the 5450 articles containing the
10,921 core technological terms and set 16 time slices based on pub-
lication year. We grouped two initial topics via a k-means algorithm in
time slice 0 — “statistical analysis” and “parallel processes.” This deci-
sion was based on expert knowledge and the testing of a number of
options for the value of k. We set the upper/lower ranges for the
boundary to = 10% - i.e., if the distance between an article and the
centroid of its assigned topic was within the interval, we set the article
as “evolution,” and if the distance was larger than the upper range of
the boundary, the article was set as “novelty/noise.” In regards to the k-
means algorithm grouping articles labeled with “evolution” and “
velty/noise,” the strategy to decide the number of topics was: if the
total number of articles waiting for the cluster analysis was less than 10,
we grouped them as one topic; if the number was within the interval
[10, 50] or [50, 100], we set k = 2 and k = 3, respectively; if the
number was larger than 100, we set the value of k = 4. Since there were
not too many articles labeled as such, k = 1 or 2 were the most common
occurrences.

i e P [ I,
Ohiawniv
SW Jiaotong Univ.
Chenglo Pubtsecu Bt
Table 5
Descriptive statistics of topics.
Indicator Min Max Avg. S.D.?
Number of articles 2 378 61.1 85.6
Number of terms 5 2143 361.8 499.5
TFIDF value® 0.0016 0.2390 0.0578 0.0596
Survival length® 1 16 3.5 3.3

Note: (a) Standard deviation; (b) The classic formula of TFIDF analysis pro-
posed in (Salton and Buckley, 1988) was used here; (c) The number of the time
slices in which a topic is alive.

Within the 5434 articles®, 89 topics were detected, including the 2
initial topics. Descriptive statistics of these topics are given in Table 5,
including the numbers of articles and terms, the value of term fre-
quency inverse document frequency (TFIDF) analysis, and survival
length.

Based on the notion of “sleeping beauties,” we identified 10 topics
that died, were resurged later, and then were alive until 2015, while the
remaining 79 topics stayed alive from their birth year to 2015. The
resurgences can be attributed to the re-discovery of the potential of a
topic. In these circumstances, “sleeping beauties” may represent
emerging interests in big data research’, especially those resurged not
long ago. Detailed information about the 10 “sleeping beauties” is listed
in Table 6, including the year when they were generated, the number of
articles, the number of terms, the value of the TFIDF analysis, and their
length of survival.

Analyses of these topics reveal a number of interesting analytic
objects, crucial algorithms, and impressive applications in big data re-
search. These insights are:

e Unstructured data is highlighted in big data research, and exploring
insights from audio and video streaming is one of the basic

8 We removed two “novelty/noisy” topics comprising 16 articles since our expert panel
deemed they were noisy rather than novelty topics.

© Considering “sleeping beauties” are topics that are identified at least twice, usually
they cannot reflect noisiness. However, one exception is they can be a missing mention in
a given year.
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Table 6

Ten “sleeping beauty” topics.
Topic Birth #P # Term TFIDF S. L2
Statistical analysis 2000 161 922 0.136 9
Classification 2002 170 1146 0.166 9
Distributed system 2003 332 1959 0.229 7
Machine learning 2005 319 1859 0.220 4
Support vector machine 2006 54 340 0.066 10
Unstructured data 2009 26 189 0.042 8
Prediction model 2011 90 515 0.088 1
Metadata 2012 58 440 0.084 2
Video stream 2013 42 269 0.055 3
Clinical decision making 2014 42 245 0.049 4

Note: (a) Survival length.

requirements raised in the Big Data Initiative. At the same time, the
definitions of metadata and unstructured data have overlapped and
become broader in scope. They now cover rich information from
almost all sectors of the real world, and, therefore, analyzing me-
tadata has already become a hotspot in big data research.

o The majority of big data analytic techniques appeared long before
the big data boom. Techniques and algorithms such as statistical
analysis, classification, machine learning, and support vector ma-
chine are within this range. However, upgrading, optimizing, and
recombining these techniques for big data have become emergent
tasks. Prediction models are one such example, where big data
techniques are now focused on solving the problems of both gov-
ernment and industry simultaneously.

e Distributed systems are not new and, as shown in Table 6, appeared
as a topic in 2003 and its related research definitely started long
before then. However, its importance was dramatically raised be-
cause of Hadoop, the programming framework used in distributed
computing environments. A similar situation might also occur with
parallel computing and MapReduce.

e Supporting medical diagnoses by analyzing large-scale medical re-
cords is currently highlighted. The project Big Data to Knowledge
(Margolis et al., 2014), a response to the Big Data Initiative from the
National Institutes of Health (NIH) in 2013, pushed this emergent
task forward. As indicated in Fig. 4, bioinformatics can be con-
sidered as one of the most successful applications of big data ana-
lytics.

We used the 89 topics and their relationships to create a network
map to further visualize the dynamics of big data research. One node
represents one topic, and the relationship between two topics (i.e., its
predecessors or descendants) is represented as a directed arc. The SEP
of big data research from 2000 to 2015 were generated by Gephi
(Bastian et al., 2009), as shown in Fig. 7. It is clear that four clusters of
big data research can be identified:

® Large-scale data analytics — Starting from statistical analysis, three
groups of analytic techniques are highlighted in this pathway: 1)
machine learning and prediction models (including support vector
machine, cluster analysis, and neural networks); 2) data warehouse
and metadata (including XML and web mining); and 3) large-scale
data mining and classification (including data stream processing,
data visualization, time series analysis, and text mining). These
analytic techniques existed long before the so-called big data age,
but big data provided new opportunities, new objectives, and new
problems. More importantly, attention to deep learning, an emer-
gent area of machine learning, is rising these days, which further
enhances the ability of analyzing complicated data by constructing
multiple processing layers (LeCun et al., 2015). In addition, two
problem-oriented research streams attracted new interest. Tweet-
based analyses, including sentiment analysis and social network
analysis, have become quite popular in text mining. Bioinformatics
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and medical diagnoses have also become oriented to real-world
needs and are no longer out of reach with the help of big data
analytics and related techniques.

® Cloud computing and distributed systems — Parallel processing and
distributed systems appeared decades before the big data boom;
however, the wide acceptance and popularization of MapReduce
and Hadoop were clearly two forces pushing that boom. It is clear
that these technologies introduced a disruptive revolution to tradi-
tional models of data storage, management, and processing. NoSQL
databases were one of its outcomes. Yet, this pathway is relatively
isolated and does not have close interactions with others.

o Internet of things — As discussed in the R&D Profile, internet of
things may be independent of big data research. However, with the
rapid growth of sensor-based applications, analyzing large-scale
data generated from sensor networks connects internet of things and
big data research. More importantly, the well-matched integration
between mobile devices and social media has further prompted such
interactions.

o Big data applications — besides bioinformatics, big data research can
be, and has already been, applied to a broad range of real-world
applications, e.g., forecasting climate change, constructing smart
cities (usually bound with internet of things), assisting in decision
making on social policy, and analyzing spatial problems. One
highlight is the concern for data privacy. In fact, these debates ex-
isted before the big data boom, and the emphasis in the Big Data
Report in 2014 escalated this issue to the national stage. Cyber trust
has therefore become a hot topic for scholars in computer science. In
addition, another interesting topic in this pathway is crowdsourcing,
which does not have a strong relationship with big data research.
However, as previously mentioned, using big data research to sup-
port decision making is one emergent need in almost all sectors,
particularly decision support for investments.

When tracing the evolutionary pathways of big data research, it is
interesting to note the techniques that started before the boom and
those that started after. Most large-scale data analytic techniques and
basic techniques in parallel computing and distributed systems emerged
before 2009, while internet of things and big data applications emerged
afterwards. Aiming to further track the dynamics in big data research
from 2000 to 2015, we selected four time-nodes (i.e., 2004, 2008, 2011,
and 2014) to demonstrate big data research in different time periods, as
shown in Fig. 8. Some observations are:

® Parallel processing and distributed systems appeared before 2005,
and main analytic techniques at that time included statistical ana-
lysis, association rule mining, and classification. Comparably, data
warehouse could be the main technique for data storage.

e Machine learning, neural networks, and support vector machine
appeared as emergent techniques after 2004 but before 2009, which
then became the most representative big data analytic techniques.

e The big data boom started in the time period between 2009 and
2011, and a large number of terms that closely relate to big data
research were detected, e.g., MapReduce, Hadoop, and cloud com-
puting. Data stream and unstructured data became analytic objects
in big data research, and prediction models and data visualization
also appeared at that time. In addition, bioinformatrics could be
credited as one pioneer of big data applications.

e Big data has attracted more and more attention since 2012.
Techniques related to cloud computing and distributed systems were
further developed, and social network, metadata, and social media
became hotspots in big data research. At the same time, the number
of big data-related projects and applications increased rapidly, and
the combination of big data and internet of things is one highlight at
that time.

In summary, based on the results of the SEP model of big data
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Fig. 7. Scientific evolutionary pathways of big data research from 2000 to 2015.

research, our key findings are:

1) Big data, especially its related techniques, reflects a recombination
of largely existing techniques.

2) Analytic techniques to enhance artificial intelligence, including
machine learning, data mining, pattern recognition, etc., have been
widely developed, improved, and applied to big data analytics.
These techniques will remain mainstream avenues of research in the
near future.

3) The interaction between internet of things and big data research has
deeply influences the daily lives of human beings, including the
development of mobile devices, the popularization of e-commu-
nication, e-business, and e-government, and the construction of
smart cities. However, these rapid developments also bring concerns
for data privacy and ethical challenges, which in turn propels re-
search on cyber trust.

Big data research has already been widely applied to a large number

of real-world problems, and so far, its engagement with bioinfor-

matics indicates future success.

4

-

4.2. Forecasting and recommendations

The results of this bibliometric study provided insights on big data
research from 2000 to 2015. The R&D profile addressed the questions,
such as “What are the core techniques used in big data research?”,
“Which countries and organizations lead big data research globally?”,
and “How do they interact?” The SEP model explored the interactions
between the techniques used within big data, as well as identifying the
pathways for how these techniques evolved between 2000 and 2015.

An expert panel was arranged, and its members include academic
researchers (from the School of Software and Centre for Artificial
Intelligence at the University of Technology Sydney, and the School of
Computer Science and School of Management and Economics at the
Beijing Institute of Technology) and industry partners (from some
Australian and Chinese IT companies).

We conducted interviews by either email or face-to-face con-
sultancies, with the following steps:

1) The empirical insights (including tables, figures, and key findings)
derived by the R&D profile and SEP models were delivered to ex-
perts. They first reviewed the results based on their knowledge: if
disagree, give reasons or modifications (fortunately, such situation
did not occur so far); if agree, extensively enrich our findings. Then,
specifically based on Table 6 and Figs. 7 and 8, they evaluated re-
lated topics and their emergence and identified certain possible
highlights for future study.

2) We collected and manually reviewed the feedback, and then mod-
ified our results (in particular key findings). Since certain conflicts
existed, which might be due to diverse knowledge background and
working environments (academia and industry), we decided to
emphasize the interest of academia (since our results were derived
from scientific articles), and consulted several third-party academic
researchers and finalized our key findings.

In addition, one co-author of this paper was selected as a consulted
expert for a forum entitled Data and Analytics Innovation organized by
the Government Accountability Office (GAO) of the US (Government
Accountability Office, 2016). Parts of the results were also presented in
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Fig. 8. Scientific evolutionary pathways of big data research in four time nodes.

the workshop with GAO experts, and positive feedback was enriched.
We identified and briefly summarized the key findings of the fore-
casting study as follows:

o Artificial intelligence techniques will still lead big data analytics

Apparently, computer science is still the main battlefield for big
data analytics. Specifically, the use of neural networks for processing
imagines and videos is spearheading certain new directions in computer
vision, and handling complicated and uncertain data by engaging var-
ious machine learning models can be considered another challenging
direction.

e Real-world problem-driven applications will attract increasing at-
tentions

Despite great accomplishments on developing novel big data ana-
lytic techniques and platforms, the most clearly visible application of
big data analytics, beside IT sectors, is in the area of bioinformatics,
since its relatively mature exploitation of modern computing techni-
ques for biological issues. However, with the rapid development of big
data analytic techniques, its application would be extended to a wide
range of industry and government sectors. Considering the connections
between bioinformatics and the healthcare industry, big data-enabled
medical decision support or medical diagnosis could be an emergent
direction.

Parallel, how to engage cloud computing to revolutionize daily life

is becoming a multidisciplinary topic for both IT and business dis-
ciplines, and “cloud” would become an essential feature for future
software and working platforms. At the same time, cloud computing
would also act as a bridge to interactively link big data analytics with
internet of things, and optimizing such linking strategy can be another
interesting topic.

e Data privacy issues would be further raised and involve research
communities from multiple disciplines

Together with the big data boom, open data'® and data sharing also
are becoming hot topics in public administration, which encourages
building free-access platforms for anyone to access, use, and share data.
However, both big data and open data would lead to data privacy is-
sues. One example raised by one interviewed expert is some social
media platforms would “steal” users' browsing data to feed their ad-
vertising functions, without conspicuously informing users. Under this
circumstance, on the one hand, cyber security has already been iden-
tified as a crucial research direction for computer science (and some-
times also aligns with business disciplines by addressing certain real-
world cases). On the other hand, ethical and legal issues have been
widely and extensively discussed by not only academia but also gov-
ernment, industry, and the public.

19 More information on open data can be found on the website of the European Union's
Open Data Portal: https://www.europeandataportal.eu/elearning/en/modulel/#/id/co-
01.
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We now provide recommendations from the perspective of both
science policy and entrepreneurship.

Science policy: even though the US, the EU, China, and many other
countries have already established national programs to bolster big data
research, more must be done. Pursuing support for the development of
big data analytics is one of the basic strengths of global competition,
and prompting research institutes to extend and deepen interactions
with both domestic and international collaborators will accelerate big
data research — a way of standing on the shoulders of giants to achieve a
win-win situation.

Entrepreneurship: collecting novel ideas in big data research from
universities and academic institutions would be a smart way for com-
panies to both explore possible technology transfers and profit at the
same time. Combining internet of things, big data, and crowdsourcing,
or applying big data research to non-IT sectors, such as healthcare and
manufacturing, are two clear and immediate opportunities for part-
nership.

5. Conclusions

This paper constructs an empirical framework integrating machine
learning and bibliometrics to investigate global big data research from
2000 to 2015. Specifically, an R&D profile was used to reveal insights
into the statistical dynamics and geographic distribution of big data
research, and, in particular, explore the global interactions between
academic organizations worldwide. The SEP model introduced a ma-
chine learning process to identify the core technological clusters of big
data research and detect their evolutionary pathways over the period. A
forecasting study with the engagement of expert knowledge outlined
certain future directions of big data research, and recommendations on
science policy and entrepreneurship were provided.

Regarding limitations, future study can be conducted from the fol-
lowing aspects. 1) Extending the empirical data to include conference
papers and web content could expose outcomes not addressed in
journal articles, particularly since private companies are leading the big
data boom. Understanding the role of companies in the development of
big data research would also further enrich our study. 2) Given the
possible negative influence of technological synonyms in term-based
topic analyses, it may be interesting to further subdivide the techno-
logical areas, e.g., analytics techniques, parallel computing, distributed
systems, and the internet of things. This could help improve the per-
formance of the learning process in the SEP model. 3) Introducing a
prediction model to foresee possible directions in big data research will
create complementary value with the current expert knowledge-based
forecasting study.
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