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Highlights

• a novel deep multibranch multitask neural network archi-
tecture

• the different branches process the input image at different
scales

• a trainable crop strategy to feed branches with the most
informative regions

• the injection of hand-crafted features inside the network
for painting categorization

• a new dataset composed of 100k paintings from 1508
artists, 125 styles, 41 genres
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Multitask Painting Categorization by Deep Multibranch Neural Network

Simone Bianco∗, Davide Mazzini, Paolo Napoletano, Raimondo Schettini

Department of Informatics, Systems and Communication (DISCo), University of Milano-Bicocca, Viale Sarca 336, 20126 Milan, Italy

Abstract

We propose a novel deep multibranch and multitask neural network for artist, style, and genre painting categorization. The
multibranch approach allows us to exploit at the same time the coarse layout of the painting and the fine-grained structures by using
painting crops at different resolutions that are wisely extracted using a Spatial Transformer Network trained to identify the most
discriminative subregions of paintings. The effectiveness of the proposed network is proved in experiments that are performed on
a new dataset originally sourced from wikiart.org and hosted by Kaggle, and made suitable for artist, style and genre multitask
learning. The dataset here proposed and made available for research is named MultitaskPainting100k, and is composed by 100K
paintings, 1508 artists, 125 styles and 41 genres annotated by human experts. Among the different variants of the proposed network,
the best method achieves accuracy levels of 56.5%, 57.2%, and 63.6% on the MultitaskPainting100k dataset for the tasks of artist,
style and genre prediction respectively.

Keywords: Painting Categorization, Painting Style Classification, Painter Recognition, Deep Convolutional Neural Network,
Multiresolution, Multitask
2010 MSC: 00-01, 99-00

1. Introduction

Automatic categorization and retrieval of digital paintings is
gaining increasing attention due to the large quantities of visual
artistic data made available by art museums that have digitized
or are digitizing their artworks (Carneiro et al., 2012; Mensink5

& Van Gemert, 2014; Khan et al., 2014; Mao et al., 2017). In
this work, we deal with the problem of categorizing paintings
by automatically predicting the artist who painted them (e.g.
Monet, van Gogh, etc.), the pictorial styles (e.g. Impression-
ism, Baroque, etc.), and the genres (e.g. portrait, landscape,10

etc.) (Anwer et al., 2016). These three tasks are very challeng-
ing due to the large amount of both inter- and intra-class varia-
tions: in fact there are different personal styles in the same art
movement, and the same artist may have drawn in one or more
different pictorial styles and genres. To have an idea of the diffi-15

culty of these tasks some examples taken from the dataset used
in this work (i.e. MultitaskPainting100k) are reported in Fig-
ure 1.

Artist classification consists in automatically associating the
painting to its painter. In this task factors such as stroke pat-20

terns, the color palette used, the scene composition, and the
subject depicted must be taken into account (Fichner-Rathus,
2011). Style classification consists in automatically assigning a
painting into the school or art movement it belongs to. Art theo-
rists define an artistic style as the combination of iconographic,25
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technical and compositional features that give to a work its
character (Widjaja et al., 2003). Style classification is com-
plicated by the fact that styles may not remain pure but could
be influenced by others. Finally, genre classification consists in
automatically categorizing a painting on the basis of the subject30

depicted.

The problems of automatic painter, style and genre catego-
rization have been faced using different techniques. Some ear-
lier approaches made use of traditional hand-crafted features
(Carneiro et al., 2012; Khan et al., 2014) whereas more recent35

works rely on the use of deep neural networks for these tasks.
Saleh & Elgammal (2016) investigated a comprehensive list of
visual features and metric learning approaches to learn an opti-
mized similarity measure between paintings, which is then used
to predict painting style, genre and artist. Anwer et al. (2016)40

used a deformable part model in order to combine low-level
details and an holistic representation of the whole painting. In-
spired from the results obtained by deep networks as features
extractors to solve different tasks (Sharif Razavian et al., 2014;
Bianco et al., 2015), Peng & Chen (2015b) used pretrained deep45

networks to deal with the small quantity of images available for
painter and style categorization. Tan et al. (2016) made different
experiments by training a network from scratch or fine-tuning
an existing network for the tasks of style and painter recog-
nition. Cetinic et al. (2018) investigated different fine-tuning50

setups and evaluated the effect of pretraining networks on tasks
other than object recognition. Similarly, also Banerji & Sinha
(2016) investigated the use of a pre-trained network. Hentschel
et al. (2016) performed interesting experiments about the quan-
tity of data needed to fine-tune the network by Krizhevsky et al.55
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Figure 1: Paintings from the dataset adopted in this work, i.e. MultitaskPainting100k dataset. Each row contains samples from a different artist. For each artist we
show paintings with different genres and styles. Color coding is used to distinguish between genres and styles.

Table 1: State of the art results for artist, style and genre categorization on the most used large scale painting datasets: Painting-91 (Khan et al., 2014), WikiArt-
WikiPaintings (Karayev et al., 2014) and Art500k (Mao et al., 2017).
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Painting-91 WikiArt-WikiPaintings/Art500k
Model Artist Style Artist Style Genre
Khan et al. (2014) 53.1(91) 62.2(13) LOW LOW - •/◦ •/◦/◦ •/• ◦ −
Peng & Chen (2015a) 56.4(91) 69.2(13) LOW LOW - •/◦ ◦/•/◦ •/◦ ◦ ◦
Anwer et al. (2016) 64.5(91) 78.4(13) LOW LOW - •/◦ ◦/•/◦ •/• • ◦
Chu & Wu (2016) 63.2(91) 73.6(13) 58.2(25) LOW LOW - •/◦ ◦/•/◦ •/◦ ◦ ◦
Puthenputhussery et al. (2016a) 59.0(91) 67.4(13) LOW LOW - •/◦ •/◦/◦ •/• ◦ -
Puthenputhussery et al. (2016b) 65.8(91) 73.2(13) LOW LOW - •/◦ •/◦/◦ •/• ◦ -
Peng & Chen (2016) 57.3(91) 70.1(13) LOW LOW - •/◦ ◦/•/• •/◦ ◦ ˜
Banerji & Sinha (2016) 45.0(91) 64.5(13) LOW LOW - •/◦ ◦/•/◦ •/◦ ◦ ◦
Tan et al. (2016) 76.1(23) 54,5(27) 74,1(10) LOW LOW LOW •/◦ ◦/•/• •/◦ • ◦
Saleh & Elgammal (2016) 63.1(23) 46.0(27) 60.3(10) LOW LOW LOW •/◦ •/•/◦ •/◦ ◦ ◦
Bianco et al. (2017) 78.5(91) 84.4(13) LOW LOW - •/◦ ◦/◦/• •/• • •
Huang et al. (2017) 81.9(19) 50.1(25) 69.0(10) LOW LOW LOW •/◦ ◦/•/◦ •/◦ ◦ ◦
Mao et al. (2017) 30.2(1000) 39.2(55) 39.2(42) HIGH MED HIGH ◦/• ◦/•/◦ •/◦ ◦ •
Chu & Wu (2018) 64.3(91) 78.3(13) LOW LOW - •/◦ ◦/•/◦ •/• ◦ ◦
Falomir et al. (2018) 67.3(3) - LOW - •/◦ •/◦/◦ •/◦ ◦ -
Cetinic et al. (2018) 81.9(23) 56.4(27) 77.6(10) LOW LOW LOW •/◦ ◦/◦/• •/◦ ◦ ◦
Our method 56.5(1508) 57.2(125) 63.6(41) HIGH+ HIGH HIGH •/• •/◦/• •/• • •

(2012) for the task of style classification. Chu & Wu (2016,
2018) investigated the use of deep intra-layer and inter-layer
correlation features as style descriptors, showing their superior-
ity with respect to CNN features coming from fully-connected
layers. Puthenputhussery et al. (2016a,b) presented a novel set60

of image features that encode the local, color, spatial, relative
intensity information and gradient orientation of the painting
image for painting artist classification, style classification as
well as artist and style influence analysis. Falomir et al. (2018)
presented a system to categorize painting styles based on qual-65

itative color descriptors and quantitative global features. Their
approach has the main advantage of being easily explainable,

being based on linguistical color palettes. Peng & Chen (2016)
approached the problem of painter and style categorization to-
gether with other abstract tasks. Mao et al. (2017) with the aim70

to generate a better representation of visual arts, presented a
unified framework to learn joint representations that can simul-
taneously capture content and style of visual arts. Huang et al.
(2017) proposed a novel two-channel deep residual network to
classify fine-art painting images, where the first channel is the75

RGB channel and the second one is the brush stroke informa-
tion channel. Bianco et al. (2017) proposed a novel deep multi-
branch neural network to automatically predict paintings artist
and style, where the different branches processed the input im-
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age at different scales to jointly model the fine and coarse fea-80

tures of the painting.
All these works measure their performance mainly on three

large scale datasets. The most used is the Painting-91 dataset
(Khan et al., 2014), which consists of 4266 painting images
from 91 different painters belonging to 13 different styles. This85

dataset is also the one used more consistently, since all the
works adopting it use the same number of painters and styles.
Another large scale dataset is the WikiArt-WikiPaintings, that
consists of 100,000 high-art images (Karayev et al., 2014). The
dataset was built for the task of style recognition and originally90

from these images only the styles with more than 1,000 exam-
ples were selected, for a total of 25 styles and 85,000 images.
Concerning the genre and artist recognition tasks, later works
extracted from this dataset 10 different genres and from 19 to
23 artists. The largest and most recent dataset is the Art500k95

(Mao et al., 2017), which contains 554,198 images of visual
arts mainly scraped from WikiArt, Web Gallery of Art, Rijks
Museum, and Google Arts & Culture websites. From these im-
ages 1,000 artists, 55 styles and 42 genres were extracted.

The average accuracy for the task of artist, style, and genre100

classification obtained by the state of the art approaches de-
scribed, measured on the datasets respectively adopted are re-
ported in Table 1. For each entry we also report as a subscript
the number of classes considered in the experiments presented
in each paper, that may be lower than the number of classes105

actually available in the original dataset.
This work builds on the results obtained in our previous work

(Bianco et al., 2017) and significantly extends it, adding the
following main contributions:

- a novel deep neural network architecture, where differ-110

ent branches process the input image at different scales
to jointly model fine and coarse features of the painting.
The architecture is designed to simultaneously perform the
classification of the author, the style and the genre in a
multitask setup in order to both reduce the processing time115

and to induce a form of regularization;

- the use of a trainable crop strategy to feed the network
branches with the most significant regions for painting cat-
egorization (Jaderberg et al., 2015);

- the use of hand-crafted features for painting categoriza-120

tion; the best performing features have been exploited in
our model by applying feature injection;

- a new dataset created starting from a dataset originally col-
lected for a public competition on painter verification, and
made suitable for artist, style and genre multitask learning.125

The final dataset is named MultitaskPainting100k, and is
composed of 100k paintings from 1508 artists, 125 styles
and 41 genres;

- the evaluation of different strategies, with our best per-
forming method achieving an accuracy level of 56.5%,130

57.2%, and 63.6% on the tasks of artist, style and

genre prediction respectively on the MultitaskPaint-
ing100k dataset considering all the 1508 artists, 125 styles
and 41 genres.

2. Deep Multibranch Neural Network135

Figure 2 shows the scheme of our Deep Multibranch Neural
Network. The proposed network has three main characteristics
that we consider innovative: a multibranch multitask architec-
ture with three different branches that process the input image
at different scales. This allows to model fine and coarse fea-140

tures of the painting. Since discriminative fine details can be
anywhere in the painting, we investigate two possible ways to
extract small subregions from the original image within the Re-
gions Of Interest (ROIs) proposal module: random crop selec-
tion and a trainable cropping strategy. Random crop selection145

leads to a simpler architecture since no additional parameters
are required to perform ROI extraction. The network can be
run different times with different random initializations and the
predictions of different runs can be averaged. The trainable crop
strategy allows with a single forward pass to select the regions150

that will possibly contain the most informative regions. This ad-
ditional module is trained end-to-end with the whole network.
The scene composition and the subject depicted are other im-
portant clues to recognize a particular author or a painting style.
Such clues are more easily inferred by looking at an holistic155

representation of the whole painting. For this reason our model
is composed by a third branch that elaborates the entire image.

The second main characteristic of our model is to perform
simultaneously three different but related tasks: artist, style and
genre prediction. This configuration results in a faster system160

both at training and at testing time since only one model needs
to be trained/tested instead of three. Moreover this configura-
tion achieved better results in terms of accuracy on the three
tasks with respect to the three separate models, with each task
acting as a sort of regularizer for the other ones.165

The last main characteristic is the use of feature injection.
Our model exploits the joint use of handcrafted and neural fea-
tures to improve the classification accuracy. Neural and hand-
crafted features have different characteristics. Neural features
are learned from data, that could result in a high discrimina-170

tive power but also in a possible dataset overfit. Handcrafted
features have been engineered for generic tasks and tend to be
more general purpose while being less powerful on the specific
task. Our model takes full advantage of both worlds to achieve
a high recognition accuracy.175

In the following sections each module of the scheme is dis-
cussed in more detail.

2.1. ROIs proposal

The scene composition and the subject depicted are impor-
tant clues to recognize a particular author or a painting style.180

These elements need to be extracted from the whole painting.
At the same time finer details, such as stroke patterns or the line
styles, are also very good clues. Obviously a powerful discrim-
inative model should consider both the coarse and fine level

4
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Figure 2: Scheme of our Deep Multibranch Neural Network.

details. On the basis of these considerations we extract three185

subregions by following a multiresolution and multi-regions ap-
proach: two squared “small” subregions are extracted from the
high-resolution image and one “large” subregion is extracted
from the low-resolution image. We use only two scales since,
in our preliminary experiments, the use of a higher number of190

scales brought a slight improvement compared to the exponen-
tial increase of computational burden.

Since paintings exhibit high variability in terms of aspect-
ratios, the input images are resized such as the minimum side is
512 pixels and the aspect ratio is preserved. From the resulting195

images we extract two squared subregions of 224 by 224 pixels.
Two possible ways to extract these two subregions are investi-
gated: random crop selection, and a trainable cropping strategy
based on a Spatial Transformer Network.

The third subregion of 224 by 224 pixels is randomly se-200

lected from the images downsampled so that the minimum side
is 256 pixels.

All the subregions extracted are squared, independently from
the original aspect ratio of the input image. This is done to im-
prove the computational efficiency of the GPU memory. Images205

and regions sizes have been chosen as a trade-off between the
resolution of fine details in smaller images and the computa-
tional burden of processing larger images.

2.1.1. Random subregion selection

The coordinates of the subregions inside the input image are210

randomly chosen with the only constraint that the selected sub-
regions do not overlap. The rationale behind this choice is that
the salient details can be anywhere inside the painting, and the
extraction of subregions at no-overlapping random locations
permits to increase the probability to get different painting de-215

tails.

2.1.2. Trainable subregion selection
The subregions inside the input image are extracted by a

trainable strategy that in the training phase learns how to ex-
tract the best subregions to maximize classification accuracy.220

The implemented strategy exploits a Spatial Transformer Net-
work (STN), that was introduced by Jaderberg et al. (2015) to
explicitly model the spatial manipulation of data within the net-
work. The STN is composed by three modules. The first mod-
ule is a Localization Network, that takes the input feature map225

U ∈ RHxWxC where H,W,C represent the feature map width,
height and channels respectively, and outputs the parameters
θ of the transformation to be applied to the feature map, i.e.
θ = floc(U). The second module is a Parametrized Sampling
Grid, that takes as input the parameters from the Localization230

Network and produces a sampling grid. The third module is the
Bilinear Sampler, which is a differentiable bilinear interpola-
tion layer that takes as input the feature map and the sampling
grid and performs the actual spatial warping.

In our implementation we used as Localization Network the235

ResNet-18 (He et al., 2016) with the same type of Residual
Blocks used for the main network as described in Section 2.2.
In order to maintain the geometric structure of the paintings, we
also limited the type of transformations handled by the Sam-
pling Grid layer allowing only translation and scale. We used240

two STNs, one for each of the first two branches of our network,
that are jointly trained with the rest of the network for multitask
painting categorization.

2.2. Classification: deep network architecture

A novel architecture based on Residual Blocks (He et al.,245

2016) that includes three branches and deals with the problem
of artist, style and genre prediction at the same time is proposed.
Table 2 shows the architecture of our network more in detail.
Each branch processes the subregions coming from the ROIs
proposal module separately until the processing flow is merged250
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Table 2: Multibranch Multitask Deep Neural Network

Output Size Layers
branch 1 branch 2 branch 3
Conv7 Conv7 Conv7

BatchNorm BatchNorm BatchNorm
ReLU ReLU ReLU

112x112x64 MaxPool MaxPool MaxPool
56x56x256 3× ResBlock 3× ResBlock 3× ResBlock
56x56x768 Concatenation (channel dimension)
56x56x256 Join ResBlock, stride 1

ResBlock, stride 2
28x28x512 2× ResBlock

ResBlock, stride 2
14x14x1024 5× ResBlock

ResBlock, stride 2
7x7x2048 3× ResBlock
1x1x2048 AvgPool

Num. Classes FC-1508 FC-125 FC-41

Figure 3: The type of Residual Block used in our Deep Neural Network

through the concatenation along the channel dimension of three
56 × 56 × 256 feature maps to produce a 56 × 56 × 768 feature
map.

Both in the three branches and in the classification module
our deep network makes use of Residual Blocks which have255

been shown to be an effective architectural choice to build very
deep networks (He et al., 2016) and tackle the problem of van-
ishing gradients by using shortcut connections. In particular,
we used “bottleneck” Residual Blocks, which allow the net-
work architecture to be even deeper (He et al., 2016). Each260

skip connection has four times the number of channels with
respect to the internal elements of the block. This permits a
large troughput of information among layers while maintaining
a low computational complexity and low memory use inside
each block. Our Residual Block structure is different from the265

one used by He et al. (2016): we moved the Batch Normaliza-
tion layer (Ioffe & Szegedy, 2015) after the sum with the skip
connection because, in our experiments, the resulting configu-
ration has shown better performances.

The Residual Block we used is shown in Figure 3. In our270

network each of the three branches is composed by three Resid-
ual Blocks plus four layers near the input which perform the
first processing (Convolution + BatchNorm (Ioffe & Szegedy,
2015) + ReLU (Nair & Hinton, 2010)) and an initial downsam-
pling (Max Pooling). The concatenation layer gathers the out-275

put of the three branches and stacks the output features along
the channel dimension. The join layer is a particular Resid-
ual Block then converts the concatenated features to a smaller-
dimensional feature space by compressing information along
the channel dimension. The reason behind this operation is to280

make the computations feasible in the following layers by re-
ducing the channel dimension of the output by a factor of three.

The common part of the network is composed by 13 Residual
Blocks plus a spatial Average Pooling layer. While the Residual
Blocks in the three branches do not include any downsampling285

operator, this part of the network includes convolution opera-
tors with stride two to perform a spatial downsampling of the
input. This leads to a gradual increasing of the receptive-field
of the network in the deeper layers and also favors more ab-
stract representations of the input. In the final part of the clas-290

sification module a fully-connected layer maps the output to
the right number of classes depending on the task, respectively
artist, style or genre prediction. Finally, the Fully-connected
layer is followed by a Softmax layer that outputs the classes
probabilities.295
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2.3. Classification: hand-crafted feature injection

We investigated the joint use of hand-crafted features along
with learned neural features by adding them to the input of the
last fully-connected layer of our network (Bianco, 2017).

Hand-crafted descriptors are features extracted using man-300

ually predefined algorithms based on the expert knowledge.
These features can be global and local (Bianco et al., 2015;
Napoletano, 2018). Global hand-crafted features describe an
image as a whole in terms of colour, texture and shape distribu-
tions (Mirmehdi, 2008), while local hand-crafted descriptors,305

like Scale Invariant Feature Transform (SIFT) (Lowe, 2004;
Bianco et al., 2015), provide a way to describe salient patches
around properly chosen key points within the images.

The hand-crafted features evaluated in this paper are the fol-
lowing:310

- 256-dimensional gray-scale histogram (Hist L) (Novak
et al., 1992);

- 768-dimensional RGB histograms (Hist
RGB) (Pietikainen et al., 1996);

- 10-dimensional feature vector composed of normalized315

chromaticity moments, as defined in Paschos et al. (2003)
(Chromaticity);

- 8-dimensional Dual Tree Complex Wavelet Transform fea-
tures obtained considering, for each color channel, four
scales, mean and standard deviation (DT-CWT and DT-320

CWT L) (Bianconi et al., 2011; Barilla & Spann, 2008);

- 512-dimensional Gist features obtained considering eight
orientations, four scales and 4 sub-windows for each chan-
nel (Gist RGB) (Oliva & Torralba, 2001);

- 32-dimensional Gabor features composed of, for each325

color channel, mean and standard deviation of six orien-
tations extracted at four frequencies, and normalized to
be rotation invariant (Gabor L and Gabor RGB) (Bianconi
et al., 2011; Bianconi & Fernández, 2007);

- 243-dimensional Local Binary Patterns (LBP) feature vec-330

tor for each channel. We consider LBP applied to gray im-
ages and to color images represented in RGB (Mäenpää
& Pietikäinen, 2004). We select the LBP with a circular
neighbourhood of radius 2 and 16 elements, and 18 uni-
form and no-rotation invariant patterns (LBP L and LBP335

RGB).

- 499-dimensional LBP L combined with the Local Color
Contrast (LCC) descriptor, as described in Cusano et al.
(2016, 2014, 2013); Bianco et al. (2013).

- 144-dimensional Colour and Edge Directivity Descrip-340

tor (CEDD) features (Chatzichristofis & Boutalis, 2008).
This descriptor uses a fuzzy version of the five digital fil-
ters proposed by the MPEG-7 Edge Histogram Descrip-
tor (EHD), forming 6 texture areas. CEDD uses 2 fuzzy
systems that map the colours of the image in a 24-color345

custom palette;

- 81-dimensional Histogram of Oriented Gradients feature
vector (Junior et al., 2009). Nine histograms with nine
bins are concatenated to achieve the final feature vector
(HoG);350

- 1024-dimensional Bag of Visual Words (BoVW) of a 128-
dimensional Scale Invariant Feature Transform (SIFT) cal-
culated on the gray-scale image. The codebook of 1024 vi-
sual words is obtained by exploiting images from external
sources (Yang & Newsam, 2010).355

The gray-scale image L is defined as follows: L = 0.299R +

0.587G + 0.114B. All feature vectors have been l2-normalized
(i.e. they have been divided by their l2-norm).

3. Artist, style and genre: the MultitaskPainting100k
dataset360

The dataset used for the evaluation of our multitask deep
multibranch neural network has been obtained from the Painter
by Numbers Kaggle competition1. The goal of the competition
was to predict if a pair of images are artworks made by the same
artist or not. The dataset contained 103250 images of paintings365

obtained mainly from WikiArt.org, that is a publicly available
provider of digital artworks. Additional paintings have been
provided by artists specifically for the competition. Images are
at different resolutions but in general not smaller than 512px per
side. The dataset includes a set of metadata for each painting,370

such as the artist name, style and genre of the painting. Gior-
gio De Chirico and Salvador Dalı́ are some examples of artist
names. Romanticism and impressionism are some examples of
painting styles, while cityscape and landscape are some exam-
ples of painting genres.375

While the competition provided a training/test split of the
data to accomplish the task of predicting from a pair of images
whether or not they are made by the same artist, we use this
dataset here for another task: the prediction, given an image
painting, of the artist name, style and genre. For this reason,380

the original split is not suitable for our task. To accomplish our
task we select a subset of the original dataset such that there are
at least 10 images in every class for each of the three tasks, i.e.
author, style and genre classification. After this selection the
dataset contains 99816 images for a total of 1508 artists, 125385

styles and 41 genres. We call this selection the MultitaskPaint-
ing100k dataset. The dataset is split in two parts: a random
70% belonging to the train set and the remaining 30% to the
test set. We report in Fig. 1 a subset of the paintings in the Mul-
titaskPainting100k dataset from three different artists (Pablo Pi-390

casso, Leonardo Da Vinci and Gustav Klimt) to let the reader
getting the complexity of the recognition task. Each of the three
selected artists has drawn, during his life, paintings with sev-
eral styles and genres. This behavior is quite common among
artists and this, along with the fact that the painting distribu-395

tion is unbalanced across classes, makes recognition task quite

1https://www.kaggle.com/c/painter-by-numbers
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challenging. Figures 4(a), (b) and (c) show the distributions of
artists, genres and styles in terms of number of paintings for
each class in the MultitaskPainting100k dataset. In the case of
the artist distribution it is clear that about 70% of all artists have400

less than 100 paintings and about 50% of the artists have less
than 50 paintings. In the case of genres and styles we observe
a similar behavior: 50% of all the genres and styles have less
than 1000 and 500 paintings respectively.

Figures 5(a) and (b) show a sample of each genre and style405

class within the MultitaskPainting100k dataset. Images and an-
notations of the MultitaskPainting100k dataset together with
our train-test split will be made available on our website 2.

4. Experiments

Our multitask deep multibrach neural network solutions is410

evaluated on the MultitaskPainting100k dataset. We compare
our solution with that from Bianco et al. (2017) that, as already
shown in Table 1, has demonstrated to perform much better
than the state of the art on the Painting-91 dataset (Khan et al.,
2014). The solution in Bianco et al. (2017) included two dif-415

ferent networks, one for the prediction of the artist name and
another for the prediction of the painting style. To make it pos-
sible the comparison with the network proposed in this paper,
we train three networks on the MultitaskPainting100k dataset in
order to accomplish the artist, style and genre prediction tasks420

separately. In addition we compare also with the method by
(Mao et al., 2017), that is the only work reporting results on
a dataset having the closest number of classes to the proposed
MultitaskPainting100k dataset. Given the difficulty to exactly
replicate their approach, we report the results taken from their425

paper.
In all the experiments, to cope with the small amount of train-

ing data we exploited some data augmentation techniques:

- Color jitter. It consists in randomly modifying contrast,
brightness and saturation of the input image indepen-430

dently.

- Lighting noise. It is a pixelwise transform based on the
eigenvalues of the RGB pixel distribution of the dataset. It
has been introduced by Krizhevsky et al. (2012).

- Gaussian blur. It consists in applying a blur filter with435

fixed σ to random images chosen with probability 0.5.

- Geometric transforms. It includes small changes in scale
and aspect-ratio of the input image.

All the models have been trained by backpropagation using
Stochastic Gradient Descent with momentum. For our best net-440

work (Multibranch multitask with STN crop strategy and HOG
features injection) we trained the model for 120 epochs with
batch size 32 and learning rate 0.01. The learning rate is de-
creased with a fixed step policy: i.e. it is multiplied by 0.1 at
60 and 90 epochs. The learning rate policy has been estimated445

2http://www.ivl.disco.unimib.it/activities/paintings/

by looking at plateau in the loss curve. To train our models we
used a single NVIDIA Titan X Pascal GPU with PyTorch 0.4
as deep learning framework.

4.1. Results
Table 3 reports the comparison between the network pro-450

posed in Bianco et al. (2017), the one proposed in Mao et al.
(2017), and three variants of our proposal:

- the multibranch-multitask network coupled with a random
crop selection strategy;

- the multibranch-multitask network coupled with the455

trained crop selection strategy (STN);

- the multibranch-multitask network with the injection of
HOG features, and coupled with the trained crop selection
strategy (STN).

The performance is measured on the MultitaskPainting100k460

dataset in terms of average classification accuracy, that is the
mean of the accuracy obtained for each class.

Looking at the results reported in Table 3 it is quite clear that
the joint multitask training over all the tasks gives a big boost
on style accuracy at the expense of a small decrease in perfor-465

mance on genre. The same happens with the injection of HOG
features. We suppose that artist and style are much more cor-
related tasks, thus the training can benefit more from a joint
loss optimization. The use of Spatial Transformer Networks
improves the performances on all tasks showing the contribu-470

tion of the smart crop extraction strategy. Although a direct
comparison with other state of the art method is not possible,
we can indirectly compare our solution with that of Mao et al.
(2017), that uses a dataset with a common origin to the Mul-
titaskPainting100k and has a similar number of classes. We475

can observe that for the artist task, even if we have 508 more
classes, our results are 23.3% better; for the style task, even if
we have 70 more classes, our results are 18.0% better; for the
Genre task, where the results are more comparable since we
have just one less class, our results are 24.4% better.480

The proposed multi-branch approach obtains higher results
thanks to the multi-resolution processing that enables at the
same time to take into account fine details such stroke patterns
or line styles and, at the same time, to have an holistic view on
high level features. The multi-branch architecture works like485

an ensemble of methods, reaching higher accuracy than each
branch individually. The multitask network has shown better
results, in our experiments, with respect to the baseline espe-
cially for the task of artist and style predictions due to the high
degree of correlation between the two tasks. Furthermore, in the490

multitask configuration each task acts as a sort of regularizer for
the other ones, and this permits to have a higher generalization
capability.

4.2. Evaluation of hand-crafted features
To assess the improvement that hand-crafted features could495

bring to our existing architecture we did some preliminary ex-
periments. We trained a linear classifier on top of each hand-
crafted feature in order to classify each of the three tasks: artist,
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(a)

(b) (c)

Figure 4: Distributions of number of samples available for each of the 1508 artists (a), 41 genres (b) and 125 styles (c) within the MultitaskPainting100k dataset.
The names of classes are partially shown for lack of space.

Table 3: Classification accuracy for the three different tasks on MultitaskPainting100k dataset. Different models exploiting multitask, Spatial Transformer Networks
(STN) and the injection of HOG features.

MultitaskPainting100k
Model Crop strategy Feat. injection Artist Style Genre Average
Mao et al. (2017)† 30.2(1000) 39.2(55) 39.2(42) 36.2
Multibranch (Bianco et al., 2017) random - 53.1(1508) 51.5(125) 64.3(41) 56.3
Multibranch multitask random - 53.3(1508) 55.4(125) 63.0(41) 57.2
Multibranch multitask STN - 56.1(1508) 57.0(125) 64.1(41) 59.1
Multibranch multitask STN HOG 56.5(1508) 57.2(125) 63.6(41) 59.1
† Evaluated on the Art500k dataset
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(a)

(b)

Figure 5: Examples of each genre (a) and style (c) within the MultitaskPainting100k dataset.
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genre and style. Figure 6 shows the percentage of accuracy
achieved by each hand-crafted feature and for each task. This500

experiment gives a first glance on the discriminative power of
the considered features for our classification tasks. As expected
the accuracy for the task of artist prediction is quite low. This is
the most difficult of the three tasks due to the large set of classes
(i.e. 1508). On style and genre prediction some descriptors505

show an accuracy over 4%. In particular the best features for
style prediction are HOG and Gabor L, both grayscale descrip-
tors, whereas for genre prediction genre classification the best
descriptors are GIST color and chromaticity moments which
relies both strongly on color information.510

We made a second experiment in order to evaluate whenever
an hand-crafted descriptor is able to correctly classify exam-
ples that are misclassified by our deep architecture. We used
the trained linear classifiers on top of hand-crafted features to
classify only the misclassified examples of our neural network515

architecture. Figure 7 shows a stacked bar graph. Each bar
represents the cumulative contribution for all of the three tasks.
From this graph are clearly visible the features that correctly
classify the highest number of examples: HOG, Gabor L, Chro-
maticity Moments and DT-CWT.520

These preliminary experiments help to highlight that among
the hand-crafted descriptors, HOG is the most promising to be
included in our classification pipeline. We fed the extracted fea-
tures directly before the last fully-connected layer of our deep
network. More in detail, the hand-crafted features are computed525

on the input image. The neural network is used as a feature ex-
tractor by removing the last fully-connected layer and extract-
ing neural features from the input image. Then hand-crafted
features and neural features are then concatenated and fed to the
classification layer that has been trained to output the final pre-530

diction. The network is thus trained end-to-end with two inputs:
the first is the image itself and the second input is the descriptor
computed on the input image (descriptors can be precomputed
and stored on disk for efficiency reasons). The whole network
is trained with backpropagation with the settings described in535

Section 4. Table 3 shows the accuracy achieved by the deep
network combined with the HOG descriptor for the three clas-
sification tasks. In the case of artist and style classification,
the use of HOG slightly improves the accuracy achieved by the
deep network. In contrast, in the case of genre classification,540

the use of HOG features does not produce any improvements,
so that the average accuracy over the three tasks is exactly the
same with and without HOG features.

4.3. Similarity search
In the following we show some interesting results obtained545

when the proposed method is used for similarity search. Given
one painting as input we extract three sets of features, one
for each classification task faced (i.e. artist, style and genre).
The features are the l2-normalized activations of the last Fully-
connected layer before the Softmax layer. In this way, each550

set of features can be used to compute the similarity in terms
of artist, style and genre respectively. We report the similarity
results for four different paintings. For each of them, we re-
trieve the four most similar paintings using the artist features,

Figure 6: Calssification accuracy (percentage). Hand-crafted features com-
bined with a linear classifier to solve the three classification tasks.

Figure 7: Percentage of correctly classified examples by the hand-crafted fea-
tures considered out of all misclassified examples by our multibranch multitask
neural network with STN cropping strategy. Stacked bar chart for the three
tasks together. HOG and Gabor L give the highest improvement.

and the four most similar paintings using the style features. The555

reported examples show how even if the considered painting au-
thor would be incorrectly classified by our system from a purely
top-1 accuracy point of view, the system could be used to find
interesting influences among artists. In Figure 8 the Guernica
painting by Picasso is fed to the system. All the four most sim-560

ilar paintings retrieved by the system using the artist features
do not belong to Picasso, but all of them belong to M.C. Es-
cher, that in fact are much more similar to the input than any
other painting from Picasso himself. This example shows the
difficulty of the task of painter recognition, especially for those565

artist that have painted with many different styles across their
artistic production as for example Picasso himself (have a look
to the first row of Figure 1 to see some examples). On the other
hand, all the first four paintings retrieved using the style fea-
tures belong to the Cubism style, that is the same style of the570

input painting.
A second example is reported in Figure 9, where the painting

Judith beheading Holofernes by Caravaggio is given as input to
our system. Although the most similar painting retrieved with
the artist features is not from the correct author, the second and575
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Query: Guernica - Picasso Artist: M.C. Escher

Style: Cubism

Artist: M.C. Escher
Artist: M.C. 
Escher

Artist: M.C. 
Escher

Style: Cubism Style: Cubism Style: Cubism

Figure 8: Similarity results for Guernica by Picasso, belonging to the Cubism
style. Similarity results: top four painting retrieved using the artist features
(first row) and the style features (second row).

Caravaggio: Judith Beheading 
Holofernes

Artemisia 
Gentileschi

Caravaggio Artemisia 
Gentileschi

Caravaggio

Style: Baroque Style: Baroque Style: Baroque Style: Neo-classicism

Figure 9: Similarity results for Judith beheading Holofernes by Caravaggio,
belonging to the Baroque style. Similarity results: top four painting retrieved
using the artist features (first row) and the style features (second row).

the fourth ones are from Caravaggio. Furthermore, it is inter-
esting to notice that the third most similar painting, although
from a different author, depicts the same subject, i.e. Judith be-
heading Holofernes, with very similar body poses. For what
concerns the style, all the the first four paintings retrieved using580

the style features belong to the Baroque style, that is the same
style of the input painting.

A third example is reported in Figure 10, where a painting by
H.A. van Meegeren (that does not belong to the MultitaskPaint-
ing100k dataset), is given as input to the system. H.A. van585

Meegeren is famous for having forged paintings of some of
the world’s most famous artists, including Frans Hals, Pieter
de Hooch, Gerard ter Borch, and Johannes Vermeer. He so well
replicated the styles and colors of the artists that the best art
critics and experts of the time regarded his paintings as genuine590

and sometimes exquisite. Then, it makes completely sense that
the all the four most similar paintings retrieved by our system
using the artist features are from Johannes Vermeer. Further-
more, the retrieved paintings are similar to the input also from a
compositional point of view, with a girl painted against a clear595

wall, close to a table and with the same light coming from a
window in the upper left corner of the painting. Concerning
artistic style, all the the first four paintings retrieved using the
style features belong to the Baroque style, that is the same style
of the input painting.600

A final example is reported in Figure 11, where a painting
from The Next Rembrandt (https://www.nextrembrandt.com/)
is given as input to our system. The painting has been synthet-
ically generated from data derived from 346 known paintings
by Rembrandt, and was created from a deep, 18-month anal-605

Query: van meegeren
Forgery

Johannes Vermeer

Style: Baroque

Johannes Vermeer Johannes Vermeer Johannes Vermeer

Style: Baroque Style: Baroque Style: Baroque

Figure 10: Similarity results for a forged painting by van Meegeren, belonging
to the Baroque style. Similarity results: top four painting retrieved using the
artist features (first row) and the style features (second row).

Query: The Next Rembrandt Synth Rembrandt

Style: Baroque

Rembrandt Rembrandt Rembrandt

Style: Baroque Style: Baroque Style: Baroque

Figure 11: Similarity results for a painting by The Next Rembrandt, belonging
to the Baroque style. Similarity results: top four painting retrieved using the
artist features (first row) and the style features (second row).

ysis of his work. A facial recognition algorithm learned Rem-
brandts techniques, pixel data helped the computer mimic brush
strokes, and an advanced 3D printer brought the painting to life
using 13 layers of ink. The portrait consists of 148 million pix-
els and is based on 168,263 fragments from Rembrandts port-610

folio. Interestingly, all the four most similar paintings retrieved
by the system using the artist features are from Rembrandt, and
all the the first four paintings retrieved using the style features
belong to the Baroque style, that is the same style of the input
painting.615

4.4. Discussion

The experimental results obtained permit to analyze the
strengths and weaknesses of the proposed method in compar-
ison with the state of the art:

- the adopted multiscale analysis leads to accuracy improve-620

ments, as also proved by Bianco et al. (2017). Few papers
in the state of the art perform multiscale analysis, see col-
umn “Single/Multi-scale” of Table 1. The way the mul-
tiscale analysis is implemented, i.e. with a multi-branch
architecture, works like an ensemble of methods, reaching625

higher accuracy than each branch (i.e. scale) individually.

- Selection of a proper ROI from the input image (column
“Cropping strategy” of Table 1) demonstrates accuracy
improvements, see also Table 3. Proposed method selects
the ROI on the basis of the Spatial Transform Network630
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which adaptively selects the ROI that maximizes classifi-
cation accuracy. Most of the methods in the state of the
art do not adopt ROI selection strategies, while a few ones
randomly select a ROI from the input image.

- The proposed CNN is a multi-task network, while the ma-635

jority of the methods in the state of the art are single task
(see column “Single/Multi-task“ of Table 1). Multitask ap-
proach, as showed in Table 3, demonstrates accuracy im-
provements with respect to single-task approaches. The
multitask formulation permits to use each task as a regu-640

larizer for the other ones, resulting in a model with higher
generalization capability.

- Literature on painting categorization can be grouped in
three main classes: methods that use handcrafted features,
methods that use deep features combined with traditional645

classifiers (such as SVM) and end-to-end deep learning
methods (see Table 3). Saleh & Elgammal (2016) experi-
mented handcrafted and deep features separately thus con-
cluding that each method has its own strengths and that
the fusion of both features achieves the best performance.650

Our method exploits the strengths of both traditional hand-
crafted features and deep learning by using the feature in-
jection scheme. Results in Table 3 confirm our intuition in
the case of artist and style classification.

- Our proposed CNN has been designed specially for the655

three tasks (ad-hoc): artist, style and genre classification.
It is a quite complex architecture that requires a long train-
ing with many images. Most of the approaches in the state
of the art use less complex architectures or pre-trained
ones. A few of them are based on ad-hoc architectures (see660

Table 1). However, given the availability of dataset with
increasing cardinality such as the MultitaskPainting100k
proposed in this work, the main weakness of the proposed
method is also its strength, since having an ad-hoc de-
signed deep neural network permits to fully exploit the665

data available.

5. Conclusions

In this work we tackled the problem of artist, style, and genre
categorization of paintings. We proposed a new deep multi-
branch neural network to solve simultaneously all the three the670

problems in a multitask formulation. The branches of the pro-
posed network are fed with crops at different resolutions in or-
der to gather clues from low-level texture details and exploit at
the same time the coarse layout of the painting. We proposed
and compared two different cropping strategies: a random one,675

and one based on Spatial Transformer Networks. Furthermore,
we have also experimented the injection in the proposed net-
work of different hand-crafted features directly computed on
the input images. The evaluation has been carried out on a new
dataset originally sourced from wikiart.org and hosted by Kag-680

gle, that we made suitable for artist, style and genre multitask
learning. This dataset, that we named MultitaskPainting100k,

is composed of 100K paintings divided into 1508 artists, 125
styles and 41 genres. We used MultitaskPainting100k to evalu-
ate and compare the effectiveness of the different variants of the685

proposed approach. The best solution, which exploits the STN
cropping strategy and the injection of HOG features, achieved
accuracy levels of 56.5%, 57.2%, and 63.6% on the tasks of
artist, style and genre prediction respectively. In order to facil-
itate a fair comparison with other methods in the state of the690

art, the MultitaskPainting100k dataset along with the training
and test splits used are made available as well as a web demo
that makes it possible to interactively experience the proposed
method (http://www.ivl.disco.unimib.it/activities/paintings/).

An expert system is a system that is able to emulate and hope-695

fully outperform the decision-making ability of a human expert
(Jackson (1998)). Although the performance of our system are
far from being perfect, its present implementation is often su-
perior to human performance for non-trained users such as the
average visitor of a museum or the average high school student.700

The designed system not only classifies the image in terms of
author, style, and genre, but also provides similar paintings with
respect to these three aspects makes the system results more un-
derstandable for the users. We can imagine that this system, if
used by many users that provide some form of feedback or cor-705

rection to the system output, could make it possible to further
improve the recognition performance. From the point of view
of neural network based expert and intelligent systems (Sahin
et al. (2012)) the designed multibranch, multiscale, multitask
network and the hand-crafted feature injections represent an ap-710

proach that could be inspiring in other challenging application
domains. Another contribution of this work to the expert and
intelligent systems community is the collection of a large paint-
ing dataset that is made available to the research community,
the definition of a clear training and testing protocol for making715

experimental results by other authors directly comparable.
The reported results, although far from being perfect, support

the suitability of the proposed CNN for painting recognition
and classification. We can for example imagine the application
of the proposed network as a core building block for mobile720

apps that are able to recognize, retrieve suitable information
and similar paintings, in the framework of museums and art gal-
leries. It is well known that image quality and size/resolution
play a fundamental role in the level of recognition accuracy that
can be reached. Moreover for some painting the texture is not725

well characterized using a single front-view image. To this end
one possible research direction could be the use of multi-view
or video acquisitions of the painting. Another issue that would
deserve more attention is related to the color imaging conditions
such as lighting, camera filters characterization and color space730

used. In particular, the sRGB color space gamut is probably too
small to faithfully represent the painting colors. Moreover digi-
tal cameras process the acquired painting just like typical natu-
ral images modifying image contrast and color balance accord-
ingly. We can imagine a pre-classification tool that recognizing735

the painting as the main subject of the photo, would save the
image in a unprocessed image format or in a much larger color
space. Also, image compression that is typical in consumer dig-
ital photos, that is lossy, may alter the fine-grained image tex-
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tures of some paintings. Obviously the capability of detecting740

painter signature or specific patterns would greatly improve the
recognition performance. Concerning the classification task,
we probably could improve the results by clustering the paint-
ings of some artists into their different artistic periods (think for
example of Picasso or Mondrian). One of the biggest issues in745

image classification that we have not been able to solve is the
long tail distribution, i.e. the very limited number of paintings
to be used for training for some artists. We could imagine as
a future work a sort of data augmentation by image synthesis
and style transfer. Although these techniques have been used750

in different scenarios, their application for data augmentation
in challenging image classification task such as painting classi-
fication and recognition is an open issue that should be deeply
investigated. Another point we would like to investigate in the
future is the possibility of extending our methods to 3D cul-755

tural artifacts. As a future work the system could be also used
to investigate the influence and similarity of a new artist that
is not in the database with respect to the large archive already
indexed.
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