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Highlights

• Studied the structure of complex relational networks

• Proposed mathematical model for finding community structures and influential nodes

• Evaluated proposed model by testing it on various real-life network datasets

• Results indicate promising performance compared to existing approaches

• Provides faster coverage and better call for response when applied to networks
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Abstract

Integer programming models for community detection in relational networks have diverse appli-

cations in different fields. From making our lives easier by improving search engine optimization

to saving our lives by aiding in threat detection and disaster management, researches in this

niche have added value to human experience and knowledge. Besides the community structure,

the influential nodes or members in a complex network are highly effective at diffusing infor-

mation quickly to others in the community. Prior research dealing with the use of optimization

models for clustering networks has independently focused on detecting communities. In this

research, we propose a new integer linear programming model to detect community structure

in real-life networks and also identify the most influential node within each community. We

validate the proposed model by testing it on a well-established community network. Further,

the performance of the proposed model are evaluated by comparing it with the existing best

performing optimization model as well as three heuristic approaches for community detection.

The experimental results indicate that in most cases the proposed integer programming model

performs better than the existing optimization model with respect to modularity, Silhouette co-

efficient and computational time. Besides, our model yields superior Silhouette and competitive

modularity values compared to the heuristic approaches in many cases.

Keywords: Clustering, Networks, Community detection, Influential nodes, Integer linear

programming.

1. Introduction

A large number of complex systems can be expressed through networks, which is a group

of nodes associated through edges or links (Raghavan et al., 2007). Social networks such as

Facebook and Twitter are such examples, where the users are represented by the nodes and

the ties/friendship between them is indicated by edges. Similarly, in supply chain logistics,

nodes represent the supplier and customer locations, while edges denote the paths connecting
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the nodes. Due to its theoretical importance and practical applications, research on social,

technological, physical and biological networks has gained importance in different branches of

sciences. Representing the complex systems through relational networks provides an insight

into the intricacy and the dynamic behavior of such systems (Pan et al., 2014). A network is

said to exhibit a community structure if its nodes can be grouped into different clusters such

that the nodes within the clusters are densely connected compared to the nodes outside the

cluster (Radicchi et al., 2004). Finding communities in relational networks takes us one step

further to better understanding complex systems, which in turn results in numerous benefits

and applications (Girvan and Newman, 2002).

Communities are formed by clustering the nodes in a relational network, where the nodes

(or objects) are placed into groups such that the objects in the same group have maximum

similarities, while the ones in different groups have the least in common. Since the parameters

used for clustering, such as the number of clusters and degree of closeness, vary according to

the study and application, there have been numerous methods and algorithms developed for

use (e.g., Girvan and Newman, 2004; Pons and Latapy, 2005; Raghavan et al., 2007; Pirim

et al., 2018). Some of the most common clustering methods include partitioning, hierarchi-

cal agglomeration, and hierarchical division (Larose and Larose, 2015). Network partitioning

method is one of the standard approaches for clustering, in which the entire network is di-

vided into a fixed number of user-specified clusters (Pirim et al., 2018). On the other hand,

certain approaches, such as hierarchical division and hierarchical agglomeration, automatically

determine the number of communities by studying the network structure (James et al., 2013).

While hierarchical division splits the entire network successively into smaller clusters until the

objects within the clusters are similar, hierarchical agglomeration uses a bottom-up approach

by grouping nodes that are similar through successive iterations. The communities detected by

these algorithms are evaluated using internal validation metrics such as modularity (assesses

the strength of partition by comparing the fraction of within-community edges to the fraction

of randomly distributed edges) or Silhouette coefficient (measures similarity within cluster and

dissimilarity between clusters).

Even though solution approaches related to heuristic algorithms are computationally efficient

in most cases, they do not guarantee the global optimal community structure that maximizes (or

minimizes) a specific criterion (e.g., distance within a community). To overcome this limitation,

some studies have developed optimization or Operations-Research (OR)-based models to find

the optimal community structure (e.g., Agarwal and Kempe, 2008; Xu et al., 2010; Lin et al.,

2015). Even though these optimization models become computationally intractable for large
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networks, they provide meaningful insight and patterns on detecting the optimal community

structure, which often forms the basis for the development of new heuristic algorithms (e.g.,

Agarwal and Kempe, 2008; Pirim et al., 2018). The objective of our research is to propose an

optimization model that identifies communities characterized by coherent nodes within a cluster

and sparser links across communities.

We have identified the following gaps pertaining to the literature on partitioning a network

into non-overlapping communities (or clusters). Influential member, a node that is closest to

all the other nodes within the community, is typically present in the case of group formation

with related community characteristics such as shared ideology, beliefs or behavior (Aral and

Walker, 2012). Identification of an influential node within each community is crucial as it

enables effective dissemination of information, which is useful in real-life situations such as

mitigation of disasters, emergencies, and political crisis (Tulu et al., 2018). To the best of our

knowledge, existing community detection algorithms are only able to partition the network into

clusters (e.g., Girvan and Newman, 2004; Pons and Latapy, 2005; Blondel et al., 2008; Pirim

et al., 2018), and do not consider a model that jointly identifies the community structure as

well as the community-specific influential member. Second, most prior research considers only

one performance metric (e.g., modularity) to evaluate the strength of the community structure

(e.g., Raghavan et al., 2007; Xu et al., 2007; Agarwal and Kempe, 2008). However, a community

partition that yields a good value on one metric may result in a poor score on another validation

index (Arbelaitz et al., 2013). Therefore, to ensure a robust community structure, the strength of

the community partition must be assessed using multiple metrics. Finally, the current modeling

approach adopted in developing an optimization model makes it computationally intractable

even for medium-sized networks (e.g., Saglam et al., 2006; Xu et al., 2007; Agarwal and Kempe,

2008; Cafieri and Hansen, 2014; Pirim et al., 2018), thereby limiting its potential to gain insight

on relatively large networks.

Our work aims to overcome the aforementioned gaps in the literature. We propose a novel

integer programming model (also referred to as OR model, optimization model or mathemati-

cal programming model) for partitioning a network into non-overlapping communities such that

the intra-community distance is minimized (compact community where nodes are densely con-

nected) and inter-cluster distance is maximized (nodes across communities are well-separated).

Unlike the previous models and algorithms on community detection, our proposed approach

concurrently identifies the community structure and the influential nodes associated with each

community. Further, we consider multiple performance measures to evaluate the community

structure. Finally, we adopt a novel approach to formulate the optimization model and ana-
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lyze its capability to solve relatively large-sized networks (with more than 1000 nodes) with

respect to the chosen measures of performance (e.g., modularity, Silhouette coefficient) and

computational time.

The remainder of the paper is structured as follows. Section 2 provides a brief literature

review by highlighting some notable works on community detection in networks. Section 3

presents the problem statement. Section 4 first describes our proposed optimization model. We

also provide a discussion in Section 4.1 on the commonly used measures of performance related

to cluster formation and community detection. Besides, we present a description of the solution

methodology in Section 4.2. Section 5 presents the details of computational experiments with

the associated results and discussion. Section 6 relates the proposed model to real-life situations.

Conclusions and scope for future work are presented in Section 7.

2. Literature Review

Extensive research has been done for partitioning a complex network into communities (e.g.,

Xie et al., 2013; Yang et al., 2016). The pioneering works of Zachary (1977), Girvan and New-

man (2002), and Newman and Girvan (2004) triggered the research in this direction. The

identification of cohesive groups or clusters within a social network is a key objective of any

community detection algorithm (Pirim et al., 2018). Fortunato and Castellano (2012) provided

a survey of community structure in graphs and describe methods developed over the last 10

years in different disciplines such as computer science, social science and physics. Further, the

authors also provided a detailed review of quality functions used to evaluate communities along

with its limitations. Recently, Bedi and Sharma (2016) conducted a comprehensive review of

existing community detection algorithms or approaches. Likewise, Buluc et al. (2016) presented

the recent advances in algorithms on network partitioning and its applications such as commu-

nity detection in power grids and biological networks. Typically, the approaches adopted for

detecting communities can be broadly classified into two categories: optimization and heuris-

tic methods. In this section, we review some of the notable works pertaining to these two

approaches.

2.1. Optimization-based Approaches for Community Detection

An optimization-based approach detects a community structure by finding the global optimal

solution that maximizes or minimizes a specific criterion (i.e., inter-cluster distance, intra-cluster

similarity) while satisfying a set of constraints (restrictions) imposed on the network (e.g., Rao,

1971; Glover and Kochenberger, 2006; Saglam et al., 2006; Agarwal and Kempe, 2008). Rao

(1971) proposed two different integer programming models for clustering - a non-linear model
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that minimizes the within-cluster sum of squares and the sums of averaged square distances

across clusters, and a linear model that minimizes the total as well as the maximum group

distance for forming effective clusters. A combinatorial method was proposed by Mehrotra and

Trick (1998) to solve the clustering problems based on a graph partitioning method. The authors

tested their model on four small networks which had fewer than 40 nodes. Saglam et al. (2006)

formulated a mixed-integer programming model for clustering such that the objective function

minimizes the maximum cluster diameter among all the clusters. Their proposed model was used

to segment customers based on transactional factors obtained from a broadcasting company.

While their model outperformed existing non-linear models, its computational performance was

inferior compared to other algorithms in the literature. Glover and Kochenberger (2006) used a

clique partitioning formulation for clustering and their node-based method associates variable

with nodes, and not edges. They conducted computational experiments and showed that their

optimization model produced better Silhouette coefficients compared to the standard k-means

clustering heuristic.

Tan et al. (2007) proposed a mixed integer non-linear program for clustering gene ex-

pressions and solved it using the Benders Decomposition method. Their algorithm produced

competitive intra-cluster similarity and inter-cluster dissimilarity when compared to four exist-

ing clustering algorithms, namely, k-means, k-medians, k-Corr, and k-CityBlock. Brandes et

al. (2007) used an integer linear program model for clustering with the goal of maximizing the

modularity measure. Their optimization model was tested on two small real-life networks and

shown to produce superior results compared to a greedy algorithm. Agarwal and Kempe (2008)

improved the computation time required to form clusters with maximum modularity by using

a combination of relaxed integer linear program and rounding algorithm. Cafieri and Hansen

(2014) developed a mixed integer optimization model to improve the clusters established by

heuristic approaches, and conducted extensive computational experiments to illustrate its effec-

tiveness. Martins (2016) proposed an optimization model to partition an undirected weighted

network into sub-graphs and applied it to biological networks. Recently, Pirim et al. (2018) pro-

posed a mixed integer linear programming model to form compact and separate clusters. The

authors used real-life datasets and evaluated their model using multiple performance measures.

The results indicated that their model resulted in better Silhouette coefficient for most cases

evaluated. Besides, they also observed that without being designed to maximize the modularity,

their model provided values that are competitive to the ones produced by a heuristic algorithm.

Hence, the model by Pirim et al. (2018) serves as a benchmark for our work.
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2.2. Heuristic Methods for Community Detection

There are three types of heuristic approaches that are widely used in community detection

algorithms - divisive, agglomerative and diffusive. Divisive approaches initially consider all the

nodes in a network to be in the same community and then recursively split into smaller commu-

nities based on a criterion (e.g., Girvan and Newman, 2002; Radicchi et al., 2004; Arasteh and

Alizadeh, 2019). Newman and Girvan (2004) introduced a divisive approach to identify com-

munities in networks by using edge-betweenness as a critical measure for clustering. Since the

edges connecting nodes from different communities have a higher betweenness value compared

to those connecting nodes within a community, their algorithm successively removes edges with

high betweenness values resulting in a network with edges only within the community members.

Moreover, they also introduced the measure of modularity to evaluate the quality of clusters or

communities formed by an algorithm. Subsequently, researchers developed heuristic and meta-

heuristic-based search methods for community detection (e.g., Pizzuti, 2012; Zadeh and Kobti,

2015; Guerrero et al., 2018; Ji et al., 2019).

On the other hand, agglomerative clustering approaches consider each node as a separate

community at the outset and then iteratively combines pairs of closest communities until there

is no improvement in the chosen performance measure (such as modularity). Generally, agglom-

erative clustering algorithms are computationally expensive (Gaume, 2004; Yen et al., 2005).

To overcome this difficulty, Pons and Latapy (2005) proposed the Walktrap algorithm, where

a random walk process is used to measure the structural similarity between two vertices in the

network. Their algorithm iteratively groups the nodes to communities depending on their sim-

ilarity. Likewise, Blondel et al. (2008) developed an agglomerative heuristic, Louvain method,

which adopts a greedy approach to maximize modularity. The Louvain algorithm initially treats

each node as a cluster and then groups neighboring nodes to form a community if it results in

the highest increase in the objective. This procedure is stopped only when there is no further

improvement in the modularity value.

A diffusive approach of label propagation to cluster networks was introduced by Raghavan

et al. (2007), where the nodes are given different labels denoting the community to which they

belong and then during successive iterations, the nodes assume the label that is most shared by

its neighbors. By this way, the label tends to propagate until it is feasible to do so, and then

the nodes having the same labels are grouped into a cluster or community. Subsequently, many

researchers have worked on different variants of the label propagation algorithm (e.g. Zhang et

al., 2017; Deng et al., 2019).

Recently, Yang et al. (2016) conducted a comparative analysis on the performance of eight
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state-of-the-art heuristic algorithms using 100 randomly generated small (fewer than 1000 nodes)

and large networks. The authors concluded that the Walktrap algorithm (Pons and Latapy,

2005) and Louvain method (Blondel et al., 2008) consistently performed well on small and large

dataset, while the edge-betweenness algorithm (Newman and Girvan, 2004) performed well

only when the number of nodes in a network was less than 1000. Hence, the performance of the

mathematical model proposed in our work is compared against these three heuristic approaches.

3. Problem Statement

In this paper, we consider an undirected network characterized by a set of nodes and edges.

A node can represent different entities depending on the type of the network under study, while

an edge represents the connection (or relationship) between any two nodes. For example, in a

social network, a person is represented as a node and the interaction (or friendship) between

two people is represented as an edge. Further, the network is not homogeneous. Thus, closely

interconnected nodes can be clustered in localized areas of the network resulting in two or more

communities. Besides, each community has an influential member, a node that is close to the

other nodes within the community. Figure 1 illustrates the network with two communities and

influential nodes.

Figure 1: A network with two communities, enclosed in dashed lines, along with their influential nodes (identified
by their bigger size)

As reported by Zachary (1977) in a pioneering study (with a great impact on related research

in the years to follow) on fission in small groups, the formalization of ethnographic relationship

of people (for example, in a political crisis and the associated fission process related to factions)

in the form of mathematical models is necessary to understand the strengths or confrontations

(e.g. related to ideology) within or among the factions. As the basis for the study on social

relationships, Zachary observed the karate club based in a university and its activities over three

years, especially related to the conflict between the influential members, namely, its President

and the Instructor, leading to two subgroups that had improved friendship bonds within a

subgroup in comparison to the group as a whole. Quite often, this real-life study on the karate
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club serves as a key reference or benchmark for most studies on community detection (e.g.

Raghavan et al., 2007; Pirim et al., 2018).

The network graph G with N nodes (i, j = 1, 2, ..., N) can be represented as a N × N

adjacency matrix (ANN ), where the element of the matrix is 1 if node i is connected to node

j and 0 otherwise. Since it is an undirected graph, ANN is symmetric (i.e., ANN = AT
NN ). In

other words, if Aij denotes the entry in row i and column j of ANN , then Aij = Aji for every

i and j. Moreover, every node in network G is either directly or indirectly connected to every

other node in the network. If nodes i and j are directly connected, then the shortest distance

between them (Dij) is 1. On the other hand, if j can only be reached from node i through

N ′(< N) other nodes, then Dij is equal to N ′ + 1.

As the network is heterogeneous, G can be grouped into C sub-graphs (l = {1, 2, ..., C} and

l ⊂ G). Each sub-graph l will have Nl < N distinct nodes and one influential node j which

most frequently acts as a common link on the shortest distance between the other nodes in

the community. Moreover, in our study, the communities are separated and assumed not to

overlap. Therefore, each node i in network G belongs to exactly one community l. Hence, the

total number of possible edges within community l is Nl(Nl−1)/2, while the maximum possible

edges from community l to other communities in the network is Nl(N −Nl).

The degree of node i within its community, Kin
i , is equal to the number of edges connecting

node i to other vertices in the same community. On the other hand, the degree of node i

outside its community, Kout
i , is the number of direct connections to the nodes that belong to

different communities. The total degree of node i is Ki = Kin
i +Kout

i . If Sl denotes the set of

nodes in community l, then the actual number of edges within community l is
∑

i∈Sl
Kin

i /2 and

the actual number of inter-cluster edges of community l is
∑

i∈Sl
Kout

i . The intra-community

density of community l (ρintl ) is

∑
i∈Sl

Kin
i /2

Nl(Nl − 1)/2
, while the inter-community density of community

l (ρextl ) is

∑
i∈Sl

Kout
i

Nl(N −Nl)
. A community l is considered to be strong if it has high intra-community

density and low inter-community density (i.e., ρintl > ρextl , l = 1, 2, ..., C).

Thus, given network G and the number of communities to form (C), the objective of this

research is to find the nodes and influential member belonging to each community l such that the

nodes are closely connected (i.e., high cohesiveness being related to adjacency and the distance

of a node from its corresponding influential node) within a given community and sparsely linked

to other communities (i.e., separation from the unrelated communities).
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4. Proposed Model for Detecting Communities and Locating Influential Nodes

The proposed integer linear programming model aims to form compact clusters coupled with

finding the influential or nucleus node that shares the maximum relationship with other nodes

in the same cluster. A common approach is to determine whether to assign node i to a given

cluster l associated with a binary variable xil (Pirim et al., 2018). In our model, we determine

whether a given node i can be assigned to an influential node j associated with a binary vari-

able xij . Note that a given node i can also act as an influential node by itself. This definition

of the binary variable enables us to achieve simultaneously the twin objectives of determining

the set of influential nodes and identifying cohesive and compact community formations. The

proposed model is developed by keeping these considerations while clustering.

Parameters

N Number of nodes (or vertices) in the network

C Number of clusters to be established

Aij Adjacency of two nodes i and j, where Aij is 1 if nodes i and j have a

direct connection and 0 otherwise

Kj Degree of vertex j (number of edges connected to node j,
∑N

i=1
i 6=j

Aij , ∀j)

Dij Shortest distance between nodes i and j

D̄j Average distance of node j from other nodes, D̄j =

∑N
i=1
i 6=j

Dij

N − 1
,∀j

Decision Variables

xij An indicator (binary) variable that takes the value 1 if node i is allotted

to node j that forms the influential or nucleus node for all such nodes;

0 otherwise.

If xij = 1 , then such nodes are associated with the same cluster in which node j acts as the

influential or nucleus node. Also, xjj takes the value 1 if node j acts as the influential node for

its cluster; 0 otherwise.

We consider the sum of adjacencies and the sum of distances of nodes associated with the in-

fluential node j to characterize cohesiveness and compactness so that the choice of an influential

node and the associated nodes lead to the best possible community formation. The objective

function (Equation 1) aims at minimizing the sum of (shortest) distances of all associated nodes

from their respective influential nodes so that the maximum cluster density can be achieved.
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Minimize Z =

N∑

i=1

N∑

j=1
i 6=j

Dij × xij (1)

For a network with C communities, it is necessary to identify an influential node associated

with each community. This is ensured using Constraint (2), where the number of influential

nodes established is exactly equal to the number of clusters to be formed (C). It is to be noted

that the binary variable xjj takes the value 1 if node j acts as an influential member.

N∑

j=1

xjj = C (2)

To ensure a non-overlapping community structure, a node cannot be associated with more than

one community. In other words, a member in the community (say, node i), should be associated

with only one influential member, namely member j. This is achieved using Constraint (3),

where a given node is assigned to exactly one nucleus node (or a community).

N∑

j=1

xij = 1 ∀i (3)

Likewise, when node j does not act as an influential node by itself (i.e., xjj = 0), then node i

cannot be associated with node j (i.e., xij = 0). However, if node j acts as an influential node

(i.e., xjj = 1), then node i may or may not be associated with node j (i.e., xij can be 0 or 1).

This is ensured using Constraint (4), where a given node can be assigned to (i.e., associated

with) a node only when the latter acts as a influential node.

xij ≤ xjj ∀i, j (4)

While determining the set of nodes to be associated with a given influential node j, we ensure

that the sum of adjacencies of these nodes associated with the influential node j leads to the

resultant cluster having a high level of cohesiveness in comparison to all adjacencies associated

with this influential node j. Constraint (5) achieves this consideration by ensuring that the

product of the number of clusters and the sum of adjacencies of nodes associated with the in-

fluential node j is greater than or equal to all adjacencies with respect to node j. It is evident

that when node j acts as an influential member (i.e., xjj = 1), then a large gap between the

Left-Hand Side (LHS) and the Right-Hand Side (RHS) in Constraint (5) indicates a high level of

community cohesiveness (also see Section 5.2 for a related discussion on Constraint (5) through

12
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a numerical illustration).

C ×
( N∑

i=1
i 6=j

Aij × xij
)
≥ Kj − (N + 1)(1− xjj) ∀j (5)

As a measure of cluster density, we consider the sum of (shortest) distances of nodes associated

with the influential node j. For arriving at the best possible allocation of nodes to the influential

node j, we state in Constraint (6) that the product of the mean distance of nodes from a given

influential node j and the number of nodes associated with node j is greater than or equal

to the sum of the shortest distances of all nodes associated with the influential node j. This

ensures that the resultant cluster density is quite high, leading to a highly compact community.

Therefore, when node j acts as an influential node, a large gap between the LHS and the RHS

in Constraint (6) indicates a high level of community compactness (also see Section 5.2 for a

related discussion using a numerical illustration).

D̄j×
N∑

i=1
i 6=j

xij ≥
N∑

i=1
i 6=j

(
Dij×xij

)
−
( N∑

i=1
i 6=j

Dij

)
(1−xjj) ∀j (6)

A node i is either associated with an influential node j (xij = 1) or does not belong to node j

(xij = 0). In other words, the decision variable xij takes only one of the two possible values (0

or 1), and this binary restriction is assured using Constraint (7).

xij ∈ {0, 1} ∀i, j (7)

The impact of the objective function and constraints on the optimal solution is numerically

illustrated in Section 5.2.

4.1. Evaluating the Community Structure

It is necessary to assess the strength of the community structure established from the op-

timization model using one or more performance metrics. For networks whose ground-truth

(i.e., network whose community structure is well-established in reality or recognized ahead of

time) is known, the communities obtained from our model can be evaluated using Normalized

Mutual Information (NMI) - a popular metric that is commonly used to measure the similarity

between community structures of two networks (Danon et al., 2005). A community structure

for a network with N vertices obtained from the optimization model (O) and the ground-truth

(T) can have CO and CT communities, respectively. Further, each community in the proposed
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model and ground-truth network has NO
l {l = 1, 2, .., CO} and NG

l′ {l′ = 1, 2, .., CG} vertices,

respectively. If N̄ll′ indicates the vertices that are common between community l of the es-

tablished network and community l′ of the ground-truth network, then the NMI is given by

Equation (8).

NMI =

−2
∑CT

l′=1

∑CO
l=1 N̄ll′ log

N̄ll′N

NO
l N

G
l′

∑CO
l=1N

O
l log

NO
l

N
+
∑CG

l′=1N
G
l′ log

NG
l′

N

(8)

The value of NMI ranges from 0 to 1, where zero indicates no similarity and one indicates

identical community structure for the two networks.

However, the ground-truth community structure of most real-life networks are not known

apriori (Newman and Girvan, 2004). Therefore, in the absence of ground-truth, modularity

and Silhouette are important and popular cluster measures for understanding the structural

properties of the network and measuring the strength of the community partition (Chen, 2014).

Modularity (Q) assesses the strength of links within the community as compared to the con-

nections outside the community, and is given by Equation (9). It ranges from -1 to 1, where

a higher value indicates a better partition. Moreover, a modularity of 0 indicates that the

community structure established is indifferent to a randomly established partition.

Q =
1

2N

∑

i,j

[
Aij −

KiKj

2N

]
δij (9)

where δij is 1 if node i and node j belong to the same cluster and 0 otherwise.

On the other hand, Silhouette coefficient (S) measures the intra-cluster similarity (cohesion)

and between cluster dissimilarity (separation). It is found to be a good metric for validating

community structures under different experimental settings and consistently ranked in the first

group among 30 validation indices (Arbelaitz et al., 2013). The Silhouette score for each node

i (Si) in the network is given by Equation (10), where ai is the average distance between node

i and other nodes that are in the same cluster, and bi is the average distance between node

i and all other nodes in a different community. The Silhouette coefficient (or overall average

Silhouette) is used to evaluate network partition and ranges from -1 to +1, where a higher value

indicates good cohesion as well as separation.

Si =
bi − ai

max{ai, bi}
(10)
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Closeness centrality (CLOSE) is a well-known powerful measure to identify the critical

nodes in a network (Qiao et al., 2017). It measures the proximity of each node to all the other

nodes in the network. Therefore, the CLOSE of a node is the reciprocal of the sum of the

shortest distance between that node and all the other nodes in the network. To identify the

influential node in each community, we consider each community independently and compute

the normalized closeness centrality for the nodes in that community as shown in Equation (11).

CLOSEi =
N − 1∑
j∈ci Dij

(11)

where ci is the set of nodes belonging to the same community as node i. The CLOSE for each

vertex can range from 0 to 1, where higher values indicates better influence within the commu-

nity. Thus, for each community l, the node with the highest closeness centrality (CLOSEMAX
l )

is deemed as the influential node (NBEST
l ) for that community.

4.2. Solution Approach

We seek an exact method which finds the global optimal solution that minimizes the given

objective function, while satisfying the constraints of the proposed optimization model. The

solution space (or feasible region) for the optimization model includes a set of all possible

feasible solutions (set of values for the decision variables that satisfies all the constraints). Since

the decision variables in the proposed model are all binary variables, the search space is a

discrete set of feasible solutions and not a convex set. As a result, the solution space typically

increases exponentially with the problem size. In other words, if there are ’n’ binary variables

in an optimization model, then there are 2n possible values of the decision variables. Thus,

an exhaustive enumeration of all the solutions in the search space is not efficient. There are

numerous ways to efficiently solve the discrete optimization problem such as the branch-and-

bound (B&B) method (Lawler and Wood, 1966). These well-established approaches efficiently

find an optimal solution by progressively breaking the original problem into sub-problems and

adopting different pruning methods to eliminate further division of certain sub-problems (Lawler

and Wood, 1966). The pseudo-code for the B&B method with respect to our problem is given

in Appendix A as Algorithm 1.

In this research, we are interested in finding multiple (or alternate) optimal solutions (dif-

ferent community structures that result in the same objective function) if they exist for a given

network. However, the traditional branch-and-bound method may not be the most efficient ap-

proach as its pruning strategy may restrict it from exploring the alternate optima. Therefore,

to overcome this drawback, we use the One-Tree algorithm proposed by Danna et al. (2007).
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It is an adaptation of the branch-and-bound method and uses a two-phase approach to find the

alternate optima. The first phase is similar to the traditional branch-and-bound procedure, but

the sub-problems are stored to be used in the second phase instead of being discarded. During

the second phase, the sub-problems from the first-phase are further explored to find alternate

optima. The pseudo-code for the first and second phase of the one-tree algorithm is given in

Appendix A as Algorithms 2 and 3, respectively.

A step-by-step procedure to obtain the nodes and corresponding influential member belong-

ing to a community using the proposed model is summarized as follows.

Step 1: Specify the network parameters as inputs to the optimization model: Given a network

graph G, determine the number of nodes (N), adjacency list for all the nodes (Aij ,∀ i, j),
shortest distance between any two nodes (Dij , ∀ i, j), average distance of node j from

other nodes (D̄j ,∀ j), and degree of vertex j (Kj , ∀ j). In addition, specify the number

of communities (C) to establish.

Step 2: Obtain the output (community structure of network G and influential member asso-

ciated with each community): Solve the proposed mathematical model using the first

phase of the one-tree algorithm (i.e., Algorithm 2 in Appendix A) to determine the

optimal objective function value Z∗ and community structure (xij ,∀ i, j). Note that

the variable xjj is 1 only if the one-tree algorithm identifies node j as an influential

member in a community. Further, the format of the community structure is depicted

by the value of the decision variable in the optimal solution, xij . A node i in graph G

belongs to a community in which node j is the influential member (i.e., xij = 1). Thus,

all the nodes associated with an influential member j form a community. Further, the

total number of nodes in a community with influential member j is given by
∑

i xij .

Step 3: Determine up to m alternate optimal solutions: For the same the optimal objective

function value Z∗, it may be possible that there exists a community structure that is

different compared to an already identified structure. In other words, if Z∗ is the optimal

objective function and x
(1)
ij , ∀i, j, is the corresponding decision variables (or community

structure) obtained, then another solution x
(2)
ij , ∀i, j, is considered to be an alternate

optima only if it achieves the same objective function value Z∗ and at least one different

assignment in the community structure or decision variables,
∑

j

∑
i |x

(2)
ij − x

(1)
ij | ≥ 1.

It is important to identify the alternative community structures (or alternate optima)

because each community structure might provide a different value of modularity or

Silhouette (discussed in Section 4.1) even though they achieve same objective function
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Z∗. Therefore, using the second phase of the one-tree algorithm (i.e., Algorithm 3 in

Appendix A), we obtain up to m different alternative community structures that result

in the same objective function value Z∗.

Step 4: Evaluate the quality of m + 1 community partitions: Using the one-tree algorithm, we

obtain up to m + 1 solutions (Steps 2 and 3) which have the same objective function

Z∗ but different community partitions. For each of the m + 1 community structure,

compute the modularity, Silhouette coefficient and closeness centrality using Equations

(9), (10), and (11), respectively. Besides, if the ground-truth partition of the network

G is known, then estimate the NMI for all the m+ 1 solutions using Equation (8).

Step 5: Choose best community partitions: Suppose x1, x2, ..., xm+1 denote the vector of m+ 1

different community partitions. Further, if Q1, Q2, ..., Qm+1 and S1, S2, ..., Sm+1 repre-

sent the modularity and Silhouette value for the m + 1 community structures, respec-

tively. Then, it is possible to have up to two best partitions: a modularity maximizing

community structure (xQ
∗
) as shown in Equation (12) and a Silhouette maximizing

community structure (xS
∗
) as shown in Equation (15). The best modularity value (Q∗)

and corresponding Silhouette coefficient (SQ∗) of the modularity maximizing partition

is given by Equations (13) and (14), respectively. Similarly, the best Silhouette coef-

ficient (S∗) and the modularity of the Silhouette maximizing partition (QS∗) is given

by Equations (16) and 17, respectively. Note that it is possible to have the same com-

munity partition that achieves the best modularity as well as best Silhouette coefficient

(i.e., xQ
∗

= xS
∗
).

xQ
∗

= xargmax(Q1,Q2,...,Qm+1) (12)

Q∗ = max(Q1, Q2, ..., Qm+1) (13)

SQ∗ = Sargmax(Q1,Q2,...,Qm+1) (14)

xS
∗
= xargmax(S1,S2,...,Sm+1) (15)

S∗ = max(S1, S2, ..., Sm+1) (16)

QS∗ = Qargmax(S1,S2,...,Sm+1) (17)
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5. Computational Experiments: Results and Discussion

In this section, we study the effectiveness of the proposed model on several standard real-life

network dataset adopted in the literature. We validate the proposed model using a network for

which the actual community partition and influential node is known apriori. Besides, we com-

pare the performance (modularity and Silhouette values) of our proposed optimization model

with existing benchmark optimization model (see Appendix B) and well-performing heuristic

approaches for community detection. The influential nodes, which are identified only by the

proposed model, is evaluated using closeness centrality. Finally, we discuss the computational

complexity of the proposed mixed integer programming model and compare it to the bench-

mark optimization model as they both use the same approach for solving the problem. The

optimization models (proposed and benchmark) have been developed using General Algebraic

Modeling System (GAMS 24.5.6) and solved using CPLEX 12.8 optimizer (Brooke et al., 2003),

while the heuristic approaches are developed and solved using the R igraph library (Csardi and

Nepusz, 2006). The computational study was conducted on a computer with Intel Core i7 4.20

GHz processor, 64-bit Windows 10 operating system and 64 GB RAM.

5.1. Description of Dataset Used for Experimentation

Our model is applied to the following real-life networks - karate club network (Zachary,

1971), dolphin social network (Lusseau et al., 2003), US political books network, American

college football (Girvan and Newman, 2002) and human gene co-expression network (Pirim et

al., 2018). Table 1 summarizes the characteristics of the network considered in this research.

Table 1: Description of dataset used for experimentation

Data set Vertices Edges

Karate 34 78
Dolphins 62 162
Books 105 441
Football 115 613
Human 349 1418
Texas Power Grid 1500 3626

The social relationships amongst the 34 members in a karate club at a US university were

studied by Zachary (1971). The members are represented as nodes and the 78 edges represent

the friendship between them. Due to conflict of opinion and leadership issues between two

members (node 1 and node 34), the entire club was divided into two groups over a period
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of time. Lusseau et al. (2003) constructed the dolphin network by observing 62 bottlenose

dolphins living in Doubtful Sound, New Zealand over seven years. The dolphins in the networks

are represented as vertices and the communication-based relationship between the dolphins is

indicated using 162 edges. The political books network is compiled based on the purchase

history of books on American politics from an online retailer, amazon.com. The 105 nodes

in the network represent the political books and 441 edges are used to link the books that are

frequently purchased together. Most of the books in this network are categorized as conservative

or liberal, while a very small proportion belongs to neither of these categories. The football

network represents the Division I football game schedule in the year 2000 between the American

college teams (Girvan and Newman, 2002). The 115 nodes in the network denote the college

teams and 613 edges link the teams that have played each other during the regular season. The

teams are divided into 12 conferences (or communities) with 8-12 teams in each conference.

Typically, each team plays more intra-conference matches than inter-conference matches. The

human dataset is a network of gene co-expression with 332 nodes and 1418 edges (Pirim et al.,

2018). Each node represents a gene and an edge indicates a significant co-expression between

two nodes. The Texas power grid represents a large high-voltage electricity distribution network

with 1500 power system buses (nodes) and 3,626 transmission lines or edges (ICSEG, 2016).

The partition of the nodes in a network into clusters and the influential nodes in each cluster

is determined by solving the proposed optimization model to optimality.

5.2. Validation of the Proposed Community Detection Algorithm

We validate the proposed model by testing it on the karate club network that is widely used

in the literature (e.g., Girvan and Newman, 2002; Raghavan et al., 2007; Pirim et al., 2018).

Since the actual community memberships are known for the karate club data, we explicitly

verify the ability of our proposed optimization model to accurately detect the two communities.

Table 2 shows the community structure obtained using our algorithm, and compares it to the

ground-truth partition.

The identified cluster membership is identical to the actual membership (or true solution)

(Zachary, 1977). In other words, our proposed model achieved 100% NMI (proportion of the

nodes that reflect the true community memberships). Since we are trying to establish two

communities and identify their respective influential node, the model sets two self-assignments

(x1,1 and x34,34 as shown in Table 2) to one due to the restriction imposed by Constraint

(2). The node that is associated with itself is deemed as the influential node. Thus, the

optimization model has identified node 1 and node 34 as the most influential nodes in their

respective communities, which represent the two key members who had conflicts and were
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responsible for the fission in the group. Further, it can be observed from Table 2 that a vertex

is always associated with only one influential member (either 1 or 34) due to Constraint (3).

For example, node 2 is associated only with member 1 (i.e., x2,1 = 1) and does not belong

to the other influential member (x2,34 = 0). Likewise, due to constraint (4), node i never

associated with a node that is not influential. As shown in Table 2, node 2 is associated only

with influential node 1 (i.e., x2,1 = 1) and is not associated with other nodes which are not

influential (i.e., x2,2 = x2,3 = x2,4 = ... = x2,33 = 0).

Table 2: Comparison of Community Structure corresponding to Ground-Truth and Proposed Model for Zachary’s
Karate Club Network

Vertex
Number

Associated
Influential Node

Binary Variable
Assigned with Value 1∗

Community ID based
on proposed model

Ground-Truth
Community

1 1 x1,1 1 1
2 1 x2,1 1 1
3 1 x3,1 1 1
4 1 x4,1 1 1
5 1 x5,1 1 1
6 1 x6,1 1 1
7 1 x7,1 1 1
8 1 x8,1 1 1
11 1 x11,1 1 1
12 1 x12,1 1 1
13 1 x13,1 1 1
14 1 x14,1 1 1
17 1 x17,1 1 1
18 1 x18,1 1 1
20 1 x20,1 1 1
22 1 x22,1 1 1
9 34 x9,34 2 2
10 34 x10,34 2 2
15 34 x15,34 2 2
16 34 x16,34 2 2
19 34 x19,34 2 2
21 34 x21,34 2 2
23 34 x23,34 2 2
24 34 x24,34 2 2
25 34 x25,34 2 2
26 34 x26,34 2 2
27 34 x27,34 2 2
28 34 x28,34 2 2
29 34 x29,34 2 2
30 34 x30,34 2 2
31 34 x31,34 2 2
32 34 x32,34 2 2
33 34 x33,34 2 2
34 34 x34,34 2 2

∗ Note: All other binary variables (i.e., all other xijs) are 0.

Recalling our discussion on the proposed model in Section 4, we now present how the model

attempts to achieve improved community cohesiveness and compactness through Constraints

(5) and (6). From the solution given by our model to the karate club problem, we find (as an

example) that node 20 is associated with the influential node 1, and node 31 is associated with

the influential node 34. This association leads to community cohesiveness and compactness.
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We have stated in Section 4 that a large gap between the LHS and the RHS in Constraints

(5) and (6) is desirable to achieve higher cohesiveness and compactness. To demonstrate this,

we have re-assigned node 20 to the influential node 34, and node 31 to the influential node 1.

The objective function value along with the difference between LHS and RHS for Constraints

(5) and (6), before and after re-assignment (with all other associations or assignments of other

nodes to their respective influential nodes remaining the same) is shown in Table 3.

Table 3: Numerical Illustration of Cohesiveness and Compactness achieved by the Proposed Model

Parameter Optimal Solution Solution after re-assignment

Objective Function 35 36
For Influential Node 1
• LHS - RHS in Constraint (5) 30 - 16 = 14 30 - 16 = 14
• LHS - RHS in Constraint (6) 31.64 - 21 = 10.64 33.39 - 23 = 10.39
For Influential Node 34
• LHS - RHS in Constraint (5) 28 - 17 = 11 26 - 17 = 9
• LHS - RHS in Constraint (6) 25.45 - 14 = 11.45 23.64 - 13 = 10.64

It is evident that by virtue of Constraints (5) and (6), the value of the objective function

leads to a better cluster density (indicated by a lower value of 35 given by our optimization

model in comparison to the value of 36 after re-assignment). In addition, our model (through

constraints (5) and (6)) achieves a cohesive and compact community formation as well (indicated

by larger gaps between the LHS and the RHS of Constraints (5) and (6) in our optimized model

as against those in the sub-optimal model with only one re-assignment considered for the sake

of illustration).

5.3. Model Performance using Real-Life Social Networks

5.3.1. Comparison of Proposed Model’s Performance to Existing Benchmark Optimization Model

While the objective of the proposed model is to detect communities and identify influential

nodes, the ground truth (or the actual number of communities and membership associated with

each node) is not explicit in most real-life situations. Therefore, as discussed in Section 4.1, we

use two different internal validation indices, namely, modularity and Silhouette coefficient, to

evaluate the clusters formed by the proposed model and compare it to the existing benchmark

optimization model by Pirim et al. (2018). The cluster membership obtained from the mathe-

matical model is used to calculate the modularity and Silhouette coefficient using the R igraph

library (Csardi and Nepusz, 2006) and Cluster package (Maechler et al., 2006), respectively.

The number of communities to be established (C) must be specified as an input (or pa-

rameter) for the proposed and benchmark optimization models. We used the same number

of clusters adopted by Pirim et al. (2018) to ensure an fair comparison of our model with
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the benchmark model. However, we observe from the execution of the proposed and existing

optimization models that there could exist alternate optimal solutions. Since the objective

function does not explicitly maximize the internal validation indices, the alternate optima can

provide different Silhouette or modularity values for the same objective function value. Hence,

given the number of communities, we enumerate up to 20 alternate optima and choose the best

solution with respect to modularity and observe its corresponding Silhouette value (refer to

Table 4); thereafter we choose the best solution with respect to Silhouette value and observe its

corresponding modularity (Table 5). This procedure is done for our model and the benchmark

model. Due to this approach, we are able to obtain better modularity and Silhouette values for

the benchmark model as opposed to the original values reported in Pirim et al. (2018), and we

have used these improved values in our performance evaluation.

Table 4 presents the best modularity values for the proposed model (Q∗P ) and the bench-

mark model (Q∗B) along with the corresponding Silhouette values for the proposed (SP ) and

benchmark (SB) models. Also, the percentage difference in modularity (Qdiff ) and Silhouette

values (Sdiff ) between the proposed and benchmark models are computed as shown in Equa-

tions (18) and (19), respectively. A positive difference indicates the improvement achieved by

the proposed model over the benchmark model.

Qdiff =
(QP −QB

QB

)
× 100 (18)

Sdiff =
(SP − SB

SB

)
× 100 (19)

Our model, without being designed for optimizing modularity, provides solutions with bet-

ter modularity values compared to the benchmark model. The effectiveness of the proposed

optimization model can be observed from Table 4 as it performs better with respect to both

the quality indices for a majority of the dataset. For one of the remaining cases, the modu-

larity value produced by our model is only marginally less, and hence we are able to provide

competitive results. The best modularity and corresponding Silhouette values improved by an

average of 38% and 18%, respectively. Moreover, for the Zachary’s karate club data with two

clusters, the benchmark model (Pirim et al., 2018) incorrectly places nodes 1 and 34 (denoting

the two key members who had conflicting issues and separated during the fission) within the

same cluster, while the proposed model accurately identifies the central nodes and places them

in different communities (Figure 2).
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Table 4: Best modularity value and corresponding Silhouette index for proposed and benchmark models for
different real-life dataset

Dataset
Number of

Clusters
Best Modularity Values Corresponding Silhouette Index
Q∗B Q∗P Qdiff SB SP Sdiff

Karate 2 0.133 0.371 178.95 0.251 0.347 38.25
Karate 3 0.376 0.387 2.93 0.254 0.265 4.33
Dolphin 2 0.359 0.390 8.64 0.200 0.436 118.00
Dolphin 3 0.384 0.446 16.15 0.302 0.279 -7.62
Books 2 0.443 0.432 -2.48 0.392 0.402 2.55
Books 3 0.459 0.479 4.36 0.289 0.296 2.42
Football 6 −† 0.362 NA 0.141#† 0.130 -7.80
Football 12 −† 0.428 NA −† 0.213 NA
Human 3 0.271#† 0.438 61.62 0.523#† 0.491 -6.12
Texas Power Grid 20 −† 0.921 NA −† 0.370 NA
∗Denotes the best value among the 20 alternate optima evaluated.
†CPLEX solver did not achieve optimality even after six hours of execution on our system.
#Denotes the value reported in Pirim et al. (2018).

Figure 2: Two community partition of karate club network by (a) benchmark model and (b) proposed model
(influential node denoted by bigger size)

Besides, we are unable to solve the benchmark model to optimality within a reasonable

amount of time for the football network with 6 as well as 12 clusters. Therefore, the Silhouette

value for the football network with 6 clusters in Table 4 is based on the results reported in Pirim

et al. (2018). However, the modularity for the football network with 6 or 12 clusters, and the

Silhouette value with 12 clusters using the benchmark model are not available in the literature.

While the benchmark model has the Silhouette index directly incorporated into the model’s

objective function, our proposed model is not aimed at explicitly optimizing the Silhouette index

values. Yet our model is able to generate overall superior Silhouette coefficient values as shown

in Tables 4 and 5. The best Silhouette index along with the corresponding modularity values
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for the proposed and benchmark models are presented in Table 5. Consistent with the previous

analysis, the best Silhouette coefficient and the corresponding modularity yielded by our model

are better than those by the benchmark model. Our model is able to produce superior Silhouette

coefficient values for six out of the nine cases. The proposed model resulted in an average

improvement of 19% and 36% with respect to the best Silhouette values and corresponding

modularity values, respectively. Moreover, it can be observed that the best Silhouette coefficient

also corresponds to the best modularity value for the following instances in the proposed model

- karate dataset with 2 clusters, football network with 6 clusters, Human gene co-expression

graph with 3 communities and Texas Power Grid dataset with 20 communities. However, in

all the other cases, an increase in the Silhouette value for the proposed model is achieved only

with a slight decrease in the best modularity value.

Table 5: Best Silhouette value and corresponding modularity value for proposed and benchmark models for
different real-life datasets

Dataset
Number of

Clusters
Best Silhouette Index Corresponding Modularity Values
S∗B S∗P Sdiff QB QP Qdiff

Karate 2 0.251 0.347 38.25 0.133 0.371 178.95
Karate 3 0.255 0.278 9.02 0.365 0.344 -5.75
Dolphin 2 0.200 0.438 119.00 0.359 0.372 3.62
Dolphin 3 0.302 0.282 -6.62 0.384 0.444 15.63
Books 2 0.392 0.406 3.57 0.443 0.426 -3.84
Books 3 0.290 0.302 4.14 0.454 0.471 3.75

Football 6 0.141#† 0.130 -7.80 −† 0.362 NA
Football 12 −† 0.223 NA −† 0.418 NA
Human 3 0.523#† 0.491 -6.12 0.271#† 0.438 61.62

Texas Power Grid 20 −† 0.370 NA −† 0.921 NA
∗Denotes the best value among the 20 alternate optima evaluated.
†CPLEX solver did not achieve optimality even after six hours of execution on our system.
#Denotes the value reported in Pirim et al. (2018).

In the case of the 3-cluster karate club network, we have identified an alternate optimal

cluster partition for the benchmark model that results in higher modularity and Silhouette

values as opposed to the original values (modularity: 0.335 and Silhouette: 0.222) reported

in Pirim et al. (2018). Also, as illustrated in Figure 3, the proposed optimization model

yields high-quality modularity and Silhouette maximizing communities that are better than the

improved values of the benchmark model. Further, visualization of the community partition

for the Dolphin, Books and Human networks considered in Tables 4 and 5 are presented in

Appendix C.
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Figure 3: 3-cluster karate club network: (a) Best modularity partition of benchmark model and (b) proposed
model, (c) Best Silhouette partition of benchmark and (d) proposed model (influential node identified by proposed
model denoted by bigger size)

5.3.2. Comparison of Proposed Model’s Performance with Existing Heuristic Algorithms

In this section, we present the performance evaluation of the proposed OR-based model with

the well-performing heuristic approaches reported in the literature. Based on the comparative

analysis of several heuristic algorithms by Yang et al. (2016), the edge-betweenness algorithm

(Newman and Girvan, 2004), Walktrap algorithm (Pons and Latapy, 2005), and Louvain method

(Blondel et al, 2008) were identified to be consistently well-performing on different datasets.

Hence, these heuristic approaches are included in the present study for comparative performance

evaluation. It is to be noted that these heuristic approaches require no input concerning the

number of clusters or communities to be formed because they automatically evolve as these

heuristics progress and terminate when the performance measure is maximized. However, in

our OR-based model, we specify the number of communities as an input parameter. Therefore,

to ensure an equivalent comparison, we varied the number of clusters in the proposed model

from two to the maximum number of communities detected by the heuristic algorithms (in
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increments of 1), and reported the best performance measure (with respect to modularity and

Silhouette) achieved.

The best modularity and Silhouette achieved by the proposed model and the three heuristic

approaches under consideration are presented in Tables 6 and 7, respectively. It can be observed

that the optimization model proposed in this research achieves the best Silhouette values in all

cases, except one. Even though our model is not designed to optimize modularity, it attains

competitive values compared to the three heuristic approaches. In fact, the proposed integer

programming model performs better than the heuristic approaches with respect to modularity

(as well as with respect to Silhouette coefficient) in the case of medium (Human gene co-

expression network with 349 nodes and 1418 edges) and large (Texas Power Grid network with

1500 nodes and 3626 edges) datasets. However, the proposed model does not achieve superior

performance for the football network. As Pirim et al. (2018) noted, this may be because of the

greater number of partitions present in a small network consisting of only 115 nodes.

Table 6: Comparison of best modularity values achieved by proposed optimization model and three well-
performing heuristic approaches

Dataset
Best Modularity Values

Edge-betweenness Louvain Walktrap Proposed

Karate 0.401 0.419 0.353 0.387
Dolphin 0.519 0.519 0.489 0.478
Books 0.517 0.520 0.507 0.479
Football 0.600 0.604 0.603 0.463
Human 0.658 0.656 0.638 0.661
Texas Power Grid 0.915 0.911 0.882 0.921

Table 7: Comparison of best Silhouette values achieved by proposed optimization model and three well-performing
heuristic approaches

Dataset
Best Silhouette Coefficient Values

Edge-betweenness Louvain Walktrap Proposed

Karate 0.1662 0.2195 0.1712 0.371
Dolphin 0.2876 0.234 0.2272 0.438
Books 0.2247 0.2415 0.2609 0.406
Football 0.3011 0.317 0.3128 0.224
Human 0.3019 0.3156 0.2844 0.491
Texas Power Grid 0.3298 0.3183 0.1918 0.370

Table 8 presents the number of communities detected by the heuristic approaches and com-

pares it to the communities that yields the best modularity and Silhouette in the proposed

model. Note that the heuristic approaches identify only one best partition, which is then used

to determine the best modularity and Silhouette value. However, the proposed model may de-

tect a different number of communities for the best modularity value and Silhouette coefficient.
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It is seen that the best number of community partitions by the proposed mathematical pro-

gramming model is always less than or equal to the number of partitions yielded by the existing

heuristic approaches. This is beneficial and a key aspect of the proposed model because tar-

geting a relatively smaller number of influential nodes is easy and quick, especially in disaster

mitigation or risk management scenario, thereby making our model attractive and effective in

community detection.

Table 8: Number of communities detected by heuristic approaches and proposed optimization model

Dataset
Communities leading to best performance

Edge-betweenness Louvain Walktrap Proposed Model
(Best Modularity)

Proposed Model
(Best Silhouette)

Karate 5 4 5 3 2
Dolphin 5 5 4 4 2
Books 5 4 4 3 2
Football 10 10 10 9 9
Human 12 11 31 10 2
Texas Power Grid 26 30 51 20 20

5.3.3. Evaluation of Influential Node Detection by the Proposed Model

Unlike the benchmark optimization model and heuristic algorithms, the proposed model

also identifies the influential node in each community. As discussed in Section 4.1, the influen-

tial nodes identified by the proposed model is evaluated using the closeness centrality. Given

a community partition of a network, the closeness centrality of the nodes belonging to each

community is calculated as shown in Equation (11), and is used to identify the influential node

for each community. A node which has the highest closeness centrality within community l

(CLOSEMAX
l ) is considered to be an influential node for that community (NBEST

l ). Tables 9

and 10 compare the influential node identified based on closeness centrality to the influential

node detected by the proposed model for community partitions that yields the highest modu-

larity and Silhouette values, respectively. It can be observed that the proposed model correctly

identifies the influential nodes within each community.

Table 9: Evaluation of Influential Nodes Identified by the Proposed Model for Best Modularity Partition

Dataset
Number of

Clusters

Influential Nodes for Best Modularity Partition

Identified by Proposed Model Identified by Closeness Centrality NBEST
l (CLOSEMAX

l )

Karate 3 1, 32, 34 1 (0.938), 32 (1.00), 34 (1.00)

Dolphin 4 15, 18, 31, 46 15 (0.704), 18 (0.643), 31 (0.778), 46 (0.737)

Books 3 9, 59, 85 9 (0.692), 59 (0.656), 85 (0.735)

Football 9 6, 7, 19, 52, 92, 94, 110, 111, 114 6 (0.824), 7 (0.750), 19 (1.00), 52 (1.00), 92 (1.00), 94 (1.00),
110 (1.00), 111 (1.00), 114 (0.813)

Human 10 37, 50, 57, 65, 70, 101, 196, 220, 246, 254 37 (0.797), 50 (0.52), 57 (0.525), 65 (0.566), 70 (0.652), 101 (0.55),
196 (0.643), 220 (0.563), 246 (0.517), 254 (0.597)

Texas Power Grid 20 107, 160, 192, 244, 336, 475, 599, 635, 730, 805, 958,
1033, 1040, 1098, 1187, 1221, 1279, 1355, 1400, 1415

107 (0.194), 160 (0.187), 192 (0.230), 244 (0.169), 336 (0.190), 475
(0.178), 599 (0.177), 635 (0.194), 730 (0.187), 805 (0.218), 958

(0.186), 1033 (0.167), 1040 (0.175), 1098 (0.248), 1187 (0.209), 1221
(0.180), 1279 (0.141), 1355 (0.195), 1400 (0.209), 1415 (0.242)
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Table 10: Evaluation of Influential Nodes Identified by the Proposed Model for Best Silhouette Partition

Dataset
Number of

Clusters

Influential Nodes for Best Silhouette Partition

Identified by Proposed Model Identified by Closeness Centrality NBEST
l (CLOSEMAX

l )

Karate 2 1, 34 1 (0.938), 34 (0.895)

Dolphin 2 15, 18 15 (0.543), 18 (0.618)

Books 2 9, 31 9 (0.676), 31 (0.611)

Football 9 6, 7, 19, 52, 92, 94, 110, 111, 114 6 (0.824), 7 (0.750), 19 (1.00), 52 (1.00), 92 (1.00), 94 (1.00),
110 (1.00), 111 (1.00), 114 (0.813)

Human 2 18, 50 18 (0.317), 50 (0.352)

Texas Power Grid 20 107, 160, 192, 244, 336, 475, 599, 635, 730, 805, 958,
1033, 1040, 1098, 1187, 1221, 1279, 1355, 1400, 1415

107 (0.194), 160 (0.187), 192 (0.230), 244 (0.169), 336 (0.190), 475
(0.178), 599 (0.177), 635 (0.194), 730 (0.187), 805 (0.218), 958

(0.186), 1033 (0.167), 1040 (0.175), 1098 (0.248), 1187 (0.209), 1221
(0.180), 1279 (0.141), 1355 (0.195), 1400 (0.209), 1415 (0.242)

5.4. Computational Complexity

In this section, we evaluate the computational complexity of the proposed integer program-

ming model and compare it to the optimization model by Pirim et al. (2018) as both these

models adopt the same methodological and solution approach. Table 11 tabulates the com-

putational time taken by the proposed model (tP ) and compares it to the time taken by the

benchmark optimization model (tB). In addition, it also provides the number of iterations (i.e.,

number of sub-problems solved) taken by the benchmark (IB) and proposed (IP ) models to

find the integral optimal solution. It is evident from Table 11 that the proposed integer pro-

gramming model is computationally efficient compared to the optimization model developed by

Pirim et al. (2018) for all the cases. While the benchmark model could not achieve optimality

for medium (Football and Human dataset) and large networks (Texas Power Grid dataset) even

after six hours of execution, the proposed model is able to detect the communities and achieve

optimality in a reasonable time. It is to be noted that in the proposed model, due to Constraints

(2) and (3), the number of active binary variables is only N , and due to Constraint (4), we

restrict the search space related to the possible allocation of a node to another node only when

the latter node serves as an influential node. These aspects make our model computationally

fast compared to the benchmark optimization model.

It had been shown that the problem of community detection is akin to the problem of network

partitioning, which deals with the separation of a graph into a given number of groups of almost

equal sizes and minimizing the number of edges between such groups. This is an NP-hard

problem (Kernighan, 1970; Karger, 2000). In other words, the proposed and existing models

cannot be expected to solve the community detection problem under study in polynomial time

and the worst-case time complexity is exponential. As a result, when the problem size increases

(i.e., number of variables and constraints), the optimization models can become intractable and

difficult to solve. In our case, the size of the optimization model depends on the number of

vertices in the network. The proposed model has N2 binary decision variables and N2 + 3N + 1
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constraints. Nevertheless, our model is very well-suited for identifying community structure

and influential nodes quickly in small and medium-sized networks, especially due to the active

binary variables being only N , and the search space being restricted in our model.

Table 11: Comparison of the computational time observed for benchmark and proposed models

Dataset
Number of

Clusters

Computational time (in seconds) Number of Iterations

tB tP
Percentage
Reduction( tB − tP
tP

)
× 100

IB IP
Percentage
Reduction(IB − IP
IP

)
× 100

Karate 2 0.13 0.13 0 1,169 92 1170.7
Karate 3 0.56 0.23 143.5 2,093 92 2175.0
Dolphin 2 0.39 0.38 2.6 378 363 4.1
Dolphin 3 2.95 0.44 570.5 4,305 808 432.8
Books 2 0.52 0.50 4.0 7,021 2,274 208.8
Books 3 11.60 1.16 900 218,642 4,845 4412.7
Football 6 −† 0.90 NA −† 3,281 NA
Football 12 −† 4.76 NA −† 12,796 NA
Human 3 −† 11.24 NA −† 0.13 NA
Texas Power Grid 20 −† 2656.56 NA −† 283,222 NA
†CPLEX solver did not achieve optimality even after six hours of execution on our system.

Further, identifying community structures that maximize the modularity is an NP-hard

problem (Xu et al., 2010). However, the proposed model performs better than the existing

optimization model with respect to modularity and Silhouette index in most cases, even though

the objective function does not explicitly aim to maximize them. This suggests that the proposed

model could be a valuable tool and enable the development of good heuristic algorithms for large-

sized networks. Further, the proposed model can be attempted to solve large-sized problems by

adopting a two-stage approach (e.g., see Xu et al., 2010), where the model is solved for a fixed

time duration to obtain a good feasible solution (i.e., an acceptable community partition), and

then using a heuristic to further enhance the community structure.

6. Discussion on Potential Real-life Applications of Our Model

One of the key benefits of the proposed model is its ability to find the central or influen-

tial nodes, coupled with detecting compact communities. This makes our model very useful

for communication and information spreading, especially during an emergency. More specifi-

cally, our model provides the following advantages when applied to social networks concerning

information distribution and call for response.

6.1. Faster Coverage

Compactness of clusters is achieved due to the formulation of the objective that minimizes

the sum of the distances between the nodes in the cluster and the corresponding nucleus node.
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Compact communities mean well-knit people; hence information travels faster within such com-

munities. In a study conducted by Mulyasari and Shaw (2014), it was shown that risk commu-

nication and the response to a disaster in Bandung, Indonesia, were made more efficient through

community-based societal organizations. Here, well-knit communities like the women’s groups,

youth groups, and faith-based groups are employed for risk communication. Our model will be

able to detect such communities and the key contact persons in them, and these people can be

used to diffuse information faster within their respective communities.

6.2. Better Call for Response

Our model is unique due to its ability to find the influential nodes along with finding com-

pact communities. This node or the person has the maximum relationship with the rest of

the people within the same community, thereby making our central node a trustworthy and

influential person within the group. The study done by Gultom (2016) has information regard-

ing the importance of having sources that recipients find credible during disasters. Moreover,

the influential persons found in various compact communities detected by our model can aid in

gaining large-scale consensus, which has varied applications such as controlling community riots

or obtaining support from a community for a relief activity or for a novel cause/movement.

Our model’s ability to detect compact communities and its ability to find central nodes

from a given social network thus help us with faster information coverage and a better call for

response making it particularly useful in areas like disaster management, risk communication

and organizational effectiveness in terms of influencing workgroups.

7. Conclusions

In this study, we have proposed a new integer linear programming model for clustering

social networks by detecting the natural partitions available in the data corresponding to the

network. Though our primary objective is not to optimize the modularity nor the Silhouette

index, our model produces overall superior values for these evaluation metrics when compared

to one of the best performing optimization models in the literature. Besides, in many cases,

our model yields superior Silhouette coefficients and competitive modularity values compared

to the three well-performing existing heuristic approaches. Moreover, our model also detects

the influential nodes during the clustering process, which has applications in a variety of fields

including disaster management, risk communication, organizational effectiveness, and commu-

nication effectiveness. Scope for future works includes the development of metaheuristic and

heuristic methods, possibly derived from our proposed novel integer linear programming model

to solve large-scale problems.
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Appendix A - Algorithms for solving 0-1 Integer Programs

Branch-and-Bound Algorithm

The Branch-and-Bound (B&B) algorithm is used to find the optimal solution of an integer pro-

gramming model. It starts the solution procedure by considering a sub-problem, which is a relaxed

version of the proposed optimization model (R) that ignores the binary integer restrictions of the de-

cision variables (i.e., Objective Function (1) is subject to Constraints (2) - (6)). The relaxed version is

therefore a linear program, which can be solved very efficiently and quickly since it has polynomial-time

average case complexity (Karmarkar, 1984). Upon solving the relaxed problem, the solution procedure

creates two new sub-problems by adding a constraint to the existing relaxed problem. This procedure

is repeated iteratively until the optimal solution to the integer program model is found. The step by

step procedure of B&B algorithm is illustrated in Taylor (2009), and is summarized here with respect

to the problem under study for the sake of completeness.

Algorithm 1 Branch and Bound Algorithm for 0-1 Integer Program

1: Initialize the proposed optimization model without binary restrictions (PR) as a sub-problem, PS ← R
2: Set a very high current best objective function value, Z∗ ← +∞
3: while NS 6= ∅ do
4: Choose a sub-problem pk ∈ PS

5: Obtain the optimal solution, sk and objective function value Zk by solving pk as a linear program
6: if Zk > Z∗ then
7: Remove pk from the set of sub-problems, PS ← PS \ pk
8: else
9: if sk satisfies binary restrictions then

10: Updated current best solution and objective function: s∗ ← sk and Z∗ ← Zk

11: else
12: Choose a variable xij in pk which does not satisfy binary restrictions
13: Create two sub-problems (p1k and p2k) by adding an additional constraint which forces xij = 0 in
14: p1k and xij = 1 in p2k (i.e., p1k = pk ∪ {xij = 0} and n2k = nk ∪ {xij = 1})
15: Update the list of sub-problems, PS ← PS ∪ {p1k, p2k} \ {pk}
16: end if
17: end if
18: end while
19: return optimal solution s∗ and optimal objective function Z∗

Note: The procedure to solve the linear program (or relaxed model) is not presented here as it is well-

established. Interested readers are referred to the OR textbooks on simplex method and dual-simplex

method for detailed solution procedures.
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One-Tree Algorithm for Generating Multiple Optimal Solutions of 0-1 Integer Programs

The One-Tree algorithm is a variant of the standard B&B algorithm and aims at generating alternate

optimal solutions instead of just an optimal solution. It uses a two phase approach to generate multiple

optimal solutions. The first phase works similar to the standard B&B algorithm to obtain the optimal

solution besides storing some bounded sub-problems in a set (PStored). During the second phase, the

stored sub-problems are further explored to identify an alternative solution that results in the same

objective value obtained in Phase 1. The step by step procedure of One-Tree algorithm is illustrated in

Danna et al. (2007), and is summarized here with respect to our problem for the sake of completeness.

Algorithms 2 and 3 illustrates the first and second phase of the One-Tree algorithm, respectively.

Algorithm 2 Phase 1 of One-Tree Algorithm

1: Initialize the proposed optimization model without binary restrictions (R) as a sub-problem, PS ← R
2: Initialize the set of sub-problems stored for analysis in Phase 2 PStored ← ∅
3: Set a very high current best objective function value, Z∗ ← +∞
4: while NS 6= ∅ do
5: Choose a sub-problem pk ∈ PS

6: Obtain the optimal solution, sk and objective function value Zk by solving pk as a linear program
7: if Zk > Z∗ then
8: Remove pk from the set of sub-problems, PS ← PS \ pk
9: else

10: if sk satisfies binary restrictions then
11: Update the current best solution and objective function: s∗ ← sk and Z∗ ← Zk

12: Update the list of stored sub-problems: PStored ← PStored ∪ {pk}
13: else
14: Choose a variable xij in pk which does not satisfy binary restrictions
15: Create two sub-problems (p1k and p2k) by adding an additional constraint which forces xij = 0 in
16: p1k and xij = 1 in p2k (i.e., p1k = pk ∪ {xij = 0} and n2k = nk ∪ {xij = 1})
17: Update the list of sub-problems, PS ← PS ∪ {p1k, p2k} \ {pk}
18: end if
19: end if
20: end while
21: return optimal solution s∗ and optimal objective function Z∗
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Algorithm 3 Phase 2 of One-Tree Algorithm

1: Initialize the set of alternate optimal solutions, SAlternative ← s∗

2: while PStored 6= ∅ do
3: Choose a sub-problem pk ∈ PStored

4: Obtain the optimal solution, sk and objective function value Zk by solving pk as a linear program
5: if Zk 6= Z∗ then
6: Remove pk from the set of stored sub-problems, PStored ← PStored \ pk
7: else
8: if sk satisfies binary restrictions and sk /∈ SAlternative then
9: Update the set of alternate optimal solutions: SAlternative ← SAlternative ∪ sk

10: Update the list of stored sub-problems: PStored ← PStored ∪ {pk}
11: else
12: Choose a variable xij such that it is not fixed by the local bounds of pk
13: Create two sub-problems (p1k and p2k) by adding an additional constraint which forces xij = 0 in
14: p1k and xij = 1 in p2k (i.e., p1k = pk ∪ {xij = 0} and n2k = nk ∪ {xij = 1})
15: Update the list of stored sub-problems, PStored ← PStored ∪ {p1k, p2k} \ {pk}
16: end if
17: end if
18: end while
19: return the set of alternate optimal solutions, SAlternative
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Appendix B: Formulation of the Benchmark Model

The benchmark optimization model (Pirim et al., 2018) aims to create compact and sepa-

rated clusters using a mixed integer linear programming model. Compact clusters are obtained

by minimizing the maximum of all cluster diameters (dm), and separated clusters are formed

by minimizing the maximum number of connections a node has with the nodes in other clusters

(kom). Model parameters used include the number of nodes (N), number of clusters (C), the

minimum distance between two nodes i and j (Dij), and the adjacency of two nodes i and j

(Aij) , where Aij assumes the value of 1 if nodes i and j are connected directly else it assumes

the value of 0. The decision variables are the maximum of all cluster diameters (dm), the out

connection number of the nodes with the maximum number of connections to nodes outside

its cluster (kom) and a binary variable xil , which assumes the value of 1 if node i is assigned

to group l. Readers may see the original article for complete details of the benchmark model.

However, to ensure completeness we have summarized the benchmark model here.

Minimize
dm,kom,xil

(dm + kom) (20)

subject to:

dm ≥ Dij(xil + xjl − 1) ∀i, j, l, (i < j) (21)

C∑

l=1

xil = 1 ∀i (22)

N∑

i=1

xil ≥ 1 ∀l (23)

N∑

j=1

(
Aij × xjl

)
≥
(∑N

j=1Aij

2

)
xil ∀i, l (24)

N∑

j=1

(
Aij × xjl

)
≥
( N∑

j=1

Aij

)
xil − kom ∀i, l (25)

xil ∈ {0, 1} ∀i, l (26)
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Appendix C: Visualization of Community Partition for Selected Networks

Figure 4: Dolphin network partition by proposed model: (a) 2-community best modularity partition (b) 2-
community best Silhouette partition , (c) 3-community best modularity partition and (d)3-community best
Silhouette partition (influential node identified by proposed model denoted by bigger size)
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Figure 5: Book network partition by proposed model: (a) 2-community best modularity partition (b) 2-
community best Silhouette partition , (c) 3-community best modularity partition and (d)3-community best
Silhouette partition (influential node identified by proposed model denoted by bigger size)
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Figure 6: Human gene co-expression network partition by proposed model (influential node denoted by bigger
size)

41



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Credit Author Statement

Manuscript  title:  Community  Detection  and  Influential  Node  Identification  in  Complex 
Networks using Mathematical Programming

Authors: Sharan Srinivas and Chandrasekharan Rajendran

This  statement  is  to  acknowledge that  all  persons  who meet  authorship criteria  are  listed as 
authors, and all authors certify that they have participated sufficiently in the work to take public 
responsibility for the content, including participation in the concept, design, analysis, writing, or 
revision of the manuscript. Furthermore, each author certifies that this research work has not 
been submitted elsewhere for consideration. 

The first author, Sharan Srinivas, was responsible for the following aspects of the research 
work:
Conceptualization
Data curation
Formal analysis
Methodology
Investigation
Visualization
Original draft
Review and Editing

The second author, Chandrasekharan Rajendran, also contributed equally for the following 
aspects:
Conceptualization
Methodology
Investigation
Original draft
Review and Editing

Thank you.

Author’s Name Author’s Signature Date

Sharan Srinivas May 7, 2019

Chandrasekharan Rajendran May 7, 2019


