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a b s t r a c t 

This paper studies how to maximise the throughput for a wireless-powered relay network where an unre- 

liable direct link exists between a source node and a destination node. Our idea is to optimally combine 

time allocations (for different relay activities) and power allocations (for the relay to forward different 

frames) based on a harvest-store-consume (HSC) model. With the HSC model, the network may operate 

in a direct transmission (DT) mode or a cooperative transmission (CT) mode to transmit one frame. Ac- 

cordingly, the relay may either harvest energy from the radio-frequency signals in the direct link in DT 

mode, or harvest energy and forward information in CT mode, where the energy harvested in both modes 

is stored temporarily before it is consumed for information relaying. Moreover, in our CT mode, the re- 

lay distributes the energy to the transmissions of multiple consecutive frames by taking time-varying 

wireless channel conditions in a time period into account in order to achieve the best throughput per- 

formance. We formulate a deterministic optimization problem and a stochastic programming problem 

under the assumption of full channel state information (CSI) and causal CSI, respectively. Both problems 

optimally determine DT or CT modes for each frame transmission. In the CT mode, the problems also 

decide the time-switching (TS) ratios and the transmit power at the relay. Our formulated problems are 

intractable due to the energy distribution at the relay between multiple frames. This intractability is 

addressed by dynamic programming techniques which decompose the problems into two tractable sub- 

problems: an outer problem, and an inner problem. By solving the two subproblems, we propose the 

joint TS operation and power allocation algorithms for the two original formulated problems. The pro- 

posed algorithm for causal CSI is an online algorithm with low complexity, while the proposed algorithm 

for full CSI is offline and provides a benchmark for the online algorithm. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

Many wireless devices are energy-constrained wireless nodes.

n order to extend the lifetime of these communication devices,

tudies have investigated simultaneous wireless information and

ower transfer (SWIPT) schemes in various wireless communica-

ion scenarios [1–9] , allowing wireless devices to harvest energy

rom radio-frequency (RF) signals when they receive information.

ore specifically, in a wireless relay network with SWIPT, the re-

ay node with RF energy-harvesting (EH) capability can not only re-

eive information but also harvest energy via the RF signals emit-

ed by the source. By using the harvested energy, the relay can
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e powered to forward information the destination, extending the

ifetime of its batteries. 

.1. Related works 

Wireless-powered relaying has been studied for different wire-

ess relay networks in recent years [10–24] . However, most stud-

es have focused on a topology where a direct link between the

ource and the destination does not exist [10–22] . In practice, a di-

ect link usually exists in a wireless relay network, although such a

ink may not perform well due to obstacles etc. With the existence

f the direct link, when the source sends information to the desti-

ation directly, the relay may harvest energy from the RF signals in

he direct link. However, it is not a trivial task to make a decision

or the relay when to participate in the cooperative transmissions

etween the source and the destination. On one hand, if a small

ortion of time within a period is allocated to direct transmission,

he relay harvests a small amount of energy and the performance

https://doi.org/10.1016/j.comnet.2019.06.005
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of WPRN achieved by information relaying may be degraded in-

stead of being improved since the relay forwards information with

repetition coding strategy in two orthogonal phases of one frame

transmission. On the other hand, if a large portion of time in a pe-

riod is allocated to direct transmission, few information transmis-

sions take place via the relay link. This results in that the achieved

throughput is similar to that only achieved by direct transmission.

Therefore, by taking the direct link into account, it is more com-

plicated and challenging to implement design and analysis for the

wireless-powered relay network (WPRN). 

Related studies have been carried out on such WPRNs recently.

In [23] , the authors study the WPRN with a direct link by using a

harvest-then-forward (HTF) model, which is an energy consump-

tion model based on the popularly studied conventional time-

switching relaying (TSR) or power-splitting relaying (PSR) protocol

[10] . In the HTF model, the relay firstly employs a time-switching

(TS) or power-splitting (PS) EH receiver to harvest energy, and then

uses up all available energy for each frame transmission. In or-

der to improve the throughput performance, the work [23] opti-

mizes the TS ratios and the PS ratios for TSR-based and PSR-based

WPRNs with rateless coding technology. However, the HTF model

has two major drawbacks. Firstly, the harvested energy, only from a

portion of the RF energy emitted by sending a frame, is too limited

to gain significant performance improvement. Secondly, the relay is

restricted to use up all harvested energy for each frame transmis-

sion. In fact, if the relay-to-destination (RD) link quality is poor,

the energy can be utilized inefficiently as the transmission quality

via such a link is not acceptable anyway. 

To overcome the drawback that the amount of harvested energy

is quite small in the HTF model, the work [24] studies a WPRN

with a direct link based on an accumulate-then-forward (ATF)

model, where the relay assists in forwarding information only

when the harvested energy reaches a predefined energy thresh-

old and the destination fails to decode the information received

from the source. However, the scheme makes the relay to transmit

without considering the channel condition of the RD link, which is

similar to that in the HTF model and may cause that the harvested

energy is utilized inefficiently. 

1.2. Motivations 

To address the drawbacks of the ATF and HTF models, we in-

vestigate how to optimally utilize both direct transmission and

wireless-powered relaying for the WPRN in this paper. Our goal

is to achieve the best average throughput performance in a time

period for transmitting multiple frames. To achieve our goal, our

idea is to optimally allocate time between direct transmission and

wireless-powered relaying within a period of multiple frames by

employing a new energy consumption model, namely harvest-

store-consume (HSC) model, which is different from the ATF and

HTF models. The HSC model was first studied in [25] in a point-

to-point wireless communication system where a source node har-

vests energy from environment (e.g., solar energy) and then re-

serves the energy for better use in the future. With the HSC model,

the relay in our WPRN can store the harvested energy temporarily

when the source sends information to the destination directly, i.e.,

the WPRN can operate in a direct transmission (DT) mode. More-

over, when the source sends information to the destination via the

relay, the relay can adjust the amount of energy consumed for the

transmission of one frame according to the channel conditions of

the WPRN in a time period which includes consecutive multiple

frame transmissions, instead of using up all available energy for

each transmission. Therefore, compared with that in the ATF or

HTF model, the relay in the HSC model can harvest and consume

energy more flexibly, and thus the performance of the WPRN may

be potentially improved. 
In this paper, we assume that the relay is equipped with a

S EH receiver, since the current commercial circuits are designed

o deliver information and harvest energy separately [26] . Accord-

ngly, the WPRN can operate in DT mode or cooperative transsmis-

ion (CT) mode by enabling the relay to harvest energy or cooper-

te in information relaying in a TS fashion. We investigate how to

ointly optimize the TS operation and transmit power at the relay,

hich enables the relay to efficiently collect energy and then opti-

ally distribute the stored energy to the transmissions of different

rames, eventually helping to maximize the throughput of WPRNs. 

.3. Contributions 

In the design of joint time and power allocations for the WPRN

ith a direct link, our contributions are concluded below. 

• We derive the upper bound of the throughput performance for

a WPRN with a direct link. This bound is achieved in an offline

manner by computer evaluations, where full channel state in-

formation (CSI) are generated according to the statistical infor-

mation of the wireless channels before information transmis-

sions. Because non-causal CSI is required, it is impractical. Nev-

ertheless, it provides a benchmark for the performance which

can be achieved in the case of causal CSI. The formulated op-

timization problem is to optimally determine DT or CT mode

for the WPRN and the TS ratios at the EH receiver and transmit

power at the relay in CT mode. It is deterministic but challeng-

ing to be solved as the involved energy scheduling at the relay

is coupled over multiple frame transmissions. We employ dy-

namic programming and problem decomposition techniques to

decouple it in time to obtain two subproblems: an outer prob-

lem, and an inner problem, which can be solved by a brute

force approach and a two-level optimization approach, respec-

tively. 

• We design an online algorithm for the practical case in which

only causal CSI is available. The formulated problem, more dif-

ficult than the deterministic problem with full CSI, is a stochas-

tic program. Based on the derivation of the offline algorithm, by

using a finite-state Markov channel (FSMC) model [31] , we de-

rive a low-complexity online algorithm. This algorithm allows

our network to obtain a throughput close to the upper bound

of the offline algorithm. 

• We then use computer simulations to verify our theoretical

studies. Our evaluation suggests that the throughput achieved

by our algorithm is much higher than that based on the ATF

or HTF model. Moreover, our evaluation also observes that the

throughput can be improved significantly by efficiently ultiliz-

ing the direct link in the WPRN. 

The rest of the paper is organized as follows. Section 2 de-

cribes our WPRN with the HSC model. Section 3 designs the al-

orithm that achieves joint time switching and power allocation

ased on full CSI. Section 4 is about the algorithm achieving joint

ime switching and power allocation based on causal CSI. Simula-

ion results are shown in Section 5 . Section 6 concludes the paper.

. System model 

We consider a three-node two-hop WPRN as shown in Fig. 1 .

he source node (N1) sends information to the destination node

N3) via the EH relay (N2) that is equipped with a TS receiver. The

hree nodes are equipped with a single antenna and operate in a

alf-duplex manner. We assume that the direct link between the

ource and the destination exists but it is unreliable due to obsta-

les, which is more practical than the scenario which assumes such

 direct link does not exit. The source is powered by fixed supply,

ut the EH relay is powered by batteries. To prolong the life of the
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Fig. 1. A two-hop wireless-powered relay network with unreliable direct link. 
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atteries, the relay only consumes the energy which is harvested

rom the RF signals emitted by the source while forwarding in-

ormation to the destination. Moreover, to enable the relay to op-

rate with the HSC model, we assume that the relay is equipped

ith a rechargeable battery or a supercapacitor to store the energy

emporarily, which will be consumed later. Note that circuit power

onsumed by information decoding at the relay cannot be ignored

n practice, since the circuit power reduces the net harvested en-

rgy that can be stored in the battery for future use [26,27] . Never-

heless, to simplify the expression of transmission strategy deriva-

ion and shed light on how the direct link affects the network per-

ormance, we assume that the circuit power can be ignored, which

s also adopted in [10–24] . We will demonstrate that the develop-

ent of our transmission algorithm for the WPRN can be easily

xtended to the scenario where the circuit power is taken into ac-

ount (see Remark 1 at the end of Section 2.4 ). Meanwhile, with

he current studies on multi-antenna devices, based on [6–8] , we

elieve that the performance of wireless powered networks can be

urther improved. We will verify this insight in our future study. 

.1. HSC-based cooperative transmission 

With the HSC model, the whole process of communication in

he considered WPRN takes place on a time period basis. Each time

eriod includes the transmissions of K frames, whose indexes be-

ong to a set denoted as K � { 1 , · · · , K} , and all frame transmis-

ions are of the same duration T f . The structure of each frame can

e one of the two types as illustrated in Fig. 2 . The first type is

orresponding to the DT mode for the WPRN, where the source

irectly transmits information to the destination, while the re-

ay harvests energy from the RF signals over the direct link and

tores the energy in the rechargeable device. The second type is

orresponding to the CT mode, where one frame is divided into

hree phases. In the first phase, the source, the relay and the des-

ination perform the same operations as those in DT mode, re-
Fig. 2. Structures of frames transmitted by the DT mode and the CT mode. 
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pectively. In the second phase, the source broadcasts information,

hile both the relay and the destination receive and decode the

nformation. In the third phase, both the source and the relay co-

peratively transmit information to the destination. We denote the

atios of the three phases in frame k as λ1 ( k ), λ2 ( k ) and λ3 ( k ), re-

pectively, where k ∈ K. Let λ(k ) = { λ1 (k ) , λ2 (k ) , λ3 (k ) } and define

(k ) � 

{
λ(k ) | ∑ 3 

i =1 λi (k ) = 1 , λi (k ) ∈ [0 , 1] , i ∈ { 1 , 2 , 3 } }. Note that

ith HSC model, the relay may consume a portion of the harvested

nergy to transmit, which means that some energy can be stored

n the rechargeable device for future usage after each transmission

t the relay. 

To achieve superior throughput performance in the WPRN, we

ssume that rateless coding technique is adopted when the WPRN

perates in CT mode. That is, the source and the relay need to en-

ode the information with rateless codes before they transmit to

he destination. Moreover, similar to the related works on rateless

oding based wireless relay networks [23,28,29] , we assume that

DMA is employed. Then, in the second phase, the source trans-

it the encoded information to the relay and destination with its

ssigned spreading code, while the relay and the destination re-

pectively try decoding the information by accumulating mutual

nformation from the information stream received from the source.

hen the entropy of original information is marginally surpassed

y the collected coded bits, the original information can be suc-

essfully decoded and recovered at the relay and the destination

23,28,29] . As the WPRN operates in CT mode, the quality of the

ource-to-relay link must be better than that of the direct link such

hat the relay can successfully decode the information before the

estination, which will be proved later (see Proposition 1 ). After

he relay decodes the information, it re-encodes the information

ith a rateless code and transmits it to the destination in the third

hase. Meanwhile, the source continuously transmits information

o the destination, since CDMA is employed and the orthogonal

ransmissions between the source and the relay in the third phase

an be realized. 

Based on the received signals in the second and third phases,

he destination may decode the information with the energy-

ccumulation (EA) method or the information-accumulation (IA)

ethod [23,28,29] . For the EA-based receiving method, the source

nd the relay use the same spreading code and the same rateless

ode, while the destination employs the Rake receiver to receive

nformation based on maximal ratio combining method. For the

A-based receiving method, the source and the relay use different

preading codes and independent rateless codes, while the desti-

ation can separate the information from the source and the relay

o accumulate information. In this paper, we assume that the EA

ethod is adopted, and the results derived in this paper can be

asily extended to the WPRN where the IA method is adopted. 

We let θ ( k ) be indicator of WPRN operation mode. That is, we

et θ (k ) = 0 for the WPRN in DT mode and θ (k ) = 1 for the WPRN

n CT mode. Accordingly, the relay can determine its TS opera-

ion according to the values of θ ( k ) and λ( k ), ∀ k ∈ K. Specially,

onsider two adjacent frames, e.g., frame k and frame (k + 1) for

 ∈ K 

o � { 1 , · · · , K − 1 } . Then, the TS operation at the EH receiver

f the relay can happen as the following four cases: 

1) θ (k ) = θ (k + 1) = 0 , which means that the WPRN operates in

DT mode in both of the two adjacent frames. In this case, the

EH receiver only harvests energy, and thus TS operation does

not happen. We illustrate this case in Fig. 3 (a). 

2) θ (k ) = 0 and θ (k + 1) = 1 , which means that the WPRN oper-

ates in DT mode and CT mode in frame k and frame (k + 1) ,

respectively. In this case, the EH receiver switches its operation

at the end of the first and second phases in frame (k + 1) based

on the value of λ(k + 1) . We illustrate this case in Fig. 3 (b). 
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Fig. 3. TS operation in two adjacent frames at the EH receiver of the relay for dif- 

ferent θ ( k ) and θ (k + 1) (IR: information reception; IT: information transmission). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Structure of the HSC-based relay. 
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3) θ (k ) = 1 and θ (k + 1) = 0 , which means that the WPRN oper-

ates in CT mode and DT mode in frame k and frame (k + 1) ,

respectively. In this case, the EH receiver switches its operation

at the end of the three phases in frame k based on the value of

λ( k ). We illustrate this case in Fig. 3 (c). 

4) θ (k ) = θ (k + 1) = 1 , which means that the WPRN operates in

CT mode in both of the two adjacent frames. In this case, the

EH receiver switches its operation at the end of each phase in

both of the two adjacent frames based on the values of λ( k )

and λ(k + 1) . We illustrate this case in Fig. 3 (d). 

To enable the HSC-based cooperative transmission, the struc-

ture of the relay node is illustrated in Fig. 4 . According to Fig. 4 ,

there are two switches, i.e., S 1 and S 2 , to implement the TS oper-

ations between EH and information process at the relay, which is

determined by the output of the TS decision unit, i.e., O 1 and O 2 .

When the relay harvests energy, S 1 switches to the EH branch and

S 2 is opened, which results in that the havested energy is stored in

the battery. When the relay receives and forwards information, S 1 
switches to the transceiver branch and S 2 is closed. Meanwhile, the

TS operations between information receiving and information for-

warding are determined by the output O 3 of the TS decision unit,

i.e., the values of λ2 ( k ) and λ2 ( k ) when the relay operates in CT

mode in frame k . 

2.2. Channel model 

We assume that the channels in the WPRN are quasi-static fad-

ing. That is, the channel coefficients remain constant in the du-
ation of one frame, but are i.i.d. for different frames. For frame

 , denote the channel coefficient of the link between the source

nd the relay as a 1 ( k ), denote the channel coefficient of the link

etween the relay and the destination as a 2 ( k ), and denote the

hannel coefficient of the link between the source and the des-

ination as a 3 ( k ). The corresponding channel gain is expressed as

 i (k ) = | a i (k ) | 2 , where i ∈ {1, 2, 3}. Denote the received additive

hite Guassian noise (AWGN) power at the relay and the destina-

ion as σ 2 
2 
(k ) and σ 2 

3 
(k ) , respectively. Then, the normalized chan-

el gain of g 1 ( k ) is expressed as G 1 (k ) = 

g 1 (k ) 

σ 2 
2 
(k ) 

, and the normalized

hannel gains of g 2 ( k ) and g 3 ( k ) are expressed as G 2 (k ) = 

g 2 (k ) 

σ 2 
3 
(k ) 

and

 3 (k ) = 

g 3 (k ) 

σ 2 
3 
(k ) 

, respectively. 

In this paper, we consider two scenarios for the knowledge

f CSI at the transmitters. Firstly, we consider an ideal scenario,

here the transmitters have the knowledge of full CSI of K frames

t the beginning of the first frame transmission in a period, which

ndicates that non-causal CSI is available. Then, we consider a prac-

ical scenario, where the transmitters have only the knowledge of

urrent CSI before transmission, which indicates that only causal

SI is available. Moreover, for the second scenario, we assume that

he statistics, i.e., probability density functions (pdfs), of the chan-

els in the WPRN have been known. 

.3. Definition of throughput for the WPRN 

In the considered WPRN, we assume that the source trans-

its with constant power, i.e., P 1 , for all frames. Then, we can

btain the achievable end-to-end data rate for the WPRN in DT

ode as R DT (k ) = R 3 (k ) = log ( 1 + P 1 G 3 (k ) ) . Moreover, we can ob-

ain the achievable data rate from the source to the relay as

 1 (k ) = log ( 1 + P 1 G 1 (k ) ) . Denote the transmit power of the relay

n frame k as p 2 ( k ). Then, as the EA method is adopted, the achiev-

ble data rate in the cooperative transmission from the source and

he relay to the destination can be expressed as 

 c (k ) = log ( 1 + P 1 G 3 (k ) + p 2 (k ) G 2 (k ) ) . (1)

urthermore, for CT mode, we can obtain the data rate which can

e achieved in the WPRN in frame k as [29] 

 CT (k ) = min { λ2 (k ) R 1 (k ) , [ λ1 (k ) + λ2 (k ) ] R 3 (k ) + λ3 (k ) R c (k ) } . 
(2)
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hen, we can express the average throughput over one period,

hich includes K consecutive frame transmissions, for the WPRN

s 

 = 

1 

K 

K ∑ 

k =1 

[ (1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) ] . (3) 

.4. Energy scheduling constraint at the relay 

With the HSC model, we can schedule the energy consumption

cross multiple frames at the relay when the WPRN operates in CT

ode. Denote the energy utilization efficiency as η ∈ (0, 1). Then,

hen the WPRN operates in DT mode in frame k , the amount of

arvested energy is calculated as E DT (k ) = ηT f P 1 g 1 (k ) . When the

PRN operates in CT mode in frame k , the relay harvests energy

n the first phase, and the amount of harvested energy is calcu-

ated as E CT (k ) = ηλ1 (k ) T f P 1 g 1 (k ) . Thus, in frame k , the amount of

vailable energy can be calculated as [29] 

(k ) = (1 − θ (k )) E DT (k ) + θ (k ) E CT (k ) 

= V (k ) [ ( 1 − θ (k ) ) + θ (k ) λ1 (k ) ] , (4) 

here V (k ) = ηT f P 1 g 1 (k ) . 

Denote the time instant just before frame k as k −. Furthermore,

t time instant k −, denote the amount of available energy at the

echargeable device as B ( k ) ≥ 0, which can be measured at the re-

ay. Then, the energy scheduling constraint at the relay in frame k

an be written as [29] 

k 
 

t=1 

T f θ (t) λ3 (t) p 2 (t) ≤ min 

{ 

B (1) + 

k ∑ 

t=1 

E(t) , B max 

} 

, ∀ k ∈ K, 

(5) 

here B max is the maximum allowable stored energy in the

echargeable device at the relay. 

emark 1. As mentioned previously, we ignore the circuit power

t the relay in this paper. When the circuit power is taken into

ccount, the energy available for information relaying decreases,

hich causes the achievable end-to-end data rate of CT mode de-

reases, and the WPRN may opt to operate in DT mode in more

rames within one time period. To obtain the corresponding trans-

ission strategy, we just need to modify the energy scheduling

onstraint in (5) as 

k ∑ 

t=1 

T f θ (t) [ λ3 (t) p 2 (t) + P c ] 

≤ min 

{ 

B (1) + 

k ∑ 

t=1 

E(t) , B max 

} 

, ∀ k ∈ K, (6) 

here the constant P c is the circuit power consumption at the

elay when the WPRN operates in CT mode. Since only a con-

tant is appended in the constraint, it can be easily verified

hat the derivation of the optimization algorithms presented in

ections 3 and 4 can be extended to the scenario where the cir-

uit power is taken into account. 

. Offline joint TS operation and power allocation algorithm 

In this section, we assume that the full CSI of K frames over one

eriod has been known before transmission. Although it is an ideal

cenario, the derived offline joint TS operation and power alloca-

ion algorithm can provide a benchmark for the practical scenario

here only causal CSI is known. 
.1. Problem formulation 

In this paper, we aim at maximizing the average throughput,

hich is defined in (3) , by optimizing the TS operation and power

llocation over one period. We denote the variables to be opti-

ized as �(k ) = { θ (k ) ∈ { 0 , 1 } , p 2 (k ) ≥ 0 , λ(k ) ∈ �(k ) } . As the full

SI of K frames in one period has been known, we can formulate

he optimization problem as 

max 
(k ) , ∀ k ∈K 

K ∑ 

k =1 

[ (1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) ] (7a) 

 . t . (5) . (7b) 

The energy scheduling constraint (7b) in problem (7) is non-

onvex due to the product term in the left side. Moreover, problem

7) is coupled over K frames. Thus, problem (7) is hard to solve

irectly. To make it tractable, we denote a vector of length k as

 

k = [ X (1) , · · · , X (k )] in general, e.g., the energy of the recharge-

ble device at the relay from frame 1 to frame k is expressed as

 

k = [ B (1) , · · · , B (k )] . Then, at frame (k + 1) −, the stored energy is

pdated in general as 

 (k + 1) = f (B 

k , p k 2 , λ
k ) . (8) 

hen, we can also rewrite the energy scheduling constraint

7b) as 

 f θ (k ) λ3 (k ) p 2 (k ) ≤ min { B (k ) + E(k ) − B (k + 1) , B max } (9) 

or k ∈ K 

o and 

 f θ (K) λ3 (K) p 2 (K) ≤ min { B (K) + E(K) , B max } . (10) 

e obtain (10) because the relay will use up all the available en-

rgy to transmit when the WPRN operates in CT mode. 

Note that B ( k ) ( k ∈ K) can be measured at the relay before the

ransmission of frame k , while B (k + 1) ( k ∈ K 

o ) is a variable to be

etermined since p 2 ( k ) needs to be optimized. Moreover, according

o (9) , we have 

 (k ) + E(k ) − B (k + 1) ≥ 0 , (11) 

therwise the constraint in (9) cannot be satisfied. Thus, we ob-

ain 

 (k + 1) ≤ B (k ) + E(k ) 
(a ) ≤ B (k ) + V (k ) , (12) 

here (a) holds because we can obtain E ( k ) ≤ V ( k ) according to (4) .

Thus, we let �′ (k ) = �(k ) 
⋃ 

B (k + 1) , for k ∈ K 

o . Then, accord-

ng to Bellman equation [32] , we can transform problem (7) into

he following equations which can equivalently obtain the optimal

olutions, 

 

∗( B (k ) , k ) = max 
�′ (k ) 

(1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) 

+ F ∗( B (k + 1) , (k + 1) ) , ∀ k ∈ K 

o , 

s . t . (9) , (13) 

 

∗( B (K ) , K ) = max 
�(K) 

(1 − θ (K )) R DT (K ) + θ (K ) R CT (K ) s . t . (10) . 

(14) 

o obtain the optimal value of problem (7) by the above equa-

ions, we need to solve these equations recursively by using the

ackward induction method [32] . That is, start from the last

q. (14) and work backward until the first equation in (13) for

 = 1 . Then, the obtained F ∗( B (1), 1) is the same as the optimal

alue in problem (7) . 

To solve the equations in (13) and (14) , we first derive the deci-

ion criteria of optimal network operation mode, i.e., θ ( k ) ( k ∈ K),

nd then obtain the solutions of the other optimized variables in
′ ( k ) ( k ∈ K 

o ) and �( K ). 



70 G. Huang and W. Tu / Computer Networks 160 (2019) 65–76 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B  

p

 

n  

t  

p  

i  

p  

�

A  

T  

f

λ
 

 

B  

1  

b  

O  

r

L

λ  

i  

i

P

 

t

P  

t  

s

T  

P

 

p

 

T

A  

w  

}
, 

i

 

p  

s

λ  

A

 

o  

s  

t  

A

 

o  

a  

w

3.2. Decision criteria of network operation mode 

Recall that the relay performs EH when the WPRN operates in

DT mode. Thus, given the energy state B ( k ) at time instant k −, the

energy state at time instant (k + 1) − can be calculated as B (k +
1) = B (k ) + V (k ) . Note that B (k + 1) ∈ B. Thus, B (k + 1) should be

obtained as the optimal solution, i.e., x ∗, to the problem such as

follows, 

min 

x ∈B 
B (k ) + V (k ) − x, s . t . B(k) + V(k) − x ≥ 0 . (15)

We denote ˜ B (k ) = x ∗. Furthermore, define �̄(k ) = �(k ) \ θ (k )

and �̄′ (k ) = �′ (k ) \ θ (k ) . Then, the WPRN can determine its opti-

mal operation mode as stated in the following proposition. 

Proposition 1. If g 3 ( k ) ≥ g 1 ( k ), the optimal operation mode of the

WPRN in frame k ( k ∈ K) is θ ∗(k ) = 0 . Otherwise, θ ∗( k ) ( k ∈ K) is

determined by 

θ ∗(k ) = 

{
0 , F ∗D (B (k ) , k ) ≥ F ∗C (B (k ) , k ) 
1 , otherwise 

(16)

in which F ∗D (B (K ) , K ) = R DT (K) , F ∗D (B (k ) , k ) = R DT (k ) +
F ∗

(
˜ B (k + 1) , (k + 1) 

)
, 

F ∗C (B (K ) , K ) = max 
�̄(K) 

R CT (K) (17a)

s . t . T f λ3 (K) p 2 (K) ≤ B (K) + λ1 (K ) V (K ) (17b)

and 

F ∗C (B (k ) , k ) = max 
�̄′ (k ) 

R CT (k ) + F ∗( B (k + 1) , (k + 1) ) , ∀ k ∈ K 

o , (18a)

s . t . T f λ3 (k ) p 2 (k ) ≤ B (k ) + λ1 (k ) V (k ) − B (k + 1) . (18b)

Proof. See Appendix A . �

To determine the network operation mode by Proposition 1 , we

need to solve problem (17) and problem (18) . Note that if we solve

problem (18) , we can also solve problem (17) by using the same

approach. Thus, we only focus on solving problem (18) in the fol-

lowing subsection, which corresponds to the resource allocations

in CT mode. 

3.3. Resource allocations in CT mode 

Problem (18) is still not easy to solve because the variable

B (k + 1) is continuous, which makes the number of possible so-

lutions is infinite, and the problem is coupled with two frames,

i.e., frame k and frame (k + 1) . To make it tractable, as in [30] ,

we adopt a discrete model for the energy states of the recharge-

able device. That is, the number of energy states is finite, which

is denoted as (L + 1) , and the set of energy states can be de-

fined as B � 

{
0 , B max 

L , 2 B max 
L , · · · , B max 

}
. Then, B (k + 1) should sat-

isfy B (k + 1) ∈ B and the inequality (12) . Thus, we can obtain a

feasible set of B (k + 1) , which is defined as ̂ B . 

Based on the discrete energy state model, we can decompose

problem (18) into two subproblems, namely an inner problem and

an outer problem. The inner problem is obtained by fixing B (k +
1) ∈ 

̂ B in problem (18) , i.e., 

Q 

∗(B (k + 1)) = max 
�̄(k ) 

R CT (k ) s . t . (18b) , (19)

while the outer problem is to obtain the optimal B ∗(k + 1) , i.e., 

F ∗CT (B (k ) , k ) = max 
B (k +1) ∈ ̂  B 

Q 

∗(B (k + 1)) + F ∗( B (k + 1) , (k + 1) ) . (20)

We can obtain the optimal value of problem (18) by two steps.

The first step is to obtain Q 

∗(B (k + 1)) by solving problem (19) for

all B (k + 1) ’s, and the second step is to search for the optimal
 

∗(k + 1) in 

̂ B by solving problem (20) with the brute force ap-

roach. 

However, because the energy scheduling constraint (18b) is

on-convex, problem (19) is non-convex. Thus, it is still not easy

o solve problem (19) directly. To tackle this problem, we pro-

ose to solve it by a two-level optimization approach, namely an

nner-lever problem and an outer-level problem. The inner-level

roblem is to fix λ1 ( k ) and search for the optimal ˜ �∗(k ) , where˜ (k ) = �̄(k ) \ λ1 (k ) , to the following optimization problem 

 

∗( λ1 (k ) ) = max ˜ �(k ) 
R CT (k ) s . t . (18b) . (21)

he outer-level problem is to search for the optimal λ∗
1 (k ) to the

ollowing optimization problem 

max 
1 (k ) ∈ [0 , 1] 

A 

∗(λ1 (k )) . (22)

Note that the right-hand side of (18b) (denoted as W (k ) =
 (k ) + λ1 (k ) V (k ) − B (k + 1) ) may be negative for some given B (k +
) ∈ B 

′ and λ1 ( k ) ∈ [0, 1]. In this case, problem (21) has no feasi-

le solution and we let the optimal value of (21) as A 

∗( λ1 (k ) ) = 0 .

therwise, we have the following lemma for the achievable data

ates in the two phases of one frame transmission in CT mode. 

emma 1. Given λ1 ( k ) ∈ [0, 1], the following inequality 

2 (k ) R 1 (k ) ≥ [ λ1 (k ) + λ2 (k ) ] R 3 (k ) + λ3 (k ) R c (k ) (23)

s satisfied when the solution to problem (21) is achieved at optimal-

ty. 

roof. See Appendix B . �

According to Lemma 1 , we can establish the following proposi-

ion. 

roposition 2. Given λ1 ( k ) ∈ [0, 1] and suppose that W ( k ) ≥ 0 . When

he solution to problem (21) is achieved at optimality, the energy

cheduling constraint (18b) is active. That is, 

 f λ3 (k ) p 2 (k ) = W (k ) . (24)

roof. See Appendix C . �

According to (24) in Proposition 2 , we can obtain the optimal

 2 ( k ) as 

p 2 (k ) = 

[
W (k ) 

T f λ3 (k ) 

]+ 
. (25)

hen, we can rewrite problem (21) as 

 

∗(λ1 (k )) = max 
λ3 (k ) ∈ [0 , 1] 

R 

′ 
CT (k ) , (26)

here R ′ CT (k ) = min 

{
λ2 (k ) R 1 (k ) , [ λ1 (k ) + λ2 (k ) ] R 3 (k ) + λ3 (k ) R ′ c (k )

n which R ′ c (k ) = λ3 (k ) log 

(
1 + P 1 G 3 (k ) + 

[ 
W (k ) 

T f λ3 (k ) 

] + 
G 2 (k ) 

)
. 

It can be proved that R ′ 
CT 

(k ) is concave in λ3 ( k ). Therefore,

roblem (26) can be solved by the means of the golden section

earch technique. Given λ1 ( k ) and according to λ2 (k ) = 1 − λ1 (k ) −
3 (k ) , the involved algorithm to solve problem (26) is illustrated in

lgorithm 1 . 

Note that A 

∗( λ1 ( k )) is concave. Therefore, after achieving the

ptimal value of (26) , we can also employ the golden section

earch technique to solve problem (22) . As a result, we illus-

rate the involved algorithm to solve the inner problem (19) in

lgorithm 2 . 

In summary, as the knowledge of full CSI is available, we can

btain the joint TS operation and power allocation algorithm to

chieve the maximum throughput in the WPRN as Algorithm 3 ,

here the input is B (1) and g ( k ), ∀ i ∈ {1, 2, 3}, ∀ k ∈ K. 
i 
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Algorithm 1 Algorithm to Solve Problem (26) . 

1: Initialization: Set tolerance ε > 0 , λmin 
3 = 0 , λmax 

3 
= 1 , λU 

3 
= 

λmax 
3 

and λL 
3 

= λmin 
3 

. 

2: while λU 
3 

− λL 
3 

> ε do 

3: λU 
3 

= λmin 
3 + (λmax 

3 
− λmin 

3 ) ∗ 0 . 618 , 

4: λL 
3 

= λmax 
3 

+ λmin 
3 

− λU 
3 

, 

5: Use λ3 (k ) = λU 
3 

and λ3 (k ) = λL 
3 to calculate R ′ CT (k ) to obtain 

R ′ 
CT , U 

(k ) and R ′ 
CT , L 

(k ) , respectively, 

6: if R ′ CT , U (k ) > R ′ CT , L (k ) then 

7: λmin 
3 

= λL 
3 
, 

8: else 

9: λmax 
3 

= λU 
3 

. 

10: end if 

11: end while 

12: Calculate λ∗
3 (k ) = (λU 

3 
+ λL 

3 ) / 2 and λ∗
2 (k ) = 1 − λ1 (k ) − λ∗

3 (k ) , 

calculate p ∗2 (k ) according to (25) and obtain A 

∗(λ1 (k )) . 

Algorithm 2 Algorithm to Solve the Inner Problem (19) . 

1: Initialization: Set tolerance ε > 0 , λmin 
1 = 0 , λmax 

1 
= 1 , λU 

1 
= 

λmax 
1 

and λL 
1 = λmin 

1 . 

2: while λU 
1 

− λL 
1 

> ε do 

3: λU 
1 

= λmin 
1 

+ (λmax 
1 

− λmin 
1 

) ∗ 0 . 618 , 

4: λL 
1 

= λmax 
1 

+ λmin 
1 

− λU 
1 

, 

5: Use λ1 (k ) = λU 
1 

to calculate W (k ) (denoted as W U (k ) ), and 

use λ1 (k ) = λL 
1 

to calculate W (k ) (denoted as W L (k ) ). 

6: if W U (k ) < 0 then 

7: A 

∗
U (λ1 (k )) = 0 . 

8: else 

9: Employ Algorithm 1 to obtain A 

∗(λ1 (k )) (denoted as 

A 

∗
U (λ1 (k )) ) with λ1 (k ) = λU 

1 
. 

10: end if 

11: if W L (k ) < 0 then 

12: A 

∗
L 
(λ1 (k )) = 0 . 

13: else 

14: Employ Algorithm 1 to obtain A 

∗(λ1 (k )) (denoted as 

A 

∗
L 
(λ1 (k )) ) with λ1 (k ) = λL 

1 
. 

15: end if 

16: if A 

∗
U 
(λ1 (k )) > A 

∗
L 
(λ1 (k )) then 

17: λmin 
1 

= λL 
1 
. 

18: else 

19: λmax 
1 

= λU 
1 

. 

20: end if 

21: end while 

22: Obtain λ∗
1 (k ) = (λU 

1 
+ λL 

1 ) / 2 . 
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Algorithm 3 Algorithm to Achieve the Maximum Throughput in 

the WPRN with Full CSI. 

1: Set l = 0 . 

2: while l ≤ L do 

3: Calculate B (K) = l B max 
L and F ∗

D 
(B (K ) , K ) = R DT (K) . 

4: if g 3 (K) ≥ g 1 (K) then 

5: Set θ ∗(K) = 0 . 

6: else 

7: Obtain F ∗
C 
(B (K ) , K ) and �̄∗(K ) by solving problem (17), 

8: Obtain θ ∗(K) according to (16). 

9: end if 

10: if θ ∗(K) = 0 then 

11: Let F ∗( B (K ) , K ) = F ∗
D 
(B (K ) , K ) and �∗(K ) = { θ ∗(K) } . 

12: else 

13: Let F ∗( B (K ) , K ) = F ∗
C 
(B (K ) , K ) and derive �∗(K ) from 

�̄∗(K) . 

14: end if 

15: Record �∗(K) | B (K) = �∗(K) and set l = l + 1 . 

16: end while 

17: Set k = K and l = 0 . 

18: while k ≥ 1 do 

19: k = k − 1 . 

20: while l ≤ L do 

21: Calculate B (k ) = l B max 
L and F ∗

D 
(B (k ) , k ) = R DT (k ) . 

22: if g 3 (k ) ≥ g 1 (k ) then 

23: Set θ ∗(k ) = 0 . 

24: else 

25: Obtain F ∗C (B (k ) , k ) and �̄∗(k ) by solving problem (18), 

26: Obtain θ ∗(k ) according to (16). 

27: end if 

28: if θ ∗(k ) = 0 then 

29: Let F ∗( B (k ) , k ) = F ∗
D 
(B (k ) , k ) and �∗(k ) = { θ ∗(k ) } . 

30: else 

31: Let F ∗( B (k ) , k ) = F ∗C (B (k ) , k ) and derive �∗(k ) from 

�̄∗(k ) . 

32: end if 

33: Record �∗(k ) | B (k ) = �∗(k ) and set l = l + 1 . 

34: end while 

35: end while 

36: Deduce the throughput based on �∗(1) | B (1) . 
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As mentioned previously, we cannot achieve the performance

y Algorithm 3 in practice, because it requires full CSI, which is

on-causal, over one time period before transmission. Neverthe-

ess, we provide a theoretical upper bound on performance of the

roposed practical strategy which requires only causal CSI, which

ill be derived in the next section. 

. Online joint TS operation and power allocation algorithm 

In the previous section, we have derived the offline joint TS

peration and power allocation algorithm by assuming that the

nowledge of full CSI is available, which can achieve an upper

ound of the throughput performance in the WPRN. However, in

ractice, a transmitter cannot know the CSI in subsequent frames

efore it transmits in some frame. That is, the transmitter has

nly the causal knowledge of the CSI. Therefore, in this section,

e investigate the online joint TS operation and power allocation
lgorithm when the CSI is known causally. Moreover, to utilize

he wireless channel variations to improve the throughput perfor-

ance, we also assume that the pdfs of the channels in the WPRN

ave been known at the transmitters. To obtain the algorithm, we

rst formulate the involved problem as a stochastic optimization

roblem. Then, we adopt a FSMC model [31] to transform the for-

ulated problem into a deterministic form, where an online al-

orithm with low computational complexity is derived to achieve

uperior throughput performance in the WPRN. 

.1. Problem formulation 

To formulate the throughput maximization problem when only

ausal CSI is available, we denote the CSI in the WPRN in frame

 as g(k ) = { g 1 (k ) , g 2 (k ) , g 3 (k ) } . Moreover, considering the energy

tate, i.e., B ( k ), we define the state of the WPRN in frame k as

 (k ) = { g(k ) , B (k ) } . Then, because the CSI in subsequent frames is

andom and cannot be known in advance, the average throughput

ver a period expressed in (3) should be modified as 

¯
 = E 

{ 

1 

K 

K ∑ 

k =1 

[ (1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) ] | D (1) 

} 

, (27) 
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where the expectation E {·} is performed over all g ( k )’s in a pe-

riod. Thus, we can modify the throughput maximization problem

in (7) as 

max 
�(k ) , ∀ k ∈K 

E 

{ 

K ∑ 

k =1 

[ (1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) ] | D (1) 

} 

(28a)

s . t . (5) . (28b)

Recall that the energy scheduling constraint (5) can be rewrit-

ten as (9) and (10) . Thus, similar to that in Section 3.1 , we can

transform problem (28) into the following equations 

F ∗( D (k ) , k ) = max 
�′ (k ) 

(1 − θ (k )) R DT (k ) + θ (k ) R CT (k ) 

+ F̄ ∗( D (k + 1) , (k + 1) ) , ∀ k ∈ K 

o , 

s . t . (9) , (29)

F ∗( D (K ) , K ) = max 
�(K) 

(1 − θ (K )) R DT (K ) + θ (K ) R CT (K ) s . t . (10) , 

(30)

where 

F̄ ∗( D (k + 1) , (k + 1) ) = E g(k +1) [ F 
∗( D (k + 1) , (k + 1) ) ] . (31)

4.2. Problem transformation with the FSMC model 

Although the statistics of g(k + 1) is known, it is not easy to

obtain F̄ ∗( D (k + 1) , (k + 1) ) in (34) . Therefore, the equations in

(29) and (30) are more difficult to solve than those in (13) and

(14) . Thus, in the follows, we adopt a FSMC model to transform

these equations into deterministic forms, which can make the in-

volved problems tractable. 

The FSMC models have been widely used for modeling wire-

less flat-fading channels in a variety of applications since the mid

1990s, which are versatile, and with suitable choices of model pa-

rameters, can capture the essence of time-varying fading chan-

nels [31] . By employing the FSMC models, the continuous chan-

nel gain can be quantized with a finite number of values, where

each value is named as a state. There have been many meth-

ods to quantize the channel gains into a finite number of states

[31] . Specially, we adopt the equal probable steady state method

[31] in this paper, where the steady-state probabilities for all

obtained FSMC states are equal. Suppose that the channel gain

g ( k ) is quantized into N states, which are included in a discrete

set χ(k ) = { g 1 (k ) , g 2 (k ) , · · · , g N (k ) } , and denote the state of g ( k )

as ξ(k ) = { ξ1 (k ) , ξ2 (k ) , ξ3 (k ) } , where ξ( k ) ∈ χ ( k ). Furthermore, let
˜ D (k ) = { ξ(k ) , B (k ) } . Then, we can rewrite the equations in (29) and

(30) as 

F ∗
(

˜ D (k ) , k 
)

= max 
�′ (k ) 

(1 − θ (k )) ̃  R DT (k ) + θ (k ) ̃  R CT (k ) 

+ F̄ ∗
(

˜ D (k + 1) , (k + 1) 
)
, ∀ k ∈ K 

o , 

s . t . T f θ (k) λ3 (k)p 2 (k) ≤ min 

{
B(k) + ̃

 E (k) −B(k + 1) , B max 

}
, (32)

F ∗
(

˜ D (K ) , K 

)
= max 

�(K) 
(1 − θ (K )) ̃  R DT (K ) + θ (K ) ̃  R CT (K ) 

s . t . T f θ (K) λ3 (K)p 2 (K) ≤ min 

{
B(K) + ̃

 E (K) , B max 

}
, (33)

where ˜ R DT (k ) , ˜ R CT (k ) and 

˜ E (k ) can be obtained by replacing g ( k )

with ξ( k ) in R DT ( k ), R CT ( k ) and E ( k ), respectively. 

As the equal probable steady state method is employed,

we obtain p 
(
ξ(k + 1) 

)
= 

1 
N 3 

. Note that F̄ ∗
(

˜ D (k + 1) , (k + 1) 
)

=∑ 

ξ(k +1) 

[
p 
(
ξ(k + 1) 

)
F ∗

(
˜ D (k + 1) , (k + 1) 

)]
. Thus, we have 

F̄ ∗
(

˜ D (k + 1) , (k + 1) 
)

= 

1 

N 

3 

∑ 

ξ(k +1) 

[
F ∗

(
˜ D (k + 1) , (k + 1) 

)]
. (34)
As F̄ ∗
(

˜ D (k + 1) , (k + 1) 
)

has been derived, we can solve the

quations in (32) and (33) by the same approach that we have de-

ived to solve the equations in (13) and (14) . 

.3. Joint time switching and power allocation algorithm with causal 

SI 

As the equations in (32) and (33) can be solved, we can obtain

he joint TS operation and power allocation strategy for a given

tate ˜ D (k ) , ∀ k ∈ K. Note that for ˜ D (k ) , the number of possible

alues can be N 

3 × (L + 1) . Furthermore, for S = { ̃  D (1) , · · · , ˜ D (K) }
ver one period, the number of possible values can be K × N 

3 ×
(L + 1) . Therefore, we can establish a look-up table which has

 × N 

3 × (L + 1) entries, where an entry corresponds to a state
˜ 
 (k ) . In the entry corresponding to ˜ D (k ) ( k ∈ K 

o ), we record the

ptimal { θ ∗(k ) , B ∗(k + 1) } . In the entry corresponding to ˜ D (K) , we

ecord { θ ∗( K )}. We illustrate the procedure to obtain the optimal

etwork operation mode θ ∗( k ) and energy state B ∗(k + 1) for each

tate ˜ D (k ) in Algorithm 4 . Note that when θ ∗(k ) = 0 and k ∈ K 

o ,

e set B ∗(k + 1) = NULL in the record because the relay only har-

ests energy and does not need to know the energy state B ∗(k + 1)

hen the WPRN operates in DT mode. 

lgorithm 4 The Procedure to Obtain the Optimal Network Oper-

tion Mode and Energy State under the FSMC Model. 

1: Set l = 0 . 

2: while l ≤ L do 

3: Calculate B (K) = l B max 
L and F ∗D (B (K ) , K ) = R DT (K) . 

4: for all possible channel state ξ(K) do 

5: Solve equation (33) according to step 4–14 in Algorithm

3. 

6: Record { θ ∗(K) } in the entry corresponding to ˜ D (K) . 

7: end for 

8: Calculate F̄ ∗
(

˜ D (K ) , K 

)
accor ding to (34). 

9: Set l = l + 1 . 

10: end while 

11: Set k = K and l = 0 . 

12: while k ≥ 1 do 

13: k = k − 1 . 

14: while l ≤ L do 

15: Calculate B (k ) = l B max 
L and F ∗D (B (k ) , k ) = R DT (k ) . 

16: for all possible channel state ξ(k ) , do 

17: Solve equation (32) according to step 22–32 in Algo-

rithm 3. 

18: Record { θ ∗(k ) , B ∗(k + 1) } in the entry corresponding to
˜ D (k ) . 

19: end for 

0: if k > 1 then 

21: Calculate F̄ ∗
(

˜ D (k ) , k 
)

according to (34). 

2: end if 

3: Set l = l + 1 . 

24: end while 

5: end while 

Note that we can establish the look-up table offline before

ransmission. After the establishment of the look-up table, we can

mplement joint TS operation and power allocation online for the

PRN. We present the involved procedure in Algorithm 5 . In this

lgorithm, the input includes the look-up table and the network

tate D (k ) = { g(k ) , B (k ) } . Therefore, Algorithm 5 is based on causal

SI, and thus it is a practical algorithm. 

In step 6 of Algorithm 5 , we solve problem (19) to obtain the

oint TS operation and power allocation strategy. This is because

he inner problem of problem (29) is the same as (19) . 
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Algorithm 5 Online Joint Time Switching and Power Allocation 

Algorithm. 

1: Map the CSI g(k ) to ξ(k ) to obtain 

˜ D (k ) . 

2: Search for the entry corresponding to ˜ D (k ) , and read θ ∗(k ) 

from the located entry. 

3: if θ ∗(k ) = 0 then 

4: The source sends information directly to the destination and 

the relay harvests energy from the RF signals. 

5: else 

6: Read B ∗(k + 1) from the located entry, 

7: Let B (k + 1) = B ∗(k + 1) and solve problem (19) to achieve 

the optimal �̄∗(k ) , 

8: The source and the relay cooperatively send information to 

the destination based on the optimal �̄∗(k ) . 

9: end if 
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.4. Complexity analysis 

The computational complexity of Algorithm 5 is mainly from

olving problem (19) , which is implemented by Algorithm 2 . In

lgorithm 2 , the computational complexity is from implement-

ng the two-layer golden section search technique. For the golden

ection search technique, we denote the computational com-

lexity as X . Thus, the computational complexity to implement

wo-layer golden section search is O{ X 2 } , which indicates that

lgorithm 5 has low computational complexity. 

Note that the offline algorithm, i.e., Algorithm 3 , has

igher computational complexity than the online algorithm, i.e.,

lgorithm 5 . This is because the computational complexity of

lgorithm 3 is mainly caused by solving problem (17) for (L + 1)

iscrete energy states and problem (18) for (L + 1) discrete energy

tates over (K − 1) consecutive frames. To solve problem (17) or

18) , Algorithm 2 is required to be executed. Thus, the compu-

ational complexity of Algorithm 3 is O{ (L + 1) KX 2 } . Neverthe-

ess, Algorithm 3 can be implemented offline by a general-purpose

omputer, which has higher computational capacity than the wire-

ess nodes in the WPRN, thus the higher computational complexity

an be easily tackled in practice. 

. Simulation results 

We evaluate the performance of our proposed scheme by com-

uter simulations in this section. We assume that the time-varying

.i.d. AWGN channel has zero mean and unit variance. The source-
Fig. 5. The average throughput achieved by differen
o-destination distance is d 3 = 10 m, the source-to-relay distance is

 1 = ρd 3 (0 < ρ < 1) and the relay-to-destination distance is d 2 =
 3 − d 1 . We assume that the channel between the source and the

elay and the channel between the relay and the destination fol-

ow the line-of-sight propagation, thus we set the power path-

oss exponents as η = 2 . Meanwhile, we assume that there are ob-

tacles between the source and the destination, thus we set the

ower path-loss exponent as η = 4 . As in [26] , we adopt a path-

oss model which is expressed as η( 10 + 10 log 10 d i ) , where i ∈ {1,

, 3}. We set the power of AWGN as σ 2 
2 

= σ 2 
3 

= 2 × 10 −9 W, the

nergy utilization efficiency as τ = 0 . 8 , B (1) = 0 , the number of

rames in one period as K = 10 and the duration of one frame as

 f = 10 μs. Moreover, we set the number of energy states as L = 20

nd let B max = 2 E h = 2 τP 1 ̄g 1 , where ḡ 1 is the mean of g 1 . In the

ollows, we refer to the proposed scheme as the practical scheme

hich is implemented by Algorithm 5 . 

To show the superior performance achieved by our proposed

cheme, we compare the throughput achieved by our proposed

cheme with that achieved by the existing schemes in Figs. 5 and

 . In Fig. 5 , we set P 1 = 20 dBm and show the achieved through-

ut when the relay location varies. Meanwhile, in Fig. 6 , we set

= 0 . 5 and show the achieved throughput when the transmit

ower of the source, i.e., P 1 , varies. From both the two figures, it

an be seen that our proposed scheme outperforms the conven-

ional TSR-based HTF scheme, the direction transmission scheme

nd the ATF scheme. Moreover, it can be seen that the gap be-

ween the throughput achieved by the proposed practical scheme

nd its upper bound, which is achieved by Algorithm 3 , is very

mall. Furthermore, to reveal the advantages of enabling the re-

ay to harvest energy in CT mode, we illustrate the throughput

chieved by a simple scheme without EH in CT mode, where we

x λ1 (k ) = 0 while solving problem (19) , which indicates that the

elay harvests energy only when the WPRN operates in DT mode.

t can be seen from Figs. 5 and 6 that our proposed scheme out-

erforms the proposed simple scheme, which indicates that the

hroughput performance can be further improved when the relay

s enabled to harvest energy in CT mode. 

In Fig. 7 , we show the impact of the number of frames, i.e.,

 , in one period on the throughput performance in our proposed

cheme., where ρ = 0 . 5 and P 1 = 20 dBm. From Fig. 7 , it can be

ound that the achieved throughput can be improved as K in-

reases. The reason is that more wireless channel variations can be

tilized as K becomes larger. Specially, it can be found in Fig. 7 that

he achieved throughput increases distinctly when K is small and

ecomes steady when K is large. Note that larger K results in

ore entries in the look-up table, which indicates that higher
t schemes when the relay locates differently. 
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Fig. 6. The average throughput achieved by different schemes when the transmit power of the source varies. 

Fig. 7. Average throughput achieved by our proposed scheme with different K values. 

Fig. 8. The impact of the direct link on the throughput performance. 
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computational complexity is required for the establishment of the

look-up table. Therefore, K should be set as a medium value when

implementing the proposed scheme in practice, which is the rea-

son why we set K = 10 in the other simulations in this paper. 

Fig. 8 shows the achieved throughput by varying the path loss

exponent of the direct link when implementing Algorithm 5 . To

verify the impact of the direct link on throughput performance,
e also illustrate the achieved throughput where the direct link

s ignored and the throughput achieved by direct transmission in

ig. 8 . From Fig. 8 , it can be found that the throughput can be sig-

ificantly improved by considering the direct link, especially when

he path loss exponent, i.e., η, of the direct link varies from 2 to

. Meanwhile, it can be found that the deployment of EH relay

an increase the throughput since the throughput achieved by the
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Fig. 9. Average throughput achieved by our proposed scheme with different B max values and L values. 
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roposed scheme with direct link is higher than that achieved by

irect transmission, especially when the path loss exponent of the

irect link varies from 3 to 5. 

According to the analysis in previous sections, we have quan-

ized the energy state of the rechargeable device into discrete val-

es with the step length 

B max 
L in our proposed scheme. Clearly, the

maller the step length and the larger B max are, the more accurate

or higher) the throughput can be achieved. Therefore, to evaluate

he impact of the values of B max and L on the performance in our

roposed scheme, we show the throughput by setting B max and L

ith different values in Fig. 9 . From Fig. 9 , it can be found that

hen B max = 2 E h , the throughput achieved by setting L = 20 is al-

ost the same as that achieved by setting L = 100 . Moreover, it

an be found in Fig. 9 that although the throughput can be im-

roved by increasing B max from 2 E h to 10 E h and setting L = 100 ,

he achieved throughput gains are small. Note that as the num-

er of energy states increases, the computational complexity of

he establishment of the look-up table increases. Therefore, we set

 max = 2 E h and L = 20 in the previous simulations. 

. Conclusions 

In this paper, we investigated the WPRN with a direct link in or-

er to improve the throughput performance by the joint optimiza-

ion of time switching and power allocation for multiple frames.

y considering the DT and CT network operation modes and the

SC energy consumption model, we formulated the problems to

aximize throughput for both the cases of full CSI and causal

SI. First, we used dynamic programming and problem decompo-

ition techniques to derive an algorithm when solving the problem

or the case of full CSI. This provided a benchmark of achievable

hroughput under the HSC model. Motivated by the derivation of

he results for the case of full CSI and by using the FSMC chan-

el model, we then solved the problem for the case of causal CSI

nd proposed an online and low-complexity algorithm to achieve

oint time switching and power allocation. Our simulation results

erified our scheme achieved the better performance in terms of

hroughput over a period of time which was for transmissions of

onsecutive multiple frames. 

Note that although this paper focuses on a WPRN with a single

eply (as those in [10–24] ), the results may provide insights into

he design of more complex WPRNs. When multiple relays exist,

e can further enhance the network performance by jointly opti-

izing the power allocations at the relays while the relays operate

n CT mode, which is a more complicated problem. Therefore, the
esign of optimization scheme for the multi-relay WPRN is an in-

eresting future work 
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ppendix A. Proof of Proposition 1 

Proposition 1 consists of two parts. The first part is for the case

f g 3 ( k ) ≥ g 1 ( k ), and the second part is for the case of g 3 ( k ) < g 1 ( k ).

ince F ∗
D 
(B (k ) , k ) and F ∗

C 
(B (k ) , k ) can be obtained by substituting

(k ) = 0 and θ (k ) = 1 into Eqs. (13) and (14) , respectively, the

econd part can be easily verified by comparing the values of

 

∗
D 
(B (k ) , k ) and F ∗

C 
(B (k ) , k ) , where k ∈ K. Therefore, we focus on

he proof of the first part in the follows. 

According to (14) , we have F ∗(B (K ) , K ) = F ∗
D 
(B (K ) , K ) when

(K) = 0 and F ∗(B (K ) , K ) = F ∗
C 
(B (K ) , K ) when θ (K ) = 1 . Mean-

hile, according to (13) , we have F ∗(B (k ) , k ) = F ∗D (B (k ) , k ) when

(k ) = 0 and F ∗(B (k ) , k ) = F ∗
C 
(B (k ) , k ) when θ (k ) = 1 , where k ∈

 

o . 

When g 3 ( k ) ≥ g 1 ( k ), according to the expression of R CT ( k ) in (2) ,

e obtain R DT ( K ) ≥ R CT ( K ) for any �̄(K) and R DT ( k ) ≥ R CT ( k ) for any
¯ ′ (k ) . Since R DT ( K ) ≥ R CT ( K ) for any �̄(K) , we have F ∗

D 
(B (K ) , K ) >

 

∗
C 
(B (K ) , K ) . Thus, the optimal θ ∗( K ) to problem (30) is θ ∗(K) = 0 . 

Let’s consider the case of k ∈ K 

o . According to (15) , we obtain
˜ 
 (k + 1) ≥ B (k + 1) when k ∈ K 

o . Meanwhile, the F ∗( ·) function in

qs. (13) and (14) increases monotonically with B ( k ). Therefore,

e can obtain F ∗
(

˜ B (k + 1) , (k + 1) 
)

≥ F ∗( B (k + 1) , (k + 1) ) when

 ∈ K 

o . Moreover, when g 3 ( k ) ≥ g 1 ( k ), since R DT ( k ) ≥ R CT ( k ) for any
¯ ′ (k ) , we can obtain that F ∗

D 
(B (k ) , k ) > F ∗

C 
(B (k ) , k ) , which results

n that θ ∗(k ) = 0 . To this end, the proof of Proposition 1 is com-

leted. 

https://doi.org/10.13039/501100001809
https://doi.org/10.13039/501100003453
https://doi.org/10.13039/501100012245
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Appendix B. Proof of Lemma 1 

We prove this lemma by reductio ad absurdum. Suppose that at

optimality we have 

λ2 (k ) R 1 (k ) < [ λ1 (k ) + λ2 (k ) ] R 3 (k ) + λ3 (k ) R c (k ) . (35)

In this case, we can decrease λ3 ( k ) such that the inequality in

(35) and the constraint in problem (21) , i.e., (18b) are still satisfied.

As we decrease λ3 ( k ), we can increase the value of λ1 (k ) + λ2 (k ) .

Since λ1 ( k ) is given, the left hand side of (35) , i.e., λ2 ( k ) R 1 ( k ),

increases. As a result, the objective function in problem (21) in-

creases. This contradicts our initial assumption that the achieved

solution is at optimality. 

Appendix C. Proof of Proposition 2 

We prove this proposition by reductio ad absurdum. Suppose

that at optimality we have T f λ3 ( k ) p 2 ( k ) < W ( k ). Then, we can in-

crease p 2 ( k ) such that T f λ3 (k ) p 2 (k ) = W (k ) . As a result, the left-

hand side (23) , i.e., λ2 ( k ) R 1 ( k ), does not decrease, and the right-

hand side, i.e., [ λ1 (k ) + λ2 (k ) ] R 3 (k ) + λ3 (k ) R c (k ) , increases. From

Lemma 1 , we obtain that at optimality the right-hand side of

(23) determines the optimal value of the objective function in (21) .

Therefore, the optimal value of problem (21) increases. This con-

tradicts our initial assumption that the achieved solution is at op-

timality. 
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