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ABSTRACT Security issues of large-scale local area network are becoming more prominent and the
anomaly detection for the network traffic is the key means to solve this problem. On the other hand, it is a
challenge to extract effective and accurate traffic features for anomaly detection. In order to resolve this
challenge, multi-types of network flow features are designed and analyzed in the present study. These
features include sequence packet features, general statistical features and environmental features, which
can profile the characteristics of network flows accurately. Moreover, a method based on the hybrid neural
network is proposed to detect anomaly by analyzing these features. One-dimensional convolutional network
is implemented to analyze the sequence features in the hybrid neural network, while deep neural networks are
utilized to learn the characteristics of high-dimension feature vectors including general statistical features and
environmental features. The method can make comprehensive analysis for network anomaly detection. Two
datasets of ISCX-IDS-2012 and CIC-IDS-2017 are carried out to evaluate the performance of the proposed
method and other similar algorithms. The present study shows that the comprehensive performances of the
proposed method are better than that for others algorithms. It is concluded that the proposed method can be
applied for the anomaly detection applications with reasonable performance.

INDEX TERMS Anomaly detection, hybrid neural network, network flow feature.

I. INTRODUCTION
Access security of the Large-scale Local Area Network
(LLAN) is currently a network security issue that needs
urgent attention [1].With the advent and development of
network systems, most military and government institutions
have built large-scale local area networks to enhance the cor-
responding office convenience. Studies show that the LLAN
is a widely adopted network organization mode. Meanwhile,
important LLANs store a large amount of private and sensi-
tive information so that they are frequently faced with mali-
cious acts of malefactors [2]. Therefore, security issues of
local area networks are of significant importance and they
have become increasingly prominent.
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Network anomaly detection is the main means of main-
taining the network security [3]. Based on specific charac-
teristics of the network traffic, a wide variety of anomaly
detection methods and models has been developed. Different
assumptions, including the sequential characteristics of the
network traffic [4], statistical characteristics of the traffic [5]
and the overall environmental distribution of the traffic [6],
are made in this regard. However, almost all of these models
only analyze the network traffic from a single characteristic.
In fact, these methods only analyze one of the traffic charac-
teristics among the sequence, statistics and the environmental
properties of the network. On the other hand, the network
traffic has different characteristics from different perspectives
so that it is impossible to fully describe the characteristics of
the network traffic [7].

Aiming at solving these challenges, the present study is
focused on the design and analysis of features of multi-types.
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FIGURE 1. Deployment of the anomaly detection system.

One-dimensional Convolution Neural Network (1D-CNN)
and the Deep Neural Network (DNN) are combined in these
regards. It is intended to propose a new Anomaly Detection
method for network flows based on the Hybrid neural net-
work comprised of the 1D-CNN and the DNN (AD-H1CD).
Fig.1 shows that the proposed method deploys the anomaly
detection system at the access gateway of the LLAN to
detect abnormal network flows during the communication
between internal and external networks. The system contains
4 parts, including the traffic capture, flow mapping, feature
extraction and the analysis part which is based on the neural
network. AD-H1CD extracts sequence packet features of the
single flow, general statistical features of the single flow and
environmental features of flows, which represents the traf-
fic characteristics of the sequence, statistics and the overall
environmental distribution, respectively. The hybrid network
based on 1D-CNN and DNN can analyze these characteris-
tics. In summary, the main contributions of the present study
are as follows:
(1) The three dimensions of sequential, statistical and

environmental characteristics of the network flow are
innovatively proposed, which provides a more com-
prehensive and detailed portrayal of the network flow.
Moreover, three feature sets are designed, which con-
tain some new features and extraction methods.

(2) A new hybrid neural network comprised of the
1D-CNN and DNN schemes is presented, which can
effectively analyze three dimensions of sequential, sta-
tistical and environmental characteristics of network
flows for the anomaly detection.

(3) A scheme of the flow-sliding window is put forward to
improve the extraction of environmental features of the
flow.

(4) The performance of the proposed method is evaluated
on two datasets in order to show its effectiveness and
superiority.

The present study is organized as the following:
Section 2 is dedicated to review related works of the traffic
anomaly detection, while analyzing the model construction
of the hybrid neural network and the sub-parts are presented
in section 3. Moreover, the architecture of the proposed
AD-H1CDmodel and the formulation of multi-types network
flows features are described in section 4. Section 5 contains
the experimental part, including the parameter selection for

the AD-H1CD model, verifying the proposed model and
comparison with similar methods based on two published
datasets (ISCX-IDS-2012 and CIC-IDS-2017).

II. RELATED WORK
The existing popular anomaly detection models can be
classified into three types, including the general probability
statistical model, general machine learning model and the
neural network model. Compared to general machine learn-
ing models, the neural network model can achieve the deep
learning. In other words, the neural network model can cap-
ture much more deep characteristics of the traffic. Although
the neural network is regarded as one of machine learning
methods, the neural network model is actually different from
the conventional machine learning models that can only learn
shallow features [3]. It should be indicated that the model
selection usually determines the feature type.

The general probability statistical model is usually applied
to analyze features of the environmental distribution of the
network traffic. This model is applied in the feature of traffic
matrix [8] and the feature of multi-flows [9]. Furthermore,
the distribution feature of packets is the most used feature
of the general probability statistical model. Researches in
this area include the decomposition and analysis of the
anomaly matrix based on the Principal Component Analy-
sis (PCA) [10], anomaly analysis based on the probability
hypothesis, histogram-based analysis [11], flooding attack
detection based on the feature entropy [12] and the anomaly
analysis based on the counting statistical information of
packets [13]. Moreover, some researches applied the general
probability statistical model to analyze the sequence charac-
teristics of the traffic [14]. However, this model is rarely used
for such applications. Studies showed that entropy-based
methods have limited effectiveness on the general probability
statistical model so that employing only the entropy distri-
bution feature cannot always be useful for the appropriate
anomaly detection [15]. Ringberg et al. [16] analyzed the
inevitable difficulty of the PCA in the anomaly detection and
expressed the complexity of confirming the dimensions of the
normal subspace.

The general machine learning method is usually applied
to analyze the spatial or temporal feature of packets, such
as bytes or time series. Several methods have been pro-
posed so far based on the general machine learning method.
More specifically, anomaly detection methods for packet
sequences based on the Markov chain [17], cluster [18],
decision tree [19], Bayesian Markov chain [20] and based on
the Support Vector Machine (SVM) [21] can be mentioned
in this regards. Moreover, researches developed different
detection schemes based on spatio-temporal flow features,
including the anomaly detection based on K-Nearest Neigh-
bor (KNN) [22] and the anomaly detection based on the
SVM [23], to investigate the sequential characteristics of the
traffic.

Since the neural network can learn high-dimension fea-
tures, many researchers have used it to detect network
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anomalies and achieved reasonable results. For this type of
model, general statistical features of the single flow are often
used. Radford et al. [24] utilized Netflow data to analyze the
flow feature vector based on the recurrent neural network.
Hguyen et al. [25] investigated differences between the out-
put vector from the auto-encoder neural network and the ini-
tial flow vector to find out the anomaly. Moore and Vann [26]
implemented the 2D-CNN to learn hardware data in network
facilities and detect possible anomaly. Other methods such
as the auto-encoder neural network [27], Long and Short
Time Memory network (LSTM) [28] and the CNN [29] are
also used to detect the anomaly through encoding the traffic.
Furthermore, some researches have been carried out based on
the environmental feature of multi-flows [30], which applied
the DNN to learn the characteristics of the network flow.

Recently, application of the hybrid neural network for
the anomaly detection has attracted many researchers.
Wang et al. [31] converted flow packets into a picture
and learned the characteristic of packet bytes based on the
2D-CNN, while learning the characteristic of the packet
sequence based on the LSTM so that they simultane-
ously learned two characteristics of spacing and timing.
Zeng et al. [32] applied the hybrid neural network comprised
of the 1D-CNN, LSTM and the Stacked Auto-Encoder (SAE)
to study traffic features and select the best feature vectors
as the label result. However, these hybrid neural networks
only analyze the characteristics of packet bytes sequence so
that advantages of the hybrid structures are not employed
appropriately. The key to modeling traffic anomaly detection
is to select the model that adapts the traffic characteristics and
choose the appropriate traffic feature set. Unlike conventional
methods, the proposed method makes the comprehensive
analysis for the network flow to perform the anomaly detec-
tion more accurately. Compared with the existing methods
that only capture the single-type features, the proposed hybrid
neural network can study multi-type characteristics of the
sequence, statistics and the environment. It is expected that
application of the hybrid neural network can result in more
reasonable and more effective detections.

III. NETWORK FLOW ANOMALY DETECTION METHOD
The proposed detectionmethod for the network flow anomaly
combines the analysis of sequential, statistical and environ-
mental characteristics, which can remarkably improve the
anomaly detection. This section introduces the proposed
method and analyzes it from different aspects, including the
overall framework, flowmapping, various feature extractions
and neural network construction. These feature designs are
conducted based on some common features. The specific
feature set will be described in the next section.

A. FRAMEWORK
1D-CNN and DNN methods are combined in the present
study to propose the AD-H1CD method, which is a network
flow anomaly detection method based on the hybrid neural
network. The AD-H1CD algorithm maps the data packets to

the network flow, updates sequence packet features of each
flow in real time and periodically calculates the environmen-
tal features of flows. When a flow is ended, the AD-H1CD
calculates general statistical features of the flow and gener-
ates three types of features to the hybrid network to analyze
whether the flow is an abnormal flow or not. Fig.2 illustrates
that the AD-H1CD scheme is mainly divided into 5 modules
as the following:
(1) Flowmapping and processing: themain function of this

module is to form a flow ID for the traffic packet, map
it to the corresponding network flow and periodically
detect whether there is a timeout flow or not.

(2) Sequence Packets Features (SPF) of the single flow
processing: this module extracts m-dimension packet
features of first n packets of the network flow in
real time and forms the corresponding tensor with the
appropriate dimension (n, m).

(3) General Statistical Features (GSF) of the single flow
processing: a general feature vector of the flow is
obtained in this module through performing a statistical
analysis.

(4) Environmental Features (ENF) of the flow processing:
this module periodically calculates environment of the
flow distribution based on information of active flows
in the flow-sliding window and generates the environ-
mental features of ended flows.

(5) Hybrid neural network construction: This module is
proposed to analyze flows, where 1D-CNN and DNN
are applied for the analysis of multi-type features of
network flows to determine the flow anomaly.

B. FLOWS MAPPING AND PROCESSING
The network flow mapping mechanism extracts flow ele-
ments for each packet and forms a flow ID, which it uniquely
identifies a certain flow and it is used to map packets to
corresponding flows. Fig.3 shows schematic network flow
mapping, where the solid line indicates the time length that
the flow actually experiences, while the packet at the solid
arrow indicates that the last packet is mapped to the flow.
Moreover, the dotted line shows the time length that the flow
may still run. The length is limited and the longest length is
the timeout period set in the timeout detection. It should be
indicated that in the present study, the timeout period is set
to 60 seconds. Therefore, when the dashed arrow does not
reach the current moment on the time axis, it is inferred that
the stream has timed out.

Network flows mapped by this method are mainly divided
into TCP/UDP flows and ICMP flows. These three protocol
network flows can basically cover the anomaly situations that
occur in large LANs. Specific definitions of the network flow
are as follows:
Definition 1 (Network Flow): A bidirectional sequence of

packets from a pair of IP entities interacting on the same IP
layer protocol over the same network in a certain period of
time, which mainly consists of TCP/UDP and ICMP flows.
Furthermore, the flow ID is applied to identify a certain flow.
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FIGURE 2. Schematic framework of the AD-H1CD.

FIGURE 3. Network flows mapping.

Definition 2 (TCP/UDP Network Flow): The network
flows with transport layer protocol of TCP/UDP, and the flow
is identified by a quintuple, flowId<sIP, dIP, sPort, dPort,
TCP/UDP>.

Definition 3 (ICMP Network Flow): Network flows with
transport ICMP layer protocol and the flow is identified by
the triplet, flowId<sIP, dIP, ICMP>.

Algorithm 1 shows that the network flowmapping and pro-
cessing are mainly divided into three parallel sub-algorithms
and two shared pools.

The first loop is used to capture network packets in real
time, extract flow IDs for new packets and map them to the
corresponding flows. If the flow is a new flow, it is added
to the first shared pool entitled by the aliveFlows, where
aliveFlows is employed to store network flows that are still
alive. Then the Sequence Packet Feature (SPF) of the flow is
updated.

The second loop is used to periodically calculate Environ-
mental Feature (ENF) of flows based on flow sliding window
information through aliveFlows and is added to the second
shared pool ENFs.
The third loop is used to detect whether the network

flow has ended or not. For the terminated network flow,
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Algorithm 1 Flow Mapping and Processing
Output: predicting result of ended flows

1. aliveFlows← []
2. ENFs← []
3. while(pac, ts←capturePackets()): // capture packets of
TCP, UDP and ICMP
4. flow←flowMap(getFlowId(pac), ts); //flow mapping
5. if flow is a new flow:
6. aliveFlows.add(flow)
7. end if
8. flow←SPFUpdate(pac)
9. End while
10. while():// parallel processing for ENF calculation
11. ENF←getSWValue(aliveFlows, ts)
12. ENFs.add(ENF)
13. End while
14. while(): // parallel processing for ended flows
15. for flow in aliveFlows:

if flow is finished:
16. SPF←flow.SPF
17. GSF←calculateGSF(flow)
18. ENF←getENF(ENFs,flow)
19. prediction←NNModel(flow, SPF,GSF,ENF)
20. output(prediction)
21. aliveFlows.remove(flow)
22. end if
23. end for
24. End while

the algorithm calculates General Statistical Features (GSF)
of the flow based on the SPF and searches the ENF corre-
sponding to the flow from the shared pool ENFs. Finally,
three types of eigenvalues of the ending flow are generated
to the neural network model, and the prediction result of the
flow is obtained.

C. EXTRACTION OF SEQUENCE PACKET FEATURE
A network flow has obvious characteristics of sequence
and consists of successively arriving packets. Based on this
premise, the present study intends to analyze network flows
through sequence packet features of a single flow, to obtain
laws of network flows.

Definition 4 (Sequence Packet Features (SPF) of the single
flow): Extracting the 7-dimensional packet features from the
first n packets of a network flow, and sequentially connecting
packet feature vectors into a two-dimensional tensor, which
is called the SPF. It should be indicated that the SPF of Flowi
is recorded as SPF i, while the mth feature of the nth sequence
packet of Flowi is recorded as SPFi.S

(n)
m .

Fig.4 indicates that when a packet arrives, the correspond-
ing packet feature (S1, S2, . . . , Sm) is updated to the SPF of
the flow. When the flow ends, the feature vectors formed by
first n packets are sequentially connected to form the SPF.

FIGURE 4. Extraction processing of the SPF.

It should be indicated that the selection of n is of significant
importance and the optimum value is discussed in section 5.

Table 1 shows that each vector in the SPF is a 7-dimension
vector. The features of S1, S4 and S5 are presented in the
present study, while features of the others are common fea-
tures in prior studies [11], [14]. It should be noted that the
packet direction represents the packet direction with respect
to the forward direction of the flow. The direction of the first
packet of the flow is used as the forward direction. By only
analyzing the header field and statistical features, the con-
tent payloads of packets are prevented from being parsed,
which bypasses the difficulty of the anomaly detection for
the encrypted traffic.

D. EXTRACTION OF GENERAL STATISTICAL FEATURES
The AD-H1CD model extracts general statistical features of
a single flow and further analyzes flows from the perspective
of integrity and improves the portrayal of the single flow.
Definition 5 is the definition of General Statistical Features
of a single flow (GSF).

Definition 5 (General Statistical Features of single
flow, GSF). GSF is the general statistical features of a single
flow, which is calculated based on the first n packets of
the flow, with the dimension of 38. The GSF of Flowi is
recorded as GSF i
The set of GSF mainly includes the transport layer proto-

col type, the total number of packets of the flow and some
statistical features of first n packets of the flow from the
perspectives of the whole, forward, and backward. Statisti-
cal features mainly include number of packets, packet ratio,
packet velocity, byte velocity, and time interval of packets
and the number of IP bytes in four dimensions of maximum,
minimum, mean and standard deviation. Table 2 shows that
functions of min(), max(), mean() and std() are to obtain the
minimum,maximum, average and standard deviation value of
the array, respectively. The features of G3-G8 are presented
in the present study, while features of the others are common
features in prior studies [33]. It should be noted that the
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TABLE 1. Sequence packets features of single flow (SPF).

G2 feature is the total number of packets of the flow, while
calculations of G3-G38 are based on first n packets of the
flow.

E. EXTRACTION OF THE ENVIRONMENTAL FEATURE
Anomaly behavior is often composed of multi-flows associ-
ations and independent analysis of the single-flow is difficult
to fully grasp traffic patterns of the network traffic. Therefore,
the present study extracts environmental features of flows
based on flow sliding window in order to improve the profile
of network flows.

1) FLOW SLIDING WINDOW
The basic principle of the flow sliding window of the
AD-H1CD is as follows. The right limit of the window is
the current time. The AD-H1CD periodically calculates envi-
ronmental features of flows (for example, every 0.1s), and
a flow is linked to the corresponding window by the arrival
time of its last packet, thereby corresponding environmental
features are obtained. Fig.5 shows that the environmental fea-
ture ENF i is calculated based on a sliding window centering
on the arrival time of the last packet of Flowi and extending
forward and backward by a value of α.

The calculation of environmental features based on the
information of active flows in the flow sliding window is
based on the assumption that active flows can represent
the environment of flows distribution. Fig. 5 illustrates that
active flows are flows whose packets exist in the sliding
window. Moreover, the flow sliding window length param-
eter α is a tunable parameter that is explored in subsequent
experiments.

FIGURE 5. Active flows in flow sliding window.

2) DESIGN OF THE ENVIRONMENTAL FEATURE SET
The purpose of computing the environmental features is to
analyze the current network flows distribution. On the one
hand, it is helpful to analyze the emergence of flooding
attacks. On the other hand, it can be combined with single-
flow analysis to makemore accurate detection for single-flow
anomalies. The definition is as follows.
Definition 6 (Environmental Features of Flows, ENF): A

12-dimension environmental feature vector calculated from
the distribution of active flows in the flow sliding window,
which is corresponding to the flow based on statistical prin-
ciples such as entropy. The ENF of flowi is recorded as ENF i.

Table 3 shows the design of the environmental feature set.
It is divided into three parts. The first part is the E1 feature,
which describes the total number of active flows. The second
part are the IP pair related features, including the number
of IP pairs, maximum number of flows for an IP pair, ratio
of the maximum number of flows for an IP pair and the
entropy of the number of flows for IP pairs. The third part
are features for the distribution of different transport layer
protocol flows, including the number of different flows, ratio
of the three types of protocol flows and the distributed entropy
of the number of these three types flows. The function for
E2 calculation in table 3, set(), is to find the largest sub-
set of elements without repetition. Furthermore, E3-E5 and
E12 features are proposed in the present study, while others
are common features [6].

F. NEURAL NETWORK MODEL
The present study intends to construct a hybrid network
based on 1D-CNN and DNN in order to learn the sequential,
statistical and environmental characteristics of flows and the
correlation between them to detect anomaly of the network
flow.

1) HYBRID NEURAL NETWORK BASED ON 1D-CNN
AND DNN
Based on dual characteristics of anomaly network flow with
single-flow characteristics and environmental characteris-
tics such as distributed attacks, the present study designs a
hybrid neural network to meet the requirement of multi-types
features analysis for flows anomaly detection. It analyzes
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TABLE 2. General statistical features of single flow (GSF).

VOLUME 7, 2019 148369



C. Ma et al.: Analysis of Multi-Types of Flow Features Based on Hybrid Neural Network

TABLE 2. (Continued.) General statistical features of single flow (GSF).

TABLE 3. Environmental features of flows (ENF).

sequential characteristics and general statistical character-
istics of the single network flow based on 1D-CNN and
DNN. Moreover, it analyzes the environmental distribution

characteristics of flows based on the DNN. Fig.6 shows that
the hybrid neural network proposed in the present study
consists of five parts:
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FIGURE 6. Hybrid neural network model based on 1D-CNN and DNN.

(1) The first part is a 1D-CNN. Characteristics of the
packet sequence of a single flow are analyzed from the
perspective of sequence by inputting packet sequence
features of a single flow.

(2) The second part is a DNN that analyzes characteristics
of a single flow from overall statistics viewpoint by
inputting general statistical features of a single flow.

(3) The third part is a DNN, which analyzes current flow
distribution characteristics by inputting environmental
features of flows.

(4) The fourth part is a connection layer and a shallow neu-
ral network. The sequential and the statistical feature
vectors outputted from the first two parts are concate-
nated and output to a shallow neural network, which
comprehensively characterize single-flow characteris-
tics from the perspective of sequential and statistical
characteristics.

(5) The fifth part is also a connection layer and a shal-
low neural network. The single-flow integrated vector
and the environmental characteristic vector outputted
separately from the third and fourth parts are

concatenated and output to a shallow neural network.
It analyzes whether the flow is an abnormal flow or not
from the perspective of single-flow characteristics and
multi-flows distribution characteristics and outputs a
prediction vector.

2) 1D-CNN
One-dimensional convolutional network (1D-CNN) has the
advantage of being able to quickly learn sequential charac-
teristics of data, which is composed of convolutional layers,
pooling layers, and a global pooling layer.

The convolution operations in the CNN are based on dis-
crete data. Fig.7 indicates that the convolution operation starts
from one end of the input data to the other end, slides the
fixed length per step sequentially and extracts a sequence of
consecutive fixed lengths. By doing a dot product operation
with a convolution kernel of the same size, the CNN obtains
a new value, which is the eigenvalue of the corresponding
position on the new sequence.

The role of the pooling layer is to downsample the feature
sequence obtained by the convolution operation. In order to
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FIGURE 7. The processing of the 1D-CNN.

compress the feature sequence, the convolution kernel can be
processed to a wider range of data faster. The hybrid neural
network proposed in this study uses the maximum pooling
layer. The principle is that the maximum value in the same
depth in the pooled window is taken as the characteristic
output of the depth.

Different from the general pooling layer, the global pooling
layer flattens the high-dimension vector to the 1st dimen-
sion after compressing features. It means to convert a two-
dimension tensor with size (n,m) to a vector with size (n×m)
for subsequent network operations.

3) DNN
Deep neural network (DNN) can analyze the correlation
between high-dimensional features of data, which consists of
an input layer, an output layer and a number of hidden layers.
The adjacent layers are connected by a full connection.

Fig.8 shows that neurons between adjacent layers of DNN
are connected in a fully connected form. Where, x =
(x1, x2, x3)T is the input. Moreover, yl and y

(i)
l indicate the

output vector of the layer l and the output vector of the ith

neuron in the layer l, respectively. Moreover, ul, u
(i)
l ,Wl and

bl indicate the input vector of the layer l, the input vector
of the ith neuron in the layer l, the connection weight from
the layer l-1 to the layer l and the connection offset from
the layer l-1 to the layer l. The calculations are as shown in
Eqs. (1) and (2).{

u(j)l =
∑

i∈Li w
(ji)
l y(i)l−1 + b

(j)
l , l ≥ 2

y(j)l = fl(u
(j)
l ), l ≥ 2

(1)

yl = fl(ul) = fl(Wlyl−1 + bl) (2)

FIGURE 8. The construction of DNN.

where, w(ji)
l indicates the weight of the ith neuron on the layer

l-1 to the jth neuron on the layer l, which is the element of the
jth row and the ith column ofWl . Moreover, b(j)l represents the
offset of the jth neuron of layer l, which is the jth element of
bl .fl (·) is the activation function of layer l.

4) DATA NORMALIZATION
Data normalization is often implemented in neural networks.
After normalization, the mean value of new data is 0 and
the standard deviation is 1, which makes the data distribution
more concentrated and helps the gradient descent method to
train network parameters more quickly. In Eq. (3), xi and x ′i
represent the ith dimension feature of original data and the
ith dimension feature after data normalization, respectively.
Moreover, µ(x) and σ (x) represent the mean of original
data and the standard deviation of original data, respectively.
It should be indicated that the AD-H1CD performs data
normalization for GSF and ENF.

x ′i =
xi − µ(x)
σ (x)

(3)

IV. EXPERIMENTS AND EVALUATION
This sectionmainly analyzes performances of the AD-H1CD,
including the evaluation of AD-H1CD parameters and ver-
ifying the effectiveness of the AD-H1CD hybrid structure.
Moreover, it is intended to compare performances of different
algorithms with that of the proposed method.

A. NEURAL NETWORK SETTING OF THE AD-H1CD
Table 4 shows hyper-parameter settings of the AD-H1CD
scheme. First and second parameters of the Conv1D layer
(One-dimension Convolution layer) indicate the depth of the
convolution kernel and the size of the convolution window
with the default value of one, respectively. Moreover, param-
eters of the MaxPool1D layer (one-dimension max pooling
layer) and the dense layer represent the window size and the
number of neurons, respectively.

Table 4 indicates that layers 1.1-1.7, 2.1-2.4 and 3.1-3.3 are
used for processing the SPF, GSF and the ENF, respec-
tively.Moreover, layers 4.1-4.4 are used for concatenating the
learning vectors of SPF and GSF. Finally, layers 5.1-5.5 are
utilized for concatenating the flow vector and the ENF vector,
and generating the result vector.

The AD-H1CD scheme has two output modes, including
binary classification and multi-classification. Item 5.5a of
Table 4 indicates that the number of neurons of the output
layer for the binary classification is one, and the activa-
tion function is sigmoid. On the other hand, item 5.5b of
Table 4 indicates that the number of neurons of the output
layer for the multi-class classification is the number of flow
classes and the activation function is softmax.

In addition to the output layer, the activation function of the
layers is set to Rectified Linear Unit (ReLU). The network is
optimized by Root Mean Square Prop (RMSprop) with the
batch size of 512.The binary cross entropy is used as the
loss function for the binary classification, while categorical
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TABLE 4. Hyperparameters setting of the hybrid neural network of
AD-H1CD.

cross entropy is used for the multi-classification. Moreover,
it should be indicated that the optimization evaluation in the
training process is accuracy.

B. EXPERIMENTAL SETTING
Two datasets of ISCX-IDS-2012[34] and CIC-IDS-2017[35]
are utilized for experiments evaluation in the present study.
The number of abnormal flows in these two datasets is much
less than that of normal flows. When the two divide the
training set and the test set in the same proportion, the per-
formance of the trained model decrease, which originates
from the class imbalance. Therefore, the training set of the
normal and abnormal flows is divided in the present study in
accordance with the actual distribution of datasets. Because
the training number of both flows should be similar and the
number of abnormal flows used for training should account
for 80% of all abnormal flows in the dataset. The ratio of
training and test data for normal flows is 0.05:0.95 for the
ISCX-IDS-2012 dataset, while it is 0.1:0.9 for the CIC-IDS-
2017 dataset. Moreover, the ratio of training and test data for
abnormal flows is 8:2. Table 5 and 6 illustrate data partition
for abovementioned datasets.

In experiments of parameter and effectiveness evaluation
for the hybrid structure, only the training data is used for
training and verification. The test data is only used for the
final performance test and comparison with other algorithms.
Furthermore, for the evaluation of parameters and hybrid
structure, 10-fold cross-validation is used to ensure reliable
results.

TABLE 5. Data partition for ISCX-IDS-2012 dataset (The number in parentheses is the number of flows).

TABLE 6. Data partition for CIC-IDS-2017 dataset (The number in parentheses is the number of flows).
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The device used in this experiment is MSI (GT63),
which has 6 CPUs and each CPU is Intel(R) Core(TM) i7-
8750H@2.2GHz, with the memory size of 16GB. The GPU
is NVDIA GeForce GTX 1070. Keras is used to build the
hybrid neural network.

C. EVALUATION METRIC
Four metrics of Loss, overall accuracy (OA-ACC), detection
rate (DR) and false alarm rate (FAR) are used to evaluate
the proposed method in experiments. Since the AD-H1CD
scheme can achieve two-class or fine-grained multi-class
anomaly detection, this study uses a unified formal descrip-
tion to express these four indicators, as shown in Eqs. (4)-(7).
The cross-entropy calculation, which can be used as the loss
function, is expressed in the form below:

Loss=−
1
N
·

{∑N
j=1

∑K
i=1 (z

(i)
j lny

(i)
j ), K > 2∑N

j=1 [zjlnyj+
(
1− zj

)
ln(1− yj)], K=2

(4)

where N and K are the number of the predicted data and
the size of the label set, respectively. Moreover, yj and zj
denote the predicted label result of jth data and the true label,
respectively. When K is 2, yj and zj are real parameters
between 0 to 1. Otherwise, when K exceeds 2, the label value
should be done binarization for the multi-class classification.
For example, when K is 3, the 3rd label value should be
transformed as zj = (0, 0, 1). Therefore, z(i)j and y(i)j are
ith component of jth data, which indicates the probability of
ith label of the jth data.

OA− ACC =

∑K
i=1 TPi
N

(5)

DRi =
TPi

TPi + FNi
(6)

FARi =
FPi

TNi + FPi
(7)

Parameters of the abovementioned equations are defined
as follows:
TPi indicates the number of the ith-class data that is cor-

rectly detected.
TNi indicates the number of the not ith-class data that is

correctly detected.
FPi indicates the number of the not ith-class data that is

incorrectly detected as ith-class data.
FNi indicates the number of the ith-class data that is incor-

rectly detected.
Similar to Eq. (4), N and K are the number of the predicted

data and the number of labels, respectively.

D. PARAMETERS EVALUATION
This section analyzes three parameters of epoch, n and α,
which indicate the training round number, the number of data
packets for analysis of SPF and GSF and the parameter of
sliding window length, respectively.

1) EPOCH
Fig.9 shows that the present study obtains epoch from
1 to 30and compares the Loss and OA-ACC in the case
of binary classification and multi-classification on the
ISCX-IDS-2012 and the CIC-IDS-2017 datasets. In terms of
loss, after 1 epoch, the Loss remains stable with the value less
than 0.03 and it slowly decreases with the growth of epoch.
The smaller the Loss, the better the system performance.
In terms of OA-ACC, as the epoch gradually increases, the
OA-ACC of the training and verification increase without
over-fitting. After the epoch reaches 15, the growth rate of
OA-ACC slows down. Moreover, the trend of the training
curve and the verification curve are basically the same, indi-
cating that the training has not been over-fitting. It is observed
that the training process of the AD-H1CD scheme is robust
and even if the epoch reaches 30, there is no over-fitting.
In order to make balance between the model accuracy and
training time consumption, a suitable epoch value is 15.

2) n
Fig. 10 shows the number of packets analyzed, which is
named n, obtained from 10 to 100 and compares OA-ACC
values in the case of the binary classification and multi-
classification on the ISCX-IDS-2012 and the CIC-IDS-2017
datasets. It should be indicated that the trend of the variation
of the OA-ACC is different for two datasets. In general, the
trend of change with n is relatively flat and peak points are
not the same in 4 subgraphs, however all of them are in
postmedian, that is, 70-100. It seems that AD-H1CD is not
sensitive to the change of n and OA-ACC has no obvious
change trend with the growth of n. In order to minimize
resource consumption, this study considers the optimal n
value to be 90.

3) α
Fig. 11 indicates that the flow sliding window parameter
α obtains the value from 1 to 10 and compares OA-ACC
values in the case of the binary classification and multi-
classification on the ISCX-IDS-2012 and the CIC-IDS-2017
datasets. It should be indicated that changes of the OA-ACC
are different for different datasets and the value of α has a
greater impact on the CIC-IDS-2017 dataset. The OA-ACC
gradually increases as the value of α increases, however
finally there is a downward trend in the CIC-IDS-2017
dataset, while the change in the ISCX-IDS-2012 dataset is
flat and there is almost no significant change. Based on the
four subgraphs, the best values are concentrated in the interval
of 8-10, and the optimal value can be 9.

E. EFFECTIVENESS EVALUATION OF THE HYBRID
CONSTRUCTION
Based on advantages of the hybrid structure, the AD-H1CD
method learns sequential, general statistical and environmen-
tal characteristics of network flows. This section analyzes
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FIGURE 9. Comparison of OA-ACC and loss under different epoch values on two datasets.

TABLE 7. Performances comparison of substructures of AD-H1CD on ISCX-IDS-2012 dataset (%).

the practical effectiveness of this hybrid structure in anomaly
network flow detection.

Tables 7 and 8 illustrate the performance compar-
isons of substructures in the AD-H1CD method in the
ISCX-IDS-2012 and the CIC-IDS-2017 datasets. It is
observed that hybrid structures of the AD-H1CD scheme

are effective. Hybrid structures of SPF and GSF processing
(1D-CNN(SPF) + DNN(GSF)) and the complete hybrid
structure show more accurate detection results than single-
type features processing structure. Separate processing
models show obvious disadvantages. It is observed that the
structure for processing with the SPF has a poor effect on
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FIGURE 10. Comparison of OA-ACC under different n values for two datasets.

the distributed anomaly detection, including DDos and http-
Dos. Moreover, the structure for processing with ENF has
a poor effect on the anomaly detection based on the single-
flow, such as Bruce Force. It should be indicated that the
AD-H1CD scheme not only maintains the advantages of each
sub-network structure, including the detection of Bruce Force
by SPF processing structure and the detection of DDos attack
by ENF, but also it has a good DR for some abnormali-
ties such as HttpDos that cannot be detected by structures
based on analysis of single-type features through the fusion
of characteristics. However, there are some anomalies that
single structures get good DRs, but AD-H1CD does not,
such as web attack. However, the hybrid structure of the
AD-H1CD combines the most advantages of structures based
on processing single-type features and improving the DR of
some anomalies by using the correlation between features,
which indicates that the hybrid construction proposed in the
present study is effective.

F. TEST RESULTS AND COMPARISON
Tables 9 and 10 show experimental results of the AD-H1CD
scheme of two datasets, including binary classification and
multi-classification results. Moreover, tables 11-15 compares

the performances of the AD-H1CD on test data with
state-of-the-art algorithms. Tables include the binary classi-
fication performance comparisons, multi-classification per-
formance comparison and time consumption comparison on
the ISCX-IDS-2012 and the CIC-IDS-2017 datasets. Since
the neural network is greatly affected by initial parameters,
experiments are repeated 10 times with the same database in
order to obtain more objective experimental results.

TheAD-H1CD scheme shows stable and high anomalyDR
on both datasets, especially for multi-flow implementations
such as port scan and DDos, which the DR reaches 99.8%
and 99.9%, respectively. It should be indicated that the DR
of the SSH Patator maintains 100% in 10 times tests and
DRs of other anomalies reach 99% except Web attack and
Bot. DR of the web attack is 87.38%, which is clearly lower
than that for other DRs. The possible description for this
is that web attack contains different kinds of attacks and
their characteristics are not uniform or the features of SPF,
GSF, ENF do not characterize web attack well. In fact, web
attack could be implemented through the single flow or multi
flows. Therefore, the corresponding statistical characteristics
are hard to bemined, which leads to the result of low detection
rate. Moreover, it is observed that the standard deviation of
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FIGURE 11. Comparison of OA-ACC under different α values of two datasets.

TABLE 8. Performances comparison of substructures of AD-H1CD on CIC-IDS-2017 dataset (%).

Web attack and Bot is higher than 12%, while others are
less than 1%. In 10 times test, the maximum DR of Web
attack is 95.59% and Bot is 97.09%. It seems that the training

of these two anomalies detection is under fitting, however
good performances prove that AD-H1CD can train a model
to detect these two anomalies.
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TABLE 9. Multi-classification performances of AD-H1CD on test sets (%).

TABLE 10. Binary classification performances of AD-H1CD on test
sets (%).

TABLE 11. Binary classification performance comparison between
AD-H1CD and other algorithms on the ISCX-IDS-2012 dataset (%).

Comparison of the AD-H1CD scheme with other algo-
rithms shows that DRs for anomalies of the AD-H1CD are
very prominent and DRs for all kinds of anomalies are almost
the highest compared to other algorithms. Although it is not

TABLE 12. Multi-classification performance comparison between
AD-H1CD and other algorithms on the ISCX-IDS-2012 dataset (%).

TABLE 13. Binary classification performance comparison between
AD-H1CD and other algorithms on the CIC-IDS-2017 dataset (%).

TABLE 14. Multi-classification performance comparison between
AD-H1CD and other algorithms on the CIC-IDS-2017 dataset (%).

always the highest of all algorithms, however the OA-ACC
and FRs of the AD-H1CD is much better than the algorithm
with the highest DR. Meanwhile, compared with other algo-
rithms that perform well in OA-ACC or FAR, AD-H1CD has
a more prominent advantage in anomaly detection.

In order to compare the time consumption of the proposed
method with that of other methods, time consumptions of dif-
ferent methods are presented in Table 15. However, the direct
comparison may impose remarkable error to the evaluation.
Because time consumptions are not obtained from the same
platform. Although it would be better if the methods run on

TABLE 15. Time consumption comparison between AD-H1CD and other
algorithms.
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the same hardware, it is a great challenge to obtain the source
codes of other methods. Therefore, the data are directly
chosen from the corresponding literatures. Table 15 shows
that application of the AD-H1CD significantly reduces the
time consumption. From the information of Keras, the time
consumption of training per step is 24us. It is the time of
neural network training based on Back Propagation (BP)
algorithm per step with a batch of data. The value setting of
a batch is 512. On the one hand, the AD-H1CD does not use
recurrent neural network such as LSTM that consumes more
resources, on the other hand, selected features presented in
this study are easy to be extracted and analyzed. Combined
with the anomaly detection performance of the AD-H1CD
and time consumption, it can be concluded that the AD-
H1CD is a good network flow anomaly detection method,
which has strong practicability.

G. DISCUSSION
Unlike other anomaly detection methods, the AD-H1CD
method extracts and analyzes multi-type flow features so that
it can theoretically analyze different anomalies from a more
comprehensive perspective.Moreover, it captures the patterns
of the anomalous flows by analyzing the characteristics in
terms of sequential, statistical and environmental character-
istics. The effectiveness of the proposed method is proved
through the experimental results. It is found that the feature
dimension of the AD-H1CD is so high that it is not easily
overfit, even when the epoch is greater than 10, the accuracy
of the model is still improving. Meanwhile, it is robust for
its insensitivity in changes of parameters, such as n and α.
Moreover, this paper has finished the experiments that trains
the model on one dataset and tests it on another dataset. How-
ever, the results are not satisfactory. Although the detection
rates of normal flows are higher than 99%, the detection rates
of abnormal flows are lower than 40%. Maybe it is because
the characteristics of normal flows are similar in different
networks, while anomalies are not. Therefore, it is difficult
for the model trained on one network traffic to detect the
anomalies of other networks. In general, AD-H1CD model
trained on a special network can show good performances
on this network both in excellent anomaly detection effect
and low time consumption, but the model is not generalized
enough that it could not be used in other networks to detect
anomalies.

V. CONCLUSION
Considering the security status of LLANs, the present study
proposes an anomaly detection method for network flows
(AD-H1CD). The proposed method is based on the hybrid
neural network and is comprised of the 1D-CNN and the
DNN schemes. By extracting multi-type features of network
flows and constructing a hybrid neural network, network
flows are comprehensively analyzed, and an efficient, accu-
rate and fine-grained network scheme for the anomaly detec-
tion is proposed. Compared with the conventional anomaly
detection algorithms, the detection rate of the AD-H1CD

algorithm for anomalies in the multi-classification has been
significantly improved. Moreover, the training and testing
time of the model is shorter. However, the generalization of
this method should be improved. To solve this problem, it is
intended to design a set of generalized features in the future
investigations.

APPENDIX
ABBREVIATION NOUNS

Abbreviation Full name
AD-H1CD Anomaly Detection for network flows

based on Hybrid neural network
comprised of 1D-CNN and DNN

DNN Deep Neural Network
CNN Convolution Network
1D-CNN One-dimensional Convolution Network
SPF Sequence Packets Features
GSF General Statistical Features
ENF Environmental Features
IAT Packet Inter-arrival Time
Conv1D One-dimensional Convolution layer
LLAN Large-scale Local Area Network
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