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ABSTRACT In a situation of respiratory failure (RF), patients show signs of increased work of breathing
leading to the involvement of accessory respiratory muscles and a desynchronization between rib cage
and abdomen known as thoraco-abdominal asynchrony (TAA). Proper assessment of these signs requires
sufficiently skilled and trained medical staff. However, human assessment is subjective and is practically
impossible to audit. A new non-contact method is proposed for TAA visualization and quantification,
in children with RF. The surface variations are analyzed by calculating the 3-dimensional motion of the
thorax and abdomen regions during the breathing process. A high-fidelity mannequin was used to simulate
thoraco-abdominal asynchrony. The proposed system uses depth information recorded by an RGB-D (Red
Green Blue-Depth) camera. Furthermore, surface displacement was calculated in four simulated modes from
the normal to the severe TAA mode. Respiratory rates were also calculated based on the analysis of the
surface movements. The proposed method was compared to a highly precise laser-ranging systemwith 1 mm
resolution. The resulting root mean square deviation (RMSD) showed an error of 1.78 ml in normal mode,
2.83 mm in mild mode, 2.23 mm in severe mode and 2.34 mm in irregular mode. The results showed a high
correlation between the two methods in estimating the retraction distance and respiratory rate (ρ >0.985).

INDEX TERMS Non-contact breathing monitoring, clinical environment, motion estimation, quantitative
measures, respiratory failure, sensors, thoraco-abdominal asynchrony (TAA), spontaneous breathing.

I. INTRODUCTION
In a clinical environment, breathing monitoring is an impor-
tant vital task that is done on a daily basis for patients of all
ages. Breathing monitoring mainly comprises an assessment
of the chest wall motion and the measurement of physiolog-
ical signs such as respiratory rate and tidal volume. While
many methods have been developed for physiological param-
eters assessment, there is still a lack of methods to better
assess the chest wall spatial motion in spontaneous breathing
patients.

Chest wall motion assessment, in clinical practice, is cur-
rently based on intermittent human observation of the rib cage
and abdominal compartments and is done through physical
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examinations. In fact, visual inspection is the first tool in
physical examinations. This initial assessment allows the
early detection of a potential respiratory failure in order
to provide the appropriate medical treatment to the patient.
In case of respiratory failure, determining the severity is a key
factor to help the clinician to make the right decision, whether
by providing an immediate oxygen support and possibly bag-
and-mask ventilation or even patient intubation and mechan-
ical ventilation to provide full or partial breathing support.

Chest wall distortion, known as thoraco-abdominal
asynchrony or paradoxical motion, is one of the most
important clinical symptoms of respiratory failure [1]–[3].
This clinical sign is visually inspected by the physician.
However, the accuracy of this inspection is highly correlated
to the clinician’s expertise. The interpretations of a patient’s
results are thus, limited by high inter-observer variation.
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This subjectivity is problematic, especially when healthcare
resources such as pediatric experts are limited. Objective
assessment of chest wall motion, on the other hand, is difficult
because there are no standard medical devices reporting
quantitative values of the surface displacements to address the
severity of patients’ symptoms when the paradoxical motion
occurs.

Previous works aimed at quantifying the chest wall move-
ment and detecting the thoracoabdominal asynchrony, gen-
erally make use of respiratory inductive plethysmography
[4]–[7]. This contact method requires surrounding the subject
with two belts, one thoracic and one abdominal. Although the
results are reasonably good, the application of this tech-
nique is still limited by some unresolved issues such as the
calibration process and the restrictions of contact with the
subject’s body. Moreover, contact-based methods may create
discomfort to the patient and influence his breathing, an effect
which is more pronounced in infants.

In this work, we present a contactless real-time imaging
system designed to monitor and observe the most active
regions on the thoraco-abdominal surface through a 3D
imaging measurement method. The proposed system visu-
alizes deformations of the chest wall through a 3D imaging
measurement method, allowing the detection of two parallel
pathways of the body wall motion when thoraco-abdominal
movements (TAM) occurs. Furthermore, the thorax and
abdomen regions were individually analyzed to quantify
the thorax-to-abdomen breathing displacement. Using an
RGB-D sensor, geometric information (depth data) and inten-
sity variations (color images) are utilized together to estimate
a dense 3D motion field.

The proposed system uses a coarse-to fine multiresolution
approach to represent different levels of displacement estima-
tion. The estimation is an optimization problem that is solved
based on a primal-dual approximation framework. Using the
cloud-to-cloud distance estimation, displacement distances
were calculated between thoracic and abdominal regions.
Experiments were conducted in four simulated retraction
modes from the normal to the severe mode.

II. RELATED WORKS
Various techniques have been proposed for chest wall motion
assessment, as shown in Table 1. These techniques can be
grouped into two main classes: contact and non-contact.
In contact methods, chest wall motion has been measured
using sensing devices attached to the subject’s body; these
include magnetometers [8], [9] and respiratory inductive
plethysmography [4]–[7].

For non-contact techniques, many works have been
proposed using different types of techniques, including
optoelectronic plethysmography (OEP) [10]–[14], electro-
magnetic devices and radiological techniques [15], [16].
Two major shortcomings of OEP-based approaches are that
they require particular skills to be used effectively [17],
and they utilize a huge number of markers [18], [19],
requiring complex and slow preparations and thus, may be

uncomfortable for patients, especially infants [17], [20].
Meanwhile, radiological techniques present higher cost, slow
acquisition, low resolution and high noise levels, and they
may cause patient exposure to an extra dose of radiation
[21]–[24]. Additionally, the need to be inside a scanner for
long periods limits these approaches and makes their appli-
cation especially difficult when managing certain groups of
patients such as children, newborns, the elderly and patients
with acute diseases.

In order to overcome those limitations, researchers have
investigated optical techniques in more depth, taking advan-
tage of the rapid progress in scene understanding using the
new RGB-D cameras [25] that has provided a way to explore
new computer vision approaches for respiration assessment.
These algorithms go from a general investigation of breath-
ing waveforms [26], [27] to the estimation of respiratory
rates [28], [29] and lung volumes [30], [31], which are part of
respiration physiological assessment. Physiological parame-
ters estimation has been studied in our previous work [32].

Chest wall motion assessment using RGB-D cameras uti-
lizes a light source with various projection patterns to extract
the desired information from the measured surface. This
assessment process using RGB-D cameras can be grouped
into two main categories : structured-light (SL) based tech-
niques [26], [33]–[35] and time-of-flight (TOF) based tech-
niques [31], [36]–[39].

For example, Aoki et al. [26] proposed a contactless
method using an SL camera to compute respiration wave-
forms during a bicycle pedaling exercise. In their method,
a region of interest (ROI) is extracted using the depth informa-
tion, and then a second region where the respiration compo-
nent is more dominant than the pedalingmotion component is
extracted from the ROI by applying a Fourier Transform (FT)
Band Pass Filter (BPF). The respiration waveform is finally
calculated using a frequency analysis of the depth changes
between the frames in the region of respiration. Although
their results showed good correlation with an expiration gas
analyzer, their study was very limited, and the authors pro-
vided no further details. Seppanen et al. [33] generated res-
piratory airflow waveforms using an SL depth sensor. They
reported a good correlation between the estimated airflow sig-
nal and a spirometer signal, used as a gold standard method.
Tahavori et al. [22] investigated the motion data variance
due to breathing. The authors used an SL depth camera,
which they placed above the body to calculate the average
depth value of 16 ROIs on the chest and abdomen surfaces
to analyze their motion over time. They demonstrated that
after applying the principal component analysis (PCA) to the
calculated average depth values, the first principal component
already describes more than 70% of the motion data variance
in thoracic and abdominal surfaces.

Povšič et al. proposed a method for respiration displace-
ment visualization in the thoraco-abdominal region [34].
Their results showed that the proposed approach is accurate
and comparable to the Iterative Closest Point (ICP) method,
used as a reference method. The technique can be a useful

163342 VOLUME 7, 2019



H. Rehouma et al.: Visualizing and Quantifying TAA in Children From Motion Point Clouds

TABLE 1. A comparative overview of the differences between previous methods in respiratory assessment.
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TABLE 1. (Continued.) A comparative overview of the differences between previous methods in respiratory assessment.

diagnostic tool to observe the most active regions in the
thoraco-abdominal region during breathing exercises on an
indoor bicycle or in a treadmill workout. However, quantita-
tive evaluation is not possible using this approach. Moreover,
the system requires a complicated calibration process using
five markers attached to the thoraco-abdominal region, which
limits the clinical application of this technique.

Among the ToF-based approaches, Penne et al. [37] com-
puted the breathing signal using a single ToF camera. Their
approach is based on computing the best-fitting planes for two
ROIs corresponding to the abdominal and thoracic regions.
Respiration signal estimations were derived by calculating
the displacement of each plane to a plane representing the
patient’s couch. To validate their approach, the authors com-
pared their results to those obtained from an ANZAI belt
(AZ- 733V, ANZAI Medical Co.) for chest and abdomen
regions. Good correlation results were reported for both tho-
racic and abdominal regions. Falie et al. recorded a patient’s
thoracic and abdominal movements during sleep using an
SR3000 model ToF camera [38]. By dividing the chest wall
into 12 zones, they analyzed the motion in each zone sepa-
rately to detect any irregular breathing or respiratory arrest
during sleep. Shaller et al. used the SR3000 ToF camera to
estimate a real-time multidimensional respiratory signal from
a 3D surface reconstruction of a patient’s chest wall without
using any markers [39]. They reported that it is feasible to
acquire a 3D model in real time using a single camera, and
to compute the thoracic and abdominal breathing motions
simultaneously. They alsomentioned that theirmethod allows
splitting the chest wall into many regions and estimating their
respective breathing patterns. To validate their technique,
the authors acquired thoracic and abdominal breathing pat-
terns using an external gating system, the ANZAI belt, as a

reference method. Their results showed a strong correlation
between the patterns of the two techniques.

Despite the significant progress made in chest wall assess-
ment, there is still a need for methods to visualize and
quantify chest wall motion for a more concrete and precise
characterization of respiratory diseases. Indeed, the proposed
non-contact methods include breathing waveform estimation,
motion data variance in the respiration region and physiologi-
cal parameters estimation, but they do not include quantitative
assessment of the chest wall motion and deformation visual-
ization, without having to use markers attached to the chest
wall. Currently, there are no quantitative reference values for
chest wall distortion allowing to estimate the severity of a
respiratory failure.

In this study, the classification of TAA is a modifica-
tion of a previous disease severity score (DSS), used by
Gern et al. [47], Wishaupt et al. [48]. Chest wall deformities
are subdivided into mild and severe. These TAA modes are
compared to a reference mode, which we have called the
normalmode. Indeed, the normalmode is defined by the coor-
dinated expansion of the thoraco-abdominal compartments.
The two compartments are in phase. When considering the
breathing pattern, this mode is similar to normal physiologi-
cal human breathing and is our gold standard. TAA in both
mild and severe forms is shown by an uncoupling of the
ribcage-abdominal motion that may result in a decrease in
tidal volume (Vt), a decrease in alveolar minute ventilation
(MV) and thus ventilatory failure [49]. More specifically,
the mild TAAmode is defined by a non-parallel expansion of
the rib cage (RC) and abdominal (AB) compartments relative
to the normal mode. This mode is characterized by opposing
movements with small amplitude changes and a potential
slight phase shift between the thorax and abdomen regions.
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This asynchrony in movement between RC and AB indicates
a certain level of diaphragm weakness [3]. This TAA mode
is difficult to observe with the naked eye, and its detection
is highly correlated to the clinician’s expertise. However, this
mode is characterized by a slightly increased work of breath-
ing (WOB). Severe TAA mode is defined by a non-parallel
expansion of the rib cage (RC) and abdomen (AB) compart-
ments. This mode is characterized by opposing movement
with large amplitude changes and a potential slight phase shift
between the thoracic and abdominal regions. The severe TAA
mode movements indicate a high level of diaphragm fatigue
that may lead to respiratory failure [3]. These retractions are
clearly visible to the naked eye through physical examination
by caregivers, and are frequently seen in critically ill children
with respiratory disorders [3], [50]. The irregular TAA mode
is a random expansion order of the rib cage and abdomen of
the three thoraco-abdominal deformities described above.

We have developed a non-contact system to identify
and quantify the motion of the thoraco-abdominal region
patterns in patients with TAA. The system uses a single
RGB-D camera to estimate a dense and instantaneous 3D
motion field corresponding to the motion of the surface due
to breathing. To estimate a 3D dense motion field, the sys-
tem takes advantage of the RGB-D camera’s features by
using both acquired color and depth data simultaneously, and
by exploiting its good spatial and temporal resolution. Our
approach is thus based on considering these three important
factors: spatial resolution, temporal resolution and the use of
multiple streams (color and depth data) to collect detailed
information about breathing patterns. Themain objective is to
verify that the new non-contact system is efficient and reliable
for identifying and quantifying TAA.

III. MATERIALS AND METHODS
A. CAMERA SYSTEM AND SENSING PROPERTIES
An RGB-D sensor, also called range sensor, is a camera
device equipped with a class1 laser operating at near infrared
(IR) wavelengths (∼830nm). A variety of 3D sensors,
exploiting two main categories of working principles, have
been introduced into the market. The first category is based
on the structured light (SL) triangulation technique. The
system utilizes an IR laser projector that constantly projects
a refraction pattern on the scene, an infrared camera that
observes this pattern, and a color camera. As the projected
pattern is known, it is possible to compute the disparity using
computer vision techniques. Algorithms, such as image rec-
tification and block matching, are implemented in a System-
on-a-Chip (SoC) unit and processed internally in the device.
These vision algorithms estimate the distance for each image
pixel [51]. The second category is based on the Time-of-
flight (ToF) technique. The device incorporates almost the
same components as triangulation-based devices with two
electronicmodules (IR andRGB). The sensor uses an infrared
flash module that determines the distance to objects by mea-
suring the round-trip travel time of an amplitude-modulated

light from the source to the target and back to the camera at
each pixel [52], [53].

Three simultaneous streams can be captured using an
RGB-D sensor: Color (RGB), Depth (D) and Infrared Radi-
ation (IR). Multiple RGB-D cameras have been released by
Intel and Microsoft over the last few years. However, those
devices presently work with a borderline level of acceptance
of their depth resolution. Most of the new RGB-D cam-
eras provide registered RGB and depth images at a fairly
high frame rate (30 Hz), which presents an advantageous
setting for the implementation of real-time computer vision
algorithms. Many studies have investigated the performance
of RGB-D cameras, such as the Kinect v1 structured-light
sensor [54], [55], the Kinect v2 time-of-flight sensor [52],
[56], [57] and Asus Xtion structured-light camera [34]–[36].
The Kinect sensors (v1 and v2) have been widely used
in many studies due their promising properties. However,
an electronic box consisting of a power supply and a USB
extension is required to connect the Kinect sensor to a com-
puter, making for a complex and demanding installation.
Unlike Kinect cameras, the Asus Xtion is very user friendly,
presents a small size and does not require complex installa-
tions to be used with a laptop. There is no need for an alimen-
tation cable or a specific USB adapter. Moreover, the Asus
Xtion sensor can run well on any computer system, unlike
the Kinect sensor which requires a USB 3.0 port to transfer
the data between the camera and the computer. Furthermore,
the images in the two streams are time-stamped by a common
clock. The shutters are not in sync, but the time stamps can
be used to match color images to the closest depth images,
a significant advantage of the Asus Xtion Pro Live Motion
over the Kinect camera. The main advantage of using the
Kinect is the ease of skeleton detection using the skeleton
joints provided in the Kinect SDK (20 joints for the Kinect v1
and 25 joints for the kinectv2), which is not needed in this
work. The Asus Xtion Pro Live Motion Sensing Camera
therefore has many advantages, and is the camera used in this
work.

A schematic representation of our RGB-D imaging system
is given in Figure 1. Figure 1.a shows the Asus Xtion Pro
Live commercial model, and a partially disassembled sensor
(in the bottom). Figure 1.b presents a schematic diagram of
the technology employed by the Asus Xtion Live camera.
Figures 1.c and 1.d illustrate a sample frame (color and depth)
of a ball and an office cabinet, respectively, observed with
the RGB-D sensor. The color and depth images have a same
resolution of 640 × 480 pixels. The depth frame is a gray-
scale format image whose pixels values indicate the distance
between objects in the scene and the sensor. As shown in Fig-
ure 1-d, the intensity of objects (ball, office cabinet and the
wall) varies, depending on their proximity to the camera.

B. MOTION ESTIMATION
Optical flow is the computer vision algorithm most widely
used to estimate a dense motion. However, optical flow for-
mulation only allows motion estimation in 2D and not in 3D.

VOLUME 7, 2019 163345



H. Rehouma et al.: Visualizing and Quantifying TAA in Children From Motion Point Clouds

FIGURE 1. RGB-D camera description: (a) The used Structured-Light RGB-D sensor (Asus Xtion Pro Live) and the partially disassembled sensor
(bottom), (b) A schematic diagram of the Asus Xtion Live camera structure, (c) The acquired RGB image, (d) The acquired depth image.

Estimating the 3D motion requires more prior information
than optical flow. The RGB-D camera provides depth data
that allows for 3D motion estimation. The RGB-D camera
thus allows the 3D motion of points in the scene to be esti-
mated effectively using both color and depth frames simulta-
neously.

The aim is to calculate the dense 3Dmotion field of a scene
between two instants of time, t and t+1, using color and depth
images recorded simultaneously by the RGB-D sensor.

The motion estimation approach first assumes that color
and depth images are presenting the same size. This is pro-
vided straightforwardly by using the Asus Xtion RGB-D
sensor.

Let M : (� ∈ R2) → R3 denote the motion field, where
� is the image domain.M is expressed in terms of the optical
flow u, v and the range flow w. For any pixel with a nonzero
depth value, the bijective relationship0 :R3

−→ R3
between

M and V = (u, v,w)T is given by (1):

M = 0 (V) =


Z
fx

0
X
Z

0
Z
fy

Y
Z

0 0 1


 u
v
w

 (1)

Equation (1) can be deduced directly from the well-known
‘‘pin-hole model’’, where fx and fy are the focal length
values and X, Y, Z the spatial coordinates of the observed
point.Following the differential model provided by Horn and
Schunk [58], who provided the first formulation of optical
flow, the problem of motion estimation can be formulated
as a minimization problem of a certain energy functional.
From a general perspective, there are three main points in an
optical flow algorithm: 1) the formulation of the energy to
be minimized; 2) the discretization scheme; and 3) the solver
used to minimize the energy [59]. Hence, the motion field is
computed from the resolution of (2):

minV {ED (V)+ ER (V)} (2)

In (2), the sum of the data and the regularization terms
is minimized over V . The first term ED (V) represents
the data term, including both color and depth data, while
the second term ER (V) is the regularization term used
to smooth the flow field and to constrain the solution
space. The resolution of the minimization problem described
in (2), can be found in [60], along with the implementation
details.
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C. MOTION SEGMENTATION
The goal is to regroup motion vectors that have almost the
same moving direction (either towards or away from the
camera) in order to differentiate between the main surface
deformation schemes. These deformations result from air
movement into and out of the lungs, which depends upon
changes in pressure and volume in the thoracic cavity. Since
air is always flowing from an area of high pressure to an
area of low pressure, changing the pressure inside the lungs,
using the intercostal muscles and the diaphragm determines
the direction of airflow and the surface deformation scheme.

There are roughly two possible deformations of the 3D
surface, either approaching or moving away from the camera.
Accordingly, we mainly subdivide the calculated 3D vec-
tor motion fields into a set of two groups, corresponding
to inward and outward movements. We used the Euclidian
distance, as shown in (3), to assess the similarity between
depth motion map vectors’ (DMMV ) directions. LetM be the
total motion field on the surface S1. Each 3D vector motion
field V (xi+1 − xi, yi+1 − yi, zi+1 − zi) ∈M is either moving
towards (DMMV out ) or away from the camera (DMMV in).
This is represented by (4) and (5).

d2i = x2i + y
2
i + z

2
i (3)

DMMV in =

{
V i ∈M\d t+1 > d t , iε1..N

}
(4)

DMMV out =

{
V i ∈M\d t+1 < d t , iε1..N

}
(5)

where i indicates a 3D point, (x, y, z) are the spatial coordi-
nates of a 3D point i,V is themotion field of a 3D point i,M is
the total motion field, N is the number of 3D points over the
surface St and d t is the Euclidian distance from the origin of
the coordinate system at frame t. The following mathematical
symbol ‘‘/’’ indicates a ‘‘such as’’ condition.

In Figure 2, the Euclidian distance d t is calculated for all
motion vectors at their origins and compared to the distance
d t+1 at frame t+1. This comparaison allows the clustering of
the motion vector fields into outward and inward movements.
For example, the comparison of the Euclidian distances in V1,
V2 and V3 yields to adding V1 and V2 to theDMMVout cluster
and adding V3 to the DMMV in cluster.
Consider there are M point clouds on each surface and

N surfaces. For each surface S j, j ∈ {1..N }, two sub-
surfaces S jin and S jout , corresponding to the inward and out-
ward movements of S j, respectively, are extracted as shown
in (6) and (7). For example, S1in is the subsurface of S

1 moving
inwards. The rest of the surface is set to zero. Only the
surface’s points moving inwards are saved. Likewise, S1out is
the subsurface of S1 moving outwards.

S jin =
{
pi (xi, yi, zi)∈S j/Vi ∈ DMMV in

}
, j ∈ {1..N } (6)

S jout =
{
pi (xi, yi, zi)∈S j/Vi ∈ DMMV out

}
, j ∈ {1..N } (7)

IV. EXPERIMENTAL SETUP
The experiments were performed on a baby mannequin
(SimBaby, Laerdal R©) designed for medical pediatric

FIGURE 2. Motion extraction technique based on comparing distances
from the RGB-D sensor, whose center is the origin of the coordinate
system. The surface St is represented by M 3D point clouds pj, j ∈

{
1..M

}
at frame t, whose projection is on the surface St+1 at frame t+1 are
qj, j ∈

{
1..M

}
. For every motion vector Vi ∈M, the Euclidian distance in

the 3D space between the vector points and the camera’s center are
calculated and compared. This comparison allows to determine the
motion direction. For V1,dt+1 < dt, V1 is moving towards the camera
(DMMVout) which correspond to an outward movement. For V3,dt+1 > dt

and V3 is moving away from the camera (DMMVin) which corresponds to
an inward movement.

simulation with specific anatomical and physiological
characteristics. This mannequin was used to simulate the
retractions. The simulations were conducted in the simulation
center at Sainte-Justine Hospital in Montreal, which presents
the same conditions as a pediatric intensive care unit room.

The experimental environment also includes an Asus Xtion
RGB-D sensor placed one meter over the mannequin and
two VL53L0X laser-ranging sensors. The VL53L0X sen-
sor is a fully integrated sensing system with an embedded
940 nm infrared VCSEL (vertical-cavity surface-emitting
laser) array. VCSELs are characterized by their narrow and
stable emissions when compared to the conventional wide
spectrum of LEDs (light-emitting diodes). The VL53L0X
distance sensor system uses Time-of-Flight (ToF) technology
to accurately measure the distance to a target object. The
sensor is independent of the target’s color or reflectivity and
can report distances of up to 2 m with 1 mm resolution
[61], [62]. A 940 nm laser detector card was used to detect the
invisible laser beam on the mannequin’s thoraco-abdominal
surfaces.

Four modes were recorded: normal breathing mode with-
out any TAA, mild TAA, severe TAA and irregular mode.
In normal conditions, the thorax and abdomen inflate simulta-
neously during inspiration and deflate simultaneously during
expiration. In TAA, the thorax deflates while the abdomen
inflates, reflecting the high level of negative intra-thoracic
pressure during inspiration. During expiration, the thorax
inflates while the abdomen deflates. In the mild mode,
the thoracic deflation is less intense compared to the severe
mode, and thus the distance between thorax and abdomen
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will be lower. In irregular mode, the SimBaby will create ran-
dom cycles with either normal or mild TAA or severe TAA.
The mode and the respiratory rate are triggered by a board
computer linked to the mannequin. A fixed respiratory rate
of 35 breaths /minute (BPM)was selected for the simulations.

Data was recorded over one minute for each mode in this
order: normal, mild TAA, severe TAA and irregular mode.

Two sets of experiments were performed. In the first set,
the depth variations of the retraction zone were simultane-
ously recorded using the RGB-D camera and the VL53L0X
high-precision laser. The laser was used to validate the retrac-
tion distances calculated by the proposedmethod. The camera
was positioned one meter above the thoraco-abdominal zone
and was pointing downwards. As shown in Figure 3, the cam-
era was positioned in a vertical or slightly angled position so
that variations along the X- and Y-axes are insignificant when
tracking the position of a 3D point in the camera coordinate
frame. The lasers were wrapped around the camera. The first
laser calculates the distance variation in the thoracic region,
and the second laser calculates the distance variation in the
abdominal area. In the second set of experiments, the impact
of the camera positioning on the algorithm performance was
investigated. Different camera positions were compared to
the vertical position. The retraction zone’s depth was calcu-
lated from different viewing angles to evaluate the accuracy
of the proposed method.

FIGURE 3. First round of experiments setup: (1) ROI 1: Thoracic area;
(2) ROI 2: Abdominal area; (3) RGB-D camera pointing to the
thoraco-abdominal area; (4) Laser-ranging sensor pointing to a point in
ROI1; and (5) Laser-ranging sensor pointing to a point in ROI2.

V. RESULTS AND DISCUSSION
A. VISUALISATION
The thoraco-abdominal zone was extracted as described in
section IV. This zone includes the areas of interest, whose
motion are given by a 3D dense point cloud describing
the patient’s breathing. Different data types are shown in
Figure 4. The raw data is composed of RGB and depth
images. The point cloud (X ,Y ,Z ) is derived from depth
images, while the colored point cloud is calculated from both
depth and RGB data. Figure 4-f shows the calculated scene-
flow using the method in [60], where the blue points are the
initial positions of 3D points (at frame t) and the red points
are the final positions (at frame t+1).

The inspiration movement corresponds to a 3D motion
towards the camera, while expiration is a 3D motion in the
opposite direction. In the case of TAA, the two motions
occur almost simultaneously in two different regions of the
thoraco-abdominal zone. As shown in Figure 6, the chest
and abdomen are moving opposite to each other’s direc-
tions. These movements are detected by our extraction tech-
nique. Using our method for motion extraction presented in
sub-section III.C, it is possible to extract two sub-regions
according to the inwards or outwards movement of the point
cloud. The 3D point clusters moving forwards are depicted
in red, while the 3D point clusters moving backwards are
colored in blue. As shown in Figure 6, the breathing motion
has been simulated using the phantom. Three categories of
movements corresponding to the inspiration, expiration and
TAA, are clearly visible. During normal inspiration, the lungs
are inflated by the expansion and contraction movements of
the diaphragm and the ribs that give the thorax its shape.
Figures 6-a, 6-b and 6-c represent inspiration motion. Most of
the 3D points are colored in red due to the forward movement
of both chest and abdomen.

Expiration is a passive movement in which the lungs
act like a deflating balloon. Figures 6-d, 6-e and 6-f are
showing the expiration motion. Most of the 3D points are
colored in blue due to the inward movement of the chest
and the abdomen. Figures 6-g, 6-h, 6-i, 6-j, 6-k and 6-l
represent the paradoxical motion. Since the chest moves
in the opposite direction of the abdomen, both red and
blue colors can be seen and are more equitably distributed
between 3D point clouds. The movements of the rib cage
are paradoxical relative to those of the abdomen and to air-
flow. Figures 6-g, 6-h and 6-i represent the inspiration in
TAA. The thorax is deflating and thus the region is repre-
sented with a blue point cloud, while the abdomen point
cloud is represented in red. This means that the rib cage
is moving inward while the abdomen is moving forwards.
Figures 6-j, 6-k and 6-l represent expiration in TAA. The
chest region is represented with a red point cloud while
the abdomen point cloud is shown in blue. In Figures 6-c,
6-f, 6-i, and 6-l, we apply a translation between the two
clusters moving forwards and backwards in order to visualize
them clearly in two different planes.

B. VALIDATION METRICS
1) CLOUD-TO-SENSOR DISTANCE
We consider the set of surfaces S j, j ∈ {1..N } and define
daveragejin and daveragejout as the average distances from
the camera to the inward S jin and outward S jout , moving
sub-surfaces, respectively. The distance between a 3D point
pi (xi, yi, zi) and the sensor is the Euclidian distance, given
in (3). The cloud-to-sensor distance is defined in this work
as the average distance from the camera to the cloud over
all 3D points in the cloud. The cloud-to-sensor distance is
calculated from the camera to the two sub-surfaces S jin and
S jout in order to obtain the average motion signal for both
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FIGURE 4. Illustrations of mannequin acquired and treated data: (a) RGB image, (b) Depth image, (c) Point cloud (X, Y, Z), (d) Colorized point cloud
(X, Y, Z, R, G, B), (e) Segmented ROI, (f) Calculated scene flow.

FIGURE 5. Cloud to sensor distance estimation at the frame j.

retraction regions as well as to estimate the retraction distance
on the two regions.

As shown in Figure 5, the distances daveragejin and
daveragejout are calculated for each frame j ∈ {1..N } between
the sensor and the two extracted surfaces S jin and S

j
out , allow-

ing the estimation of chest and abdominal motions.

2) CLOUD-TO-CLOUD DISTANCE
Tracking 3D points in point clouds data during breathing is
complicated in a very acutely-angled position. Displacement

variations along the X- and Y- camera axes are more impor-
tant than in the case when we place the camera vertically
above the thoraco-abdominal zone. For this reason, we use
a method that takes into consideration displacements along
the X- and Y- camera axes.

We consider S j and S j+1 to be the thoraco-abdominal
surfaces at two consecutives frames, as indicated in Figure 7.
Point clouds of surface S j+1 are regarded as ‘‘target’’ points
pSj+1 =

(
p
Sj+1
x , p

Sj+1
y , p

Sj+1
z

)
, whereas the point clouds of the

surface S1 are the original points pSj =
(
p
Sj
x , p

Sj
y , p

Sj
z

)
. The

distance between 3D points is calculated using the Euclidian
distance in the spaceR3. The aim is to find the corresponding
3D points before and after the surface displacement from S j

to S j+1. Consider that we have M source points in cloud
p
Sj
i on the surface Sj. Points p

Sj
i , iε {1..M} from S j are pro-

jected on S j+1 using the normal vector at each source point,
as shown in Figure 7. The projected points are noted as
p′Sj+1i , iε {1..M}. To find a corresponding destination point

in S j+1, the nearest neighbor is selected in p
Sj+1
i , iε {1..M}.

The displacement distance is then computed for each pair
(p
Sj
i , p

Sj+1
i ).

In Figure 8, the source point p
Sj+1
1 on the surface S j

(cloud in frame j) is projected on the surface S j+1(cloud
in frame j+1) using the normal vector in p

Sj
1 . As can be

seen, the nearest neighbors of the projected point p′1
Sj+1

are p
Sj+1
1 , p

Sj+1
2 , p

Sj+1
3 and p

Sj+1
4 . Since p

Sj+1
1 is the closest

point to the projection p′1
Sj+1, it is selected as the corre-

sponding point of p
Sj
1 . Finally, the displacement distance
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FIGURE 6. Regions extraction obtained for point cloud frames in the tested sequences: (a), (b) and (c) represent normal inspiration,
(d), (e) and (f) represent normal expiration, (g), (h), (i), (j), (k) and (l) represent TAA. Clusters segmented as forward motion are represented in red
and clusters segmented as backward motion are colored in blue. In (c), (f), (i) and (l), we apply a translation between the extracted regions in order
to visualize them more clearly and distinctly.

d
SjSj+1
1 is computed for the pair

(
p
Sj
1 , p

Sj+1
1

)
by calculat-

ing
∥∥∥pSj+11 − p

Sj+1
1

∥∥∥
2
. By iterarting the procedure of find-

ing corresponding 3D points between consecutives frames
and calculating the distance between initial points and

their projections, we get a vector of distances di =(
dS1S2i , dS2S3i , dS3S4i .., dSN−1SNi

)
, i ∈ {1..N}. Finally, the 1d i

distance is calculated by summing the distances between
the different projections of the initial 3D point (sum of di
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FIGURE 7. Finding corresponding pairs of 3D points between
consecutives frames.

FIGURE 8. Computing of cloud-to-cloud maximal displacement between
surfaces.

vector components).1d is themaximum of1d i overM point
clouds (i ∈ {1..M}).
To summarize, consider a cloud of M source 3D points

pS1i , i ∈ {1..M} and N surfaces (S1,S2, ..,SN). The proposed
algorithm has twomain steps. First, correspondences between
3D points and their projections on the consecutive surface
are found, and then the distances between each 3D point and
its projections on the N surfaces are calculated. Specifically,
this second step is computing the distances d

SjSj+1
i , i ∈ {1..M}

and j ∈ {1..N} between the clouds for each 3D point on the
surface Sj and its projection on the surface Sj+1. The maximal
displacement between S1 and SN is given by (8).

1d = max
i∈{1..M}

(∑N−1

j=1
d
SjSj+1
i

)
(8)

Note that cloud-to-cloud maximal displacement is calcu-
lated over the two sub-surfaces S jin and S jout .This technique

obtains the direction of the surface motion, estimates the
distance of the different 3D point paths after displacement and
calculates the maximal path.

C. COMPARISON BETWEEN LASER AND CAMERA IN THE
VERTICAL POSITION
In the first experiment, the camera and the two lasers
are placed vertically to the thoraco-abdominal zone, which
makes variations negligible along the X- and Y-axes.
Experiments were performed for normal conditions and

for three TAA modes: mild, severe and irregular. The 3D
point clouds moving in the same direction were grouped
into the same cluster by using our technique presented in
sub-section III.C. Indeed, the motion extraction technique
determines the number of sub-surfaces. In normal respiration,
only one region corresponding to inspiration or expiration is
extracted. In TAA, two sub-regions are extracted. These sub-
regions are corresponding to the oppositemotion of the thorax
and the abdomen. The average distance is calculated relative
to each sub-region of 3D point clouds, using the technique
described in paragraph V.B.
The results obtained from the setup in Figure 3 are illus-

trated in Figure 9, which shows the results of the four
experiments corresponding to normal respiration, mild TAA,
severe TAA, and irregular modes. These results show that
both techniques (laser and video) are correlated and reliable
whatever the conditions. Thoracic and abdominal movements
are in-phase with synchronous movements of the two com-
ponents in normal mode, but in TAA modes, the signals pro-
duce a characteristic pattern of paradoxical motion with the
two components working in opposition. The maximum-to-
minimum amplitude between thoracic and abdominal signals
represents the retraction difference between the two regions
of interest. In the irregular mode, thorax and abdomen are in
phase during a normal cycle and in opposition during a TAA
cycle, in random order. The intensity of opposition varies
according to the severity of the TAA.
As shown in Table 2, the retraction distance is calculated

by averaging the maximum-to-minimum amplitude between
the thoracic and abdominal respiration signals during one
minute of recording. The respiratory rate can be calculated by
simply counting the number of peaks in a minute. However,

TABLE 2. Retraction distance estimation using laser-ranging sensors and
the proposed method. The laser and the camera are placed in vertical
positions. 1d laser is the retraction distance ± the standard deviation of
the result over one minute as calculated using the laser, while 1dcamera is
the retraction distance ± the standard deviation of the result over one
minute as calculated using the proposed method. The relationship and
the comparison between the proposed and the reference methods are
illustrated through the correlation coefficient ρ and the root mean square
deviation (RMSD).
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FIGURE 9. Our method’s curves for estimating abdomen (ROI2) and thorax (ROI3) depths are
plotted in dotted black lines and dotted gray lines, respectively. Their corresponding depth curves
calculated using the laser-based sensors are indicated, in plain black and plain gray lines,
respectively. The modes are: normal respiration, mild TAA, severe TAA and irregular mode.

to improve the accuracy of our method, we use (9) where RR,
expressed as the number of respirations per minute, is the
respiratory rate, and N is the number of peaks during the
observation time 1T (in seconds).

RR =
N ∗ 60
1T

(9)

The retraction distance is 1.95 ±2.4mm in mild mode,
3.64 ±4.1mm in severe mode, and 2.77±1.1mm in irregular
mode. The results show a very good correlation between
the two methods for the four modes (>0.985) and small
RMSDs of 1.78 in normal mode, 2.83 mm in mild mode,
2.23 mm in severe mode, and 2.34 in irregular mode. In the
normal mode, thoracic and abdominal signals are in-phase
and hence,1d laser and1dcamera are calculted by considering
the maximum-to-maximum amplitude between the proposed

method (RGB-D camera) and the reference signal (laser).
It is clear that the amplitude of the abdominal region sig-
nal is lower than that at the thorax region in both severe
and mild modes, and slightly higher in the normal mode.
The respiratory rate is 34.75 ±0.4BPM in normal mode,
35.19 ± 0.2BPM in mild mode, 34.8 ±0.35BPM mm in
severe mode and 34.66±0.5BPM in the irregular mode.

D. CAMERA POSITION VALIDATION
In the second set of experiments, five cameras were placed
in different positions around the mannequin, as shown in
Figure 10. The cameras were positioned in the (a) bed top
left, (b) bed top right, (c) bed bottom left, and (d) bed bottom
right. Each camera was oriented to the mannequin’s thoraco-
abdominal zone. In each experiment, the retraction distances
were calculated for each position, and then compared to those
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FIGURE 10. Second set of experiments setup and cameras positioning.
The cameras are placed in the (a) bed top left, (b) bed top right, (c) bed
bottom right and (d) bed bottom left. The reference camera sensor is
always placed in a vertical position to the thoraco-abdominal area under
the same conditions of those of the first set of experiments (see Figure 2).

FIGURE 11. Estimating camera position using Procrustes
alignment method.

calculated by the sensor placed in a vertical position. The
experimental setup shown in Figures 10 and 11 is designed
to evaluate the impact of changing the position around the
bed on the system’s accuracy. Considering the limited space
in a Pediatric Intensive Care Unit (PICU), the camera can
be placed on one of the four legs of the bed. It should be
noted, however, that the top of the bed is often occupied
by medical staff and other medical devices and thus, is not
always accessible. Therefore, the two preferable locations to
place the cameras are positions 3 and 4 (Figure 10), corre-
sponding to the bottom of the bed. Nevertheless, the ideal
operating position of the RGB-D camera is the vertical posi-
tion. To investigate the impact of changing the position on
the system’s accuracy, the four bed positions (top left, top
right, bottom left, bottom right) were tested and their results
compared.

The experiments produced highly accurate results and
showed significant agreement between the proposed method

and the method using laser-ranging sensors when the camera
is placed in a vertical position. However, placing the camera
in a vertical position above the patient may be problematic
when deploying the system in the pediatric intensive care
environment. Any occupied space should not cause care
interruptions or present a potential risk for patient safety.
Moreover, caregivers need to provide the appropriate services
with sufficiently free space around the patient. According to
doctors, bed bottom positions are usually the most appropri-
ate to place our camera. This sub-section evaluates the system
performance when the camera is placed in four positions
around the bed, at the bed top (camera #1 and #2) and bottom
positions (camera #3 and #4).

The results obtained from the setup in Figures 10 and 11 are
illustrated in Tables 3 and 4. Table 3 shows the results of
experiments corresponding to the different cameras positions
using the camera-to-cloud metric, whereas Table 4 shows the
results of the same experiments and data using the cloud-to-
cloud distance metric. In Table 3, the RMSD and correlation
values are calculated for different modes between the new
position (cameras #1, #2, #3 and #4) and the reference posi-
tion (the camera in the vertical position). Next, the average
RMSD and the correlation values are calculated for all modes
together. The results show average RMSD values of 2.48mm
for camera #1, 2.19mm for camera #2, 5.04mm for camera #3
and 5.84mm for camera #4. The correlation coefficients also
reveal a high correlation between the reference measures and
the quantitative data sets’ measures corresponding to the dif-
ferent camera bed positions. Indeed, ρ is very high (> 0.98)
for both bed head positions (cameras #1 and #2) and relatively
high (>0.9) for the bottom bed positions (cameras #3 and #4).
The proposed method’s measures corresponding to the
head positions are also highly correlated with the refer-
ence data (camera in the vertical position). Likewise, the
small RMSD value indicates that the system performs very
well for both bed head positions. However, RMSD values
are slightly higher for bed bottom positions (5.04mm for
camera #3 and 5.84mm for camera #4).

The cloud-to-cloud distance was also used to confirm the
obtained results. The aim is to study the precision of the
proposed 3D imaging system when changing the camera
position around the patient’s bed. The results show an average
RMSD value of 2.55mm for camera #1, 2.42mm for cam-
era #2, 5.99mm for camera #3 and 5.33mm for camera #4.
The correlation coefficients reveal a very high correlation
(> 0.99) for both bed head positions (cameras #1 and #2)
and a high correlation (>0.95) for the bottom bed posi-
tions (cameras #3 and #4). Furthermore, the RMSD is small
(less than 3mm) for both bed head positions, yielding very
good accuracy, and slightly higher for bed bottom positions
(5.99mm for camera #3 and 5.33mm for camera #4).

The cloud-to-cloud distance metric yields similar find-
ings to those obtained using the camera-to-cloud metric,
which confirms the applicability of the proposed system in an
intensive care environment. Furthermore, the camera can be
placed at both top and bottom positions of the patient’s bed.
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TABLE 3. System accuracy when changing the sensor positions using the cloud-to-camera metric (over one minute).

TABLE 4. System accuracy when changing the sensor positions using the cloud-to-cloud metric (over one minute).

However, placing the camera at the top of the bed yields
slightly better results. The slight difference in performance
between top and bottom positions is due to the camera
depth resolution, which varies with distance from the sensor
[55], [63]. Nevertheless, the accuracy in the bottom position
is considered acceptable for the calculation of the retraction
distance.

Our proposed system offers a new innovative method
allowing not only the detection of respiratory failure in
spontaneous breathing patients but also the visualization
and quantification of the severity degree of TAA in patients
with respiratory failure. This should have a great clinical
impact and potential to improve respiratory management,
especially when healthcare resources such as pediatric expert
are limited.

Although the mannequin-based simulator system is high
fidelity and provides the correct chest wall geometry and
motion in TAA patients, some issues related to the realism
of the phantom-based simulator may limit the actual clinical
application of our findings. The first potential issue is related
to the shortcomings of the mannequin’s physical signs and

the lack of an investigation of real patient’s response to the
system. The mannequin is mainly programmed to reproduce
the asynchronous thoraco-abdominal motion in spontaneous
breathing patients. The system performance should be inves-
tigated in real patients, and more specifically in the pediatric
population given their overall low degree of cooperation.
Some situations may affect the assumptions under which
the reported performance has been achieved. These include
the infant’s increased stress, augmented anxiety/agitation and
infant movement beyond the system’s field of view. The sec-
ond potential issue lies in the scope of real clinical situa-
tions management, including the cases of: occlusion by a
nurse/health professional; a patient’s change in position and
any obscuration by bed clothing or bed sheets.

In view of the limitations regarding real subjects in a real
clinical environment, it is important to frame the context of
this study in order tomore fully understand some assumptions
and conditions. This improved understanding will make it
possible to realize the system’s optimal performance.

The initial assessment of an infant in respiratory failure is
aimed first at the detection of a potential respiratory failure
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and then at it’s the degree of severity degree. This assessment
will allow the patient to bemanaged promptlywith immediate
oxygen support or even intubation and mechanical ventila-
tion. The proposed system is intended to improve the scope
of the clinical decision-support tools.

In this regard, the measuring process can be intermittent
or sequential; it does not necessarily need to be continuous.
Indeed, measuring the retraction distance between the thorax
and the abdomen is carried out at regular intervals, which are
defined by relevant health care staff. Therefore, our camera
based-system is highly appropriate for spontaneous breathing
assessment in intensive care environments as our method
can successfully measure the relevant parameters from a
short acquisition where there is no occlusion. The medical
examination is carried out on naked torso patients in a supine
position and in intermittent operation mode without inter-
fering with day-to-day procedures. This approach prevents
a potential occlusion by a nurse/health professional or any
obscuration by bed clothing or bed sheets. It is therefore
essential to respect these conditions over which the opti-
mal system operation is achieved (patient in supine position,
patient with naked torso, avoid occlusions when acquiring
data). The intermittent nature of assessment in a spontaneous
breathing patient clearly facilitates compliance with these
optimal conditions.

Addressing all possible TAA modes was made possible
through this pilot study by using a high-fidelity phantom
designed according to the human chest wall deformity char-
acteristics. The hospital procedure requires the simulation of
new clinical systems before they can be used in real situations.

Future works will mainly focus on performing experiments
on patients as well as on phantoms to complement our initial
findings, and to set out the system in a clinical environment
to be used in a daily routine practice. We plan to evaluate
the system using different kinds of clothing (sweater, T-shirt,
pajamas...) and study how garments may affect the accuracy
of measurements. For other future studies, we plan to build a
reference TAA dataset using our video recordings. This will
pave the way for this line of research. Our method allows
detecting, visualizing and quantifying the thoraco-abdominal
asynchrony. The system’s ability will be extended by defining
and training a deep neural network model with the future
TAA dataset, thereby improving the automatic classification
of illness severity.

VI. CONCLUSION
This manuscript presents a new non-contact vision-based
method for monitoring acute respiratory failure in a pedi-
atric intensive care environment. The proposed system uses
a depth sensor to track the thoracic and abdominal surface
motion with high spatial and temporal resolutions. A 3D
motion field is computed for each time frame using the
collected RGB-D data.

This is the first objective method to be proposed for the
assessment of retraction signs. The results confirm the accu-
racy of the proposed method in the estimation of retraction

zone distance with a significant agreement with a laser dis-
tance sensor system. The accuracy is slightly better in the
bed head positions than at the bottom positions due to the
hardware’s limitation.

Our system is a very promising support tool intended
to assist caregivers in respiration assessment in a pediatric
intensive care environment. For future work, we aim to design
a fully integrated and straightforward system for respiration
assessment. In a previous work, we developed a system that
estimates the most relevant respiratory parameters in PICU:
tidal volume, respiratory rate, minute ventilation and inspira-
tory time. We plan to merge and simplify the two techniques
so they will function in a single straightforward measurement
system.
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