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A B S T R A C T

Super-resolution, which is one of the trend issues of recent times, increases the resolution of the images to higher
levels. Increasing the resolution of a vital image in terms of the information it contains such as brain magnetic
resonance image (MRI), makes the important information in the MRI image more visible and clearer. Thus, it is
provided that the borders of the tumors in the related image are found more successfully. In this study, brain
tumor detection based on fuzzy C-means with super-resolution and convolutional neural networks with extreme
learning machine algorithms (SR-FCM-CNN) approach has been proposed. The aim of this study has been seg-
mented the tumors in high performance by using Super Resolution Fuzzy-C-Means (SR-FCM) approach for tumor
detection from brain MR images. Afterward, feature extraction and pretrained SqueezeNet architecture from
convolutional neural network (CNN) architectures and classification process with extreme learning machine
(ELM) were performed. In the experimental studies, it has been determined that brain tumors have been better
segmented and removed using SR-FCM method. Using the SquezeeNet architecture, features were extracted from
a smaller neural network model with fewer parameters. In the proposed method, 98.33% accuracy rate has been
detected in the diagnosis of segmented brain tumors using SR-FCM. This rate is greater 10% than the rate of
recognition of brain tumors segmented with fuzzy C-means (FCM) without SR.

Introduction

The brain has a complex structure consisting of millions of cells.
Brain tumors are caused by the rapid growth of cells. Uncontrolled
growth of cells affects brain activity and may damage normal cells [1].
Imaging technologies have played a role in the analysis of brain
anatomy and functions with the development of technology. The tumor
region can be detected by using Magnetic Resonance Imaging (MRI).
However, radiologists need to measure the size of the tumor site for
treatment. Image processing methodologies play an important role in
the monitoring of tumor sites between radiologists and computers in
the diagnosis and treatment process with machine learning. Radi-
ologists improve diagnostic accuracy from a different perspective in
interpreting medical images with these hybrid techniques [2].

Using a higher resolution on medical images makes it easier for the
doctor to diagnose diseases. Super-resolution (SR) is used to increase
the resolution. In the literature, SR is used in medical images [3–5], MR
images [6], brain MR images [6–9], cardiac MR images [10], and ret-
inal fundus images [11]. Many methods were used in the detection and

automatic classification of tumor regions using MR images in the lit-
erature. Saad et al. [12] established a hybrid system with Fuzzy C-Mean
(FCM) region growing for tumor analysis. Sachdeva et al. [13,34]
classified the brain tumor by using the support vector machine (SVM)
and artificial neural network (ANN) machine learning model in a hy-
brid structure with Genetic Algorithm (GA) (GA-SVM and GA-ANN).
Mallick et al. [14] used a hybrid method with image compression of
wavelet transform and image compression using Deep Wavelet Auto-
encoder (DWA) for brain MR images. In addition, images were classi-
fied using Deep Neural Networks (DNN). Performance comparison of
DWA-DNN model with other conventional classification techniques was
performed. Zeng et al. [9] suggest a deep convolutional neural network
model for single and multiple contrast super-resolution reconstructions
for artificial and real brain MR images. Swati et al. [15] suggest a
method based on learning to transfer brain MR images using a pre-
trained deep CNN model. The proposed method has a coverage accu-
racy of 94.82% under five-fold cross-validation since it does not use any
handmade features and requires minimal pretreatment. Deepak and
Ameer [16] classified three types of brain tumor types using a pre-
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trained GoogLeNet to extract features from brain MR images with deep
CNN. Selvapandian and Manivannan [17] used Non-Sub sampled
Contourlet Transform (NSCT) to enhance the brain image, and then the
tissue features were removed from the enhanced brain image. These
extracted features were trained and classified using the Adaptive Neuro
Fuzzy Inference System (ANFIS) approach for classification. In their
study, Pan et al. [18] used 2D brain MR images to compare perfor-
mance with CNN and RPNN based algorithms. In addition, the kernels

were trained in separate layers.
In this study, brain tumor detection based on fuzzy C-means with

super-resolution and convolutional neural networks with extreme
learning machine algorithms (SR-FCM-CNN) approach was proposed.
DICOM format MRI images were used in the study and low-resolution
(LR) MRI images were transformed into high-resolution (HR) MRI
images by the super-resolution (SR) approach developed by Zhang [20].
Segmentation of tumors in HR MRI images is then performed using the

Fig. 1. Proposed SISR Model.

Fig. 2. Sample Illustration of SqueezeNet layers.

Fig. 3. Scheme of the proposed method.
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FCM method [19] and image processing techniques. It has been found
that segmentation based on fuzzy C-means with super-resolution (FCM-
SR) approach designed specifically for this study performed more suc-
cessful segmentation of MRI images by using SR approach [20].
SqueezeNet architecture, which is one of the wide spreadings pertained
CNN algorithms, has been used as feature extractor to increase the
applicability of the proposed method on various platforms. In connec-
tion with this, segmented images are exported to SqueezeNet archi-
tecture to extract features. The acquired features are then given to the
ELM classifier for benign or malignant detection of tumors.

The main innovations presented in this study are presented below:

1) The resolutions of the images have been raised very successfully and
their quality increase to the highest levels with the SR approaches,
which are based on deep learning based on a new topic that has
emerged recently.

2) SRI was applied to MRI images to increase the segmentation

performance of FCM, resulting in better detection of the tumor site.
3) A smaller and faster pertained CNN model with fewer parameters,

SqueezeNet has been used for easy integration into embedded sys-
tems and for successful results.

4) The features extracted in the SqueezeNet architecture are given to
the ELM classifier, which has a generalizable performance, does not
require parameters such as learning speed, momentum, etc., and can
give fast results and thus the detection of tumors is provided.

5) The smaller Retrained CNN architecture, SqueezeNet, and the SR-
FCM-CNN hybrid method, which can be easily integrated into em-
bedded systems with the fast ELM classifier, have been proposed for
the first time.

The rest of this study is organized as follows. Section “Theoretical
background” presents the theoretical background, Section “Proposed
method” presents the proposed method, Section “Experimental results”
presents the experimental results, and Section “Conclusion” presents
the conclusion.

Theoretical background

Database

In order to conduct experimental studies on the proposed SR-FCM-
CNN approach, the Cancer Genome Atlas Glioblastoma Multiform
(TCGA-GBM) (23) database in the Cancer Imaging Archive (TCIA) was
preferred. In the relevant database, approximately 500 samples were
selected per different types of cancer and tissues were obtained from
different locations in the world. TCGA-GBM database is open access and
MRI images in this database can be used with reference. Therefore,
there is no need to make an ethical committee decision in order to use
the images in this database. Since T1-weighted post contrast (T1-ga-
dolinium (Gd)) gave sequence, T1-Gd sequence MRI images were used

Fig. 4. Result images.

Fig. 5. Augmentation images.
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in order to obtain the most accurate information about the tumor site in
MRI images containing brain tumor. More information on the TCGA-
GBM database is available from [21].

Learning a single convolutional Super-Resolution network for multiple
degradations

Super Resolution (SR) is a widely used field in image and video
processing [20,22–24]. It aims to improve image quality from the given
LR image or video sequence [20]. HR rendering using one or more LR
images is called SR [20]. SR imaging has proven successful with one or
more LR images from the same scene in many areas such as satellite
imaging, video applications and medical imaging [22–24]. In this
study, LR MRI images are converted to HR MRI images by the approach
developed by K. Zhang [20]. Single image super-resolution (SISR) is an
active research topic with high practical values in the field of computer
vision [25].

The SISR model is a CNN-based model. In this model, convolution
layers consist of 3x3 convolution layers. In the SISR model, the layers
consist of three types of processes, such as Convolution (Conv),
Rectified Linear Units (ReLU) [26] and Batch Normalization (BN) [27].
An example of a super-resolution network proposed for multiple dis-
tortions is given in Fig. 1 [20].

Convolutional neural network

CNN architectures are frequently used in the literature as image
classification, object recognition and detection methods [28–30]. These
methods are remarkable with high classification accuracy. [28–30].
ESA is inspired by artificial neural networks and is an end-to-end ar-
chitecture that can gather collected information. CNN can handle large-
scale data with its sufficient capacity and intelligent model structure.
This article uses one of the latest pertained CNN architectures, the
SqueezeNet architecture.

SqueezeNet is one of the CNN architectures developed by re-
searchers at the University of California, DeepScale, Stanford and the
University of Berkeley in 2016. The purpose of the SquezeeNet archi-
tecture is to create a smaller neural network model with fewer

parameters that can easily fit into computer memory [31].
SqueezeNet was first described in a study titled “SqueezeNet:

AlexNet-level accuracy with 50x fewer parameters and less than 0.5MB
model size” [32]. AlexNet is a CNN architecture with 240MB para-
meter, while SqueezeNet has only 5MB parameters. The reason for
comparison with the AlexNet architecture is that although it has a much
less complexity level, ImageNet achieves approximately the same level
of accuracy when evaluated on the image classification validation da-
taset. The main advantages of SqueezeNet architecture can be listed as
follows:

1. More efficient distributed layers: The workload of the CNN archi-
tecture is directly proportional to the number of parameters in the
architecture [32]. In short, smaller models run faster because they
have fewer parameters.

2. Usability as Mobile: Applications developed in SqueezeNet archi-
tecture are easier to move to mobile platforms. Due to its small ar-
chitectural structure, it requires less communication, which makes
frequent updates possible.

3. Compatibility with embedded systems and FPGAs: FPGAs typically
have less than 10MB of chip memory. This is not a problem for the
SqueezeNet architecture, but it can be a problem due to the large
size of other architectures.

An example representation of SqueezeNet architecture is given in
Fig. 2.

Fcm

The FCM algorithm is one of the most commonly used fuzzy division
clustering techniques. This algorithm was developed in 1981 by
Bezdek. The FCM approach works on the basis of the objective function
and, in addition, allows objects to be included in two or more clusters.
In the FCM approach, each data belongs to each of the clusters with a
membership value ranging from 0 to 1. The sum of membership values
for all classes of any data must be 1. Since the FCM approach works
with the objective function, the clustering process terminates by ap-
proaching the minimum increment value of the objective function to

Fig. 6. General Diagram of Step 6 and 7.
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the predetermined minimum increment value. The objective function
used in the FCM approach is given below [19]:
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In the FCM approach, uik is calculated based on the following for-
mula:
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Elm

In this study, the features obtained by SqueezeNet architecture are
classified with the ELM algorithm and benign and malignant classifi-
cation of brain tumor is performed. Since ELM is a new, very fast and
high performance algorithm, it has been preferred in this study. ELM is
a forward-feed neural network with a single hidden layer. The input
weights of the hidden layer are randomly selected and the output
weights are calculated analytically. In the hidden layer, activation
functions such as Sigmoid, sinus, and Gauss are used, while linear ac-
tivation functions are used in the output layer. The weights in the input
layer of the feed forward neural network do not affect the performance
of the network with a single hidden layer [33]. The mathematical ex-
pression of an ELM network is defined as follows [34]:
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where wi is the weights between the inlet and the hidden layer, bj are
the bias values acting on the inlet. βj values are the weights between the
hidden layer and the output and g (.) is the activation function [33].
Further information on ELM is found in Ref. [33].

Proposed method

The flowchart of the proposed SR-FCM-CNN approach is given in
Fig. 3. The proposed approach has an 8-step working structure, with
these steps detailed below:

Step-1: Obtaining MRI images

LR MR images containing 50 benign and malignant tumors in
DICOM format were obtained.

Step-2: Conversion to grayscale

Since the initial LR MRI images are in DICOM format, the relevant
images are converted to grayscale. Thus, these images can be processed
faster. An example of MRI image converted to a grayscale image is
given in Fig. 4a.

Step-3: Applying the super-resolution approach to images

LR MRI images were applied by the SR approach developed by
Zhang et al. [20] and related images were converted to HR MRI images.
Thus, the resolution of the pictures has been increased and the image
quality has been improved. This process aims to increase segmentation
performance. At the end of this process, the image in Fig. 4a was
converted to the image in Fig. 4b.

Step-4: Realization of FCM-based segmentation

In the first step, pre-segmentation of MRI images converted to HR
MRI images is performed by FCM approach. As a result of the seg-
mentation of the HR MRI image given in Fig. 4b with the FCM ap-
proach, the image in Fig. 4c was obtained.

Then, the points corresponding to the coordinates of the white dots
in this obtained image are determined in the LR MRI image, which is

Fig. 7. LR and HR MRI images.
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converted to grayscale, so that only these points remain in the LR MRI
image. Thus, only the tumor tissue remains in the LR MRI image and the
remaining parts are deleted and the segmentation image given in
Fig. 4e is created. In the final step, the tumor region in the resulting
image is cropped and finally the segmentation image as shown in Fig. 4f
is generated.

In the proposed approach, the pre-segmentation performance was

increased by using SR method, the tumor site was detected more suc-
cessfully and tumor segment was successfully obtained from LR MRI
image by using this segmentation image.

Step-5: Augmentation of segmented tumors

At the end of the realization of the FCM-based segmentation

Fig. 8. Test results.
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process, 50 benign and malignant finally segmentation images are
passed through augmentation process. As can be seen in Fig. 5, in this
process, finally segmentation images are rotated and enlarged by 25%
to obtain 150 benign final segmentation images and 150 malignant fi-
nally segmentation images. With this process, segmented tumor images
were reproduced to provide more images to SqueezeNet architecture
and to increase feature extraction and tumor type detection perfor-
mances.

Step-6: Extract features via SqueezeNet

In order to extract the features of 150 benign finally segmentation
images and 150 malignant finally segmentation images, the related
images are given to SquezeeNet architecture.

Step-7: ELM classifier

SR-FCM segmented brain images were extracted with SqueezeNet
architecture and classified with ELM classifier.

The performance of the ELM classifier depends on the number of
neurons in the hidden layer and the activation function to be used.
Therefore, parameters suitability was determined by experiments.
Activation functions such as “hardlim”, “radbas”, “lin”, “sin”, “tribas”,
and “sig” were used for this purpose. The optimal activation function
and the number of neurons were determined according to the training
and test performance of the network. The most appropriate activation
function in brain tumor detection was sigmoid and the number of
neurons was 1500. Step 6 and Step 7 are summarized in Fig. 6.

Experimental results

To test the performance of the SR-FCM-CNN approach proposed in
this section, two-step test procedures are performed. In the first stage
testing process, all the steps in the “3. Proposed Methods” section were
applied to LR MRI images containing 150 benign and 150 malignant
tumors in DICOM format, in which a detailed study of the proposed SR-
FCM-CNN approach was described. 1000 features were obtained from
the last layer of SqueezeNet pretrained architecture. The obtained
features were evaluated by 10 k-fold cross validation method in ELM
classifier. Total accuracy of 98.33% has been achieved. In order to il-
lustrate the sample results obtained during this test process, 5 randomly
selected MRI images used in this process are shown in Fig. 7. HR MRI
images obtained from the proposed algorithmic process of these pic-
tures are shown in Fig. 7 and the segmentation results are shown in the
SR-FCM-CNN segmentation results column in Fig. 8. The confusion
matrix and ROC graphs obtained at the end of this process are given in
Fig. 9.

In the second stage of the testing process, all processes except Step-3
in the “3. Proposed Method section”, where a detailed study of the
proposed SR-FCM-CNN approach was described and applied to DICOM
format LR MRI images containing 150 benign and malignant tumors. In
this process, it was aimed to obtain tumor classification results without
applying SR approach to MRI images. In order to show the sample re-
sults obtained during this test process, 5 LR MRI images, which are also
used in the first test process and whose visuals are given in Fig. 7, are
preferred. In addition, segmentation results are given in the Step-3 SR-
FCM-CNN segmentation results column in Fig. 8. In this process, 1000

Fig. 9. Confusion matrix and ROC of SR-FCM-CNN method.

Fig. 10. Confusion matrix and ROC of FCM-CNN method.
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features were obtained from the last layer of SqueezeNet pertained CNN
architecture. These features have been evaluated by 10 k-fold cross-
validation method in ELM classifier. Total accuracy of 88.33% has been
achieved. The confusion matrix and ROC graphs obtained at the end of
this process are given in Fig. 10.

It is clear that the “Zoomed tumor region” results in the “SR-FCM-
CNN without Step-3 segmentation results” column shown in Fig. 8 are
better quality than the “Zoomed tumor region” results in the “SR-FCM-
CNN segmentation results” column. This clearly demonstrates that the
use of the SR approach in the preprocessing step maximizes segmen-
tation performance. Thus, in the proposed SR-FCM-CNN approach, the
tumor site was more successfully detected. Therefore, it has been
proved with experimental results that tumor types are detected with
superior performance with the proposed approach.

Conclusion

In this study, a powerful approach that can detect brain tumors and
predict the type of tumor has been proposed. In the proposed approach,
the resolution of MRI images is initially increased with the SR ap-
proach. Thus, it is aimed to increase segmentation performance. The
segmentation of the MRI image is then performed with the FCM ap-
proach. In the proposed approach, SqueezeNet, one of the most recent
pertained CNN architectures, is used and the features of segmented
tumor images are extracted and classification of these features by ELM
is provided. By the help of the proposed approach, both tumor seg-
mentation and tumor classification have been performed. It is seen that
the proposed SR-FCM-CNN approach in experimental studies performs
tumor classification with a very high success rate. In the proposed ap-
proach, both segmentation and tumor classification performance are
significantly reduced when brain tumor is detected without using SR.

In this study, a novel brain tumor classification system has been
designed by using SqueezeNet CNN architecture, ELM and FCM ap-
proaches together, and gained into the literature. In addition, the de-
signed system can make quick decisions without loss of performance by
the help of combination of SqueezeNet and ELM. The main dis-
advantage of the proposed SR-FCM-CNN approach is that its perfor-
mance varies depending on the training dataset.

In our future studies, the proposed SR-FCM-CNN approach will be
used as a classifier in different areas. In addition, it is planned to in-
crease both the speed and performance of the algorithm as a result of
trying different approaches on the proposed algorithm.
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