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ABSTRACT Convolutional neural networks (CNNs) have been recently applied to tackle a variety of
computer vision problems. However, because of its high computational cost, careful considerations are
required to design cost-effective CNNs. In this paper, we propose a CNN inspired by MobileNet for fire
detection in surveillance systems. In the proposed network, color features emphasized by the channel
multiplier are extracted through depthwise separable convolution, and squeeze and excitation modules
further increase the representation of the channel-wise convolution. Custom Swish is used as an activation
function to limit exceedingly high weights from the effects of the channel multiplier. Our proposed network
achieves 95.44% accuracy for fire detection, which is higher than those achieved other existing networks.
Furthermore, the number of parameters used is 38.50% fewer than that of MobileNetV2, the smallest
among other networks. We believe that using the proposed CNN, CNN-based surveillance systems could

be implemented in lightweight devices without using expensive dedicated processors.

INDEX TERMS Fire detection, deep learning, convolutional neural networks, image classification.

I. INTRODUCTION

Fires can occur anywhere, at any time, and if they are not
detected early, they can cause severe damages to property and
people. Surveillance systems consisting of multiple CCTVs
can be very useful in detecting fires because they are designed
to monitor the surroundings 24 hours a day. Furthermore, they
can be very useful to monitor fires in a wide range of areas,
including inaccessible areas. Consequently, there has been a
huge demand for intelligent video-based fire monitoring sys-
tems that can alert people to respond quickly by processing
and analyzing video streams in real-time. A video-based fire
detection system can inform an operator by analyzing videos
from CCTVs without using heat, smoke, or flame sensors.
Owing to the significant development of video analysis, video
signals from CCTVs can be automatically analyzed and can
provide alarms to surveillance personnel to enable quick
response.
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Traditional vision-based fire detection methods use hand-
crafted features, such as color, motion, and texture. Prior stud-
ies [1]-[4] detected fire by making full use of color features
because fire is generally brighter and has higher contrast than
other objects. Ko ef al. [1] detected specific fire regions from
their color and, then employed a model using wavelet coef-
ficients to detect fire with a support vector machine (SVM)
classifier. Celik et al. [5] extracted foreground information
using color-based background modeling, and classified fires
using a generic statistical model. Chen et al. [3] extracted
RGB-based chromatic and disorder measurements for fire
detection. Li et al. [4] proposed a flame detection frame-
work based on the color, dynamics, and flickering properties
of flames. They used a Dirichlet-process Gaussian mixture
model-based approach for autonomous flame detection.

Because color information is often influenced by environ-
mental conditions, motion information is often used as a fea-
ture. Kuo et al. [6] detected flame boundaries by using motion
detection. In their work, a motion mask was used for motion
detection, and flames were detected through the analysis
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FIGURE 1. Vision-based fire detection system using convolutional neural networks.

of the flame behavior. Ko et al. [7] proposed an adaptive
background subtraction model with hierarchical Bayesian
networks. By analyzing and modeling fire and fire-like
moving objects, they improved the detection performance.
Habiboglu et al. [8] used texture information as a feature.
They divided video data into spatio-temporal blocks and
extracted covariance-based features. Then, they trained the
extracted features with an SVM classifier to detect fire.

In computer vision, numerous convolutional neural net-
works (CNNs) have been developed since AlexNet [9]
and VGG [10] proved that the higher non-linearity with
deeper network could improve the performance significantly.
Since then, researchers have created deeper CNN struc-
tures to improve the performance further. Unfortunately, with
deeper networks, vanishing/exploding gradient and degrada-
tion problems can arise [11]-[13]. To solve these problems,
various techniques, such as batch normalization (BN) [14],
Dropout [15], and various activation functions have been
applied to the network. In particular, ResNet [12] and
GoogleNet [11] were able to build deep networks by using
residual and inception modules as basic blocks, respectively.
They demonstrated better performance in the ILSVRC [16]
and have been continuously explored through the deforma-
tion block [17]-[19]. ResNet is widely used as a base network
not only for classification but also for detection and segmen-
tation with localization [20]-[23].

Since the processors of embedded hardware have become
more powerful, there have been continuous demands for
lightweight and high performance networks that can operate
on embedded systems. Xception [24] and MobileNet [25],
[26] use lighter depthwise separable convolutions compared
with standard convolutions, reducing parameters so that net-
works can be used on mobile devices. ShuffleNet [27], [28]
reduced the computational cost using pointwise group convo-
lution and channel shuffle.

Traditional fire detection methods require hand-crafted
features. In contrary, CNN has been proven to work sig-
nificantly better than traditional methods without requir-
ing a feature extraction stage because the features are
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learned through the network. In recent years, various CNN-
based fire detection methods have been explored [29]-[33].
Zhong et al. [29] used the RGB model to detect candi-
date flame regions and classify them with CNNs to detect
flames. Frizzi et al. [30] detected fire using a 9-layer
CNN. Dunnings and Breckon [31] proved that modified
AlexNet and InceptionV1 achieved better performance than
existing CNNs. Muhammad et al. [32] proposed a CNN
architecture inspired by GoogleNet and demonstrated bet-
ter performance than hand-crafted feature-based algorithms.
Muhammad et al. [33] proposed a MobileNet-based architec-
ture for fire detection with a cost-efficient CNN.

Figure 1 shows a diagram of a vision-based fire
detection system using CNNs. The video obtained by
the CCTV or camera is classified using CNN from a
server or embedded device. If the input is classified as
fire, an alarm can be triggered. CNN architectures generally
require high computational cost and memory usage. In order
to use CNNs more effectively for image analysis, we pro-
pose a network for fire detection using a channel multiplier
and squeeze and excitation (SE) depthwise modules, along
with a modified version of the Swish activation function.
Our experimental results demonstrated that the proposed
method achieves higher accuracy than the recently proposed
MobileNetV2 [26], despite having fewer network parameters
and a lower computational cost.

Il. PROPOSED ALGORITHM

In this section, we describe our non-temporal lightweight
fire detection method using CNN. Because a fire object has
different characteristics from other objects, especially color,
we propose the use of a channel multiplier to emphasize the
color features in our network. We also use SE-Depthwise
modules to enhance the representation of depthwise separable
convolution for effectively representing the global features of
fire, because fire, in general, is a deformable object. Further-
more, although conventional CNNs may show high classi-
fication performance, inferences tend to take a considerable
amount of time because of their large number of parameters.
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FIGURE 2. A sample fire image, (a) fire image, (b) red channel, (c) green
channel, (d) blue channel.

We address this issue by reducing the complexity of the
network so that CNN can be used for embedded systems with
lower computational power.

A. FIRE OBJECT CHARACTERISTICS

A fire object has significantly different characteristics com-
pared with other objects, such as a car, person, or table, which
have a relatively consistent shape and size. In particular, a fire
object is deformable, and some of its features, such as color
and texture have consistent characteristics compared to its
shape and size. Therefore, these features can be useful for
fire detection tasks.

Figure 2 shows a sample fire image along with its red,
green, and blue channels. As shown in figure 2 (a), although
the fire is deformable, it shows relatively constant color and
texture patterns. In Figure 2 (b), the shape of the fire is better
represented compared with those in Figure 2 (c) and (d).
Therefore, we consider that the fire features can be extracted
more effectively when the red channel is enhanced.

B. CHANNEL MULTIPLIER

We propose using a channel multiplier on depthwise separa-
ble convolution to emphasize the color characteristics of the
fire. We selected depthwise separable convolution because it
has a significantly lower computational cost. Figure 3 shows
the process of depthwise separable convolution. Unlike the
general convolution process, it is divided into two processes:
depthwise convolution and pointwise convolution. Depthwise
convolution divides the input by channels, performs convolu-
tion with kernels in each channel, and then stacks the output to
create a feature map. Pointwise convolution uses 1 x 1 kernels
for the output generated in the depthwise convolution proce-
dure. The 1 x 1 kernel can be used to increase or decrease the
size of the output feature map. Depthwise separable convolu-
tion can significantly lower the model complexity compared
with standard convolution.
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FIGURE 3. Depthwise separable convolution.
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FIGURE 4. A Diagram of the SE-depthwise module.

In the process of depthwise convolution, a feature map F
with dimensions Dr x Dfr x N is produced when the input
dimension is Dr x D x M where M and N are the numbers of
input and output channels, respectively, and Dr is the width
and height of the input.

Depthwise convolution can be represented as follows:

Grim = Za'Ki,j,m‘Fk+i—1,l+j—1,m» (D
ij
where K is the depthwise convolutional kernel, G is the out-
put feature map, and a is the channel multiplier. The channel
multiplier a can be represented as [a,, ag, ap] where a,, ag, ap
are non-negative real numbers.
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FIGURE 5. Sample dataset images, (a) fire image, (b) non-fire image.

Because the input image has three channels (RGB),
the channel multiplier elements [a,, ag, ap] are multiplied
with the corresponding channels. With the experiment results,
we will show that the channel multiplier is useful in extracting
specific color patterns of objects.

C. SE-DEPTHWISE MODULE

Convolution kernels are designed to learn local receptive
fields of feature maps rather than the global perspective.
By integrating the local fields, nonlinear relationships can be
inferred and global features can be provided through pool-
ing. SENet [34] implements the squeeze and excitation (SE)
technique to recalibrate the feature map of the network and
performs better compared with existing networks, such as
VGGNet, Inception, and ResNet.

Squeeze can be obtained in the process of global average
pooling. Let X and X be the input and output of an SE
block, respectively, and u, be the entry of a convolution result
of X. Then, the squeeze output z. can be calculated as in
Equation (2), where the spatial dimension is H x W.

H W

1 Z -
e = Hx W L uc(ls])9 (2)
i=1 j=

where z € R€.
In the process of excitation, the excitation output is

s = 0(W28(W12)), 3

where § is the ReLU [35] function, and ¢ is the sigmoid
C C

function. Wi € R7*€ and W, € RE*7 are the weights of

fully connected layers where r is the reduction ratio.
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FIGURE 6. Activation functions, (a) ReLU6, (b) Swish10.

Figure 4 shows a diagram of the SE-Depthwise module.
In SENet [34], the SE block can be easily applied to various
networks, such as SE-Inception and SE-ResNet. In our work,
we create an SE-Depthwise module by applying an SE block
after depthwise separable convolution with a reduction ratio r
of 16. The SE-Depthwise module is effective for obtaining the
characteristics of fire objects, which have variable sizes and
shapes, because it can learn global properties from images.
The SE-Depthwise module is used to build the main archi-
tecture except for the network input and output layers.

D. PROPOSED NETWORK

In general, CNN tends to perform better with deeper net-
works. However, when there are only a few classes, with
simple characteristics, overfitting can occur. If the network
is too deep, although overfitting does not occur, the perfor-
mance of the network may not improve significantly despite
the increased number of parameters. In our proposed network,
the layers are designed to mitigate the overfitting problem
and maximize the performance by adjusting the depth of the
network and the number of feature maps for fire detection.
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TABLE 1. MobileNet-fire architecture.

block conv stride Filter Shape Input size

DConv dwconv  (2,2) 32 x3 2242 x 3

pwconv  (1,1) 12 x 3 x 32 1122 x 3

dwconv  (1,1) 32 x 32 1122 x 32

SE-DConv— Uonv (11) 12 x32x 64 1122 x 32

dwconv  (2,2) 32 x 64 112% x 64

SE-DConv conv (1) 12 x64x 128 562 x 64

dwconv  (1,1) 32 x 128 562 x 128

SE-DConv U conv (1) 12 x 128 x 128 562 x 128

dwconv  (2,2) 32 x 128 562 x 128

SE-DConv U conv (I1) 12 x 128 x 256 282 x 128

dwconv  (1,1) 32 x 256 287 x 256

SE-DConv U conv (11) 12 x 256 x 256 282 x 256

dwconv  (2,2) 37 x 256 282 x 256

SE-DConv o Jconv (1) 12 x 256 x 256 142 x 256

dwconv  (1,1) 32 x 256 147 x 256

SE-DConv U conv (I1) 12 x 256 x 256 142 x 256

dwconv  (1,1) 37 x 256 142 x 256

SE-DConv U conv (IL1) 12 x 256 x 256 142 x 256

i dwconv  (2,2) 32 x 256 142 x 256

SE-DConv — conv (I1) 12 x 256 x 512 72 x 256

dwconv  (1,1) 32 x 512 772 x 512

SE-DConv L conv (1) 12 x512x 512 72 x 512

- Avg Pool - Pool 7 x 7 72 x 512

- FC - 512 x 1024 12 x 1024
sigmoid - classifier 12 x2

dw conv = depthwise convolution, pw conv = pointwise convolution

0.2
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—val_loss
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FIGURE 7. Training and validation losses.

Our proposed network consists of 11 blocks, as shown
in Table 1. The input size of the network is 224 x 224 x 3.
The first block of the network is the depthwise separable
convolution (DConv) with the channel multiplier, as shown
in Equation (1). In the DConv block, depthwise convolution
is performed first with BN and activation. Then, pointwise
convolution with BN and activation is performed. In this
process, a 3 x 3 convolution kernel with stride (2, 2), and a
channel multiplier a = [2.0, 1.0, 1.0] are used.

After the first block, SE-DConv blocks are stacked 10
times, as shown in Figure 4. Similar to DConv, SE-DConv
consists of an SE block after depthwise and pointwise convo-
lution with 3 x 3 kernels. In the SE-DConv blocks, downsam-
pling with stride (2, 2) is performed four times. We selected
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FIGURE 9. ROC curve comparison.

the number of feature maps and the output channels of
the final SE-DConv blocks as [32, 64, 128, 256, 512] and
7 x T x 512, respectively, because they achieved the best per-
formance in our experiments. Finally, global average pooling
is performed to obtain a spatial resolution of 1 x 1 and then,
the number of output channels is increased to 1024 using a
fully connected layer. As the classifier, the sigmoid function
is employed.

Various activation functions are tested to improve the per-
formance of the network. In particular, ReLU was in prior
studies owing to its better performance and reduced training
speed. Various custom ReLUs [36], [37] and Swish [38]
activation functions have been explored for further improve-
ments. Figure 6 (a) shows the ReLU6 activation function
used in MobileNet [25], [26]; this function limits the weight
by clipping the positive range of the output at a = 6 in
Equation (4).

f(x) = min(max(0, x), a). 4)
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Furthermore, the Swish activation function has been
proven to be superior to ReLU [38] and has frequently been
used as a replacement for ReLLUs. Similar to the ReLUG6 case,
we further modify the Swish activation function by clipping
its output, as shown in Equation (5).

min(1 _x,a), x>0
fo =1 xte ©)
, x < 0.
1 +e*

Figure 6 (b) shows the Swishl0 activation function with
a = 10. In our proposed network, Swish10 is selected as the
activation function to preserve lager values due to the effect
of the channel multiplier.

Ill. EXPERIMENTS

This section presents the experimental results and a com-
parison of the proposed network with existing CNNs for
fire detection. A multi-GPU system equipped with an
E5-1650 v4 CPU with six cores and four NVIDIA Titan Xp
GPUs are used for the experiments.

A. DATASET

For the experiments, datasets with various types of
fire images were obtained from Chenebert et al. [39],
Hiittner et al. [40], and Steffens et al. [41], [42]. Each video
frame was resized to 224 x 224 before use. The total number
of images was approximately 340k, 80% and 20% of which
were used for training and validation, respectively. Approxi-
mately 36 k images were used for testing, with a the ratio of
fire to non-fire images of approximately 50:50. Figure 5 (a)
and (b) displays examples of fire images and non-fire images
from our customized dataset, respectively. The fire images are
mainly composed of images that clearly show flames. Non-
fire images include deformable objects, such as trees, grass,
and the sky, as well as rigid objects, such as people and cars.
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FIGURE 10. Fire image examples and visualization, (a) fire image, (b) black occlusion, (c) red occlusions.

TABLE 2. Comparison of fire detection results.

Model A Million Million Parameter

ode CCUTACY  Mult-Adds ~ Parameters  Reduction
VGG16 90.46% 15,610 134.27 98.95%
ResNet50 91.31% 3,889 23.59 94.11%
InceptionV3 94.11% 5,745 21.81 93.63%
ShuffleNetV2 93.23% 491 4.02 65.42%
MobileNetV1 93.68% 571 3.23 56.97%
MobileNetV2 93.82% 302 2.26 38.50%

MobileNet-Fire 95.44% 263 1.39 -

B. TRAINING

Since the development of the stochastic gradient descent
(SGD) optimizer, various other optimizers have been devel-
oped, such as Momentum [43] and NAG [44] considering the
directionality, and Adagrad [45], RMS Prop, and AdaDelta
[46] considering the step size. Among them, the Adam
optimizer [47], which considers both directionality and step
size, is the most frequently used.

To compare optimizers, Wilson et al. [48] examined their
performance for a binary classification task. They verified
that adaptive optimizers, such as the Adam optimizer, might
achieve worse results than SGD. Similarly, we verified that
the adaptive optimizers do not necessarily guarantee better
performance. Therefore, our network was trained with SGD,
with the momentum and learning rate set to 0.9 and 0.001,
respectively. The batch size was 64, and the loss function used
binary cross-entropy.

Figure 7 shows the training and validation losses and
Figure 8 displays the training and validation accuracies, both
up to 100 epochs. Because the loss and accuracy saturated
after 50 epochs, increasing the epoch any further does not
improve the performance significantly.

C. RESULTS
Table 2 shows the fire detection accuracy and number of
parameters for existing CNNs and our proposed network,
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TABLE 3. Fire detection result with Figure 10.

image | occlusion MobileNet_Fire VGG16 ResNet50 InceptionV3 ShuffleNetV2 MobileNetV 1 MobileNetV2
nofire fire nofire fire nofire fire nofire fire nofire fire nofire fire nofire fire

- 0 100 0 100 0 100 0 100 0 100 0 100 0 100
(1) black 99.9 0.1 89.75 | 10.25 | 99.95 0.05 100 0 99.95 0.05 98.85 1.15 100 0
red 99.97 0.02 99.87 0.13 100 0 96.25 3.75 100 0 100 0 100 0

- 0.01 99.99 0 100 0 100 0 100 0 100 0 100 0 100
2) black 100 0 99.99 0.01 100 0 100 0 100 0 100 0 100 0
red 100 0 100 0 100 0 100 0 100 0 100 0 100 0

- 0 100 0 100 0 100 0 100 0 100 0 100 0 100

3) black 99.91 0.09 99.99 0.01 0.38 99.62 | 99.72 0.28 0.21 99.79 | 98.12 1.88 23.22 | 76.78

red 99.78 0.23 0.01 9§.99 49.46 | 50.54

87.64 | 1236 | 99.33 | 0.67 | 99.54 | 046 | 96.46 | 3.54

- 0.04 99.96 0.18 99.82 | 38.73 | 61.27 0 100 0 100 0 100 0.01 99.99
(@) black 99.47 0.53 4.89 | 95.11 100 0 44,12 | 55.88 100 0 98.25 1.75 95.94 | 4.06
red 78.16 | 23.86 | 88.89 | 11.11 100 0 86.95 | 13.05 100 0 99.87 0.13 99.98 0.02
- 0 100 0 100 0 100 0 100 0 100 0 100 0 100
5) black 99.57 0.44 0 100 95.26 | 4.74 0 100 99.23 0.77 69.23 | 30.77 | 55.48 | 44.52
red 90.8 8.76 19.24 | 80.76 | 0.03 99.97 0 100 100 0 95.35 4.65 99.42 0.58
- 2.54 97.38 0 100 10.06 | 89.94 1.03 98.97 0 100 73.7 26.3 0.32 | 99.68
(6) black 99.95 0.05 0.01 99.99 100 0 100 0 99.91 0.09 100 0 100 0
red 100 0 0.01 99.99 100 0 99.99 | 0.01 98.52 1.48 100 0 100 0
error count 0 6 3 3 1

(@) (b) (©) (d)

© ® (2 (h)

FIGURE 11. Grad-CAM localizations of fire detection models, (a) fire image, (b) MobileNet-Fire, (c) VGG16, (d) ResNet50,
(e) InceptionV3, (f) ShuffleNetV2, (g) MobileNetV1, (h) MobileNetv2.

which was named ‘“MobileNet-Fire”. The parameter reduc-
tion in Table 2 is the ratio of reduced parameters in
MobileNet-Fire compared with each network. Among the
networks, VGG16 has the highest number or parameters
(134.27 M) because two fully connected layers are used at
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the end of the network. MobileNet-Fire uses only 1.39M
parameters, which represents a reduction of 98.95 %, and has
an accuracy increase of 4.98%. Compared with ResNet50 and
InceptionV3, our network demonstrated a 4.13 % and 1.33
% higher accuracy, respectively, and 94.11 % and 93.63
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TABLE 4. Detection results for different activation functions.

Model Activation Function ~ Accuracy
MobileNet-Fire ReLU6 91.99%
MobileNet-Fire ReLU10 94.91%
MobileNet-Fire Swish 93.54%
MobileNet-Fire Swish6 93.42%
MobileNet-Fire Swish10 95.44%

% fewer parameters, respectively. Compared with Shuf-
flenetV2, the number of parameters of MobileNet-Fire is
reduced by 65.42%, and the accuracy is increased by 2.21%.
Compared with MobileNetV1 and MobileNetV2, which are
considered lightweight networks, our network has 56.97%
and 38.50% fewer parameters, respectively, and accuracy
improvements of 1.76% and 1.62%, respectively.

Figure 9 shows the precision-recall ROC curves. The pre-
cision is the percentage of sampled images that the model
classified as positive, that are actually positive, and the recall
is the percentage of results correctly classified by the algo-
rithm. Thus, precision and recall generally have a trade-off
relationship. The performance of the model in distinguishing
between classes can be analyzed from the ROC curve; a larger
area under the ROC curve indicates better performance of the
model. According to Figure 9 and Table 2, MobileNet-Fire
achieved the best overall performance.

D. CHOICE OF ACTIVATION FUNCTION

The accuracies for different activation functions are displayed
in Table 4. ReLU10 outperformed ReLU6, with an accuracy
of 94.91 %. We suspect that larger values can be more effec-
tively passed in ReLU10 owing to the effect of the channel
multiplier. When the Swish and Swish6 activation functions
were used, the model achieved accuracies of 93.54 % and
93.42 %, respectively. The highest accuracy, 95.44 %, was
achieved by MobileNet-Fire when using Swish10, which was
chosen as the activation function for our model.

IV. ROBUSTNESS ANALYSIS

Verifying the robustness of the system in various environ-
ments is crucial in computer vision. To demonstrate the
robustness of our network, we tested the fire detection algo-
rithm with selected images. This task can be confirmed by
detecting the flame in the fire image. Figure 10 shows the
6 fire images selected from the dataset. Each image was
processed with two types of occlusion, namely covering the
flame with a black or red rectangle for non-fire objects
and fire object, respectively. Table 3 shows a comparison
between the fire detection results of each network against
the 6 fire images in Figure 10. The proposed MobileNet-Fire
network correctly classified both fire and non-fire objects
in the 6 fire images and 12 occluded images. In contrast,
the existing CNN methods generated false alarms, especially
for occluded images. This experiment shows that MobileNet-
Fire has robust performance even when occlusion occurs.
Figure 11 shows the visualization of the flame region in the
image using Grad-CAM [49] by showing the activation of the
last convolutional layer for the fire class.
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V. CONCLUSION

We proposed the MobileNet-Fire network, which has a lower
computational cost and achieves better performance com-
pared with existing CNNs. Depthwise separable convolu-
tion, which is the basis of MobileNet-Fire, learns weights
channel-wise. When classifying objects having specific col-
ors, the channel multiplier can enhance the effect of depth-
wise separable convolution by emphasizing specific color
channels. In addition, the SE block improves the channel-
wise global representation of the results of depthwise sepa-
rable convolution, allowing more effective extraction of the
features of an object. Furthermore, the channel multiplier can
be easily applied to networks to classify objects of specific
color, other than fire.

We used Swish10, which is a custom Swish, as the acti-
vation function. Swish10 clips large weights and preserves
the weights that are increased by the channel multiplier.
The number of layers and feature maps were determined
experimentally so that the features suitable for fire objects
could be extracted effectively, thereby reducing the number
of parameters. MobileNet-Fire achieved 95.44% accuracy
for fire detection, which is higher than those of the existing
networks compared.

Although our proposed algorithm focuses on fire detection,
its detection performance is also better than those of the exist-
ing algorithms considered in this study, for non-fire objects
with specific colors.
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