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ABSTRACT Integrations of renewable energies, particularly solar and wind, are increasing worldwide
due to carbon emission reduction efforts and maturing technologies that have driven down the cost of
their energy productions. Due to the intermittency of these renewable sources, the battery energy storage
system often coexists alongside solar/wind energy systems. Integrating these two aspects into power systems
requires the consideration of reliability, social wellbeing and environmental factors, which collectively form
a multi-objective optimization problem that this paper aims to solve with the non-dominated sorting genetic
algorithm. The proposed method is able to find optimum solutions that are equally beneficial to all factors —
Pareto front — without being heavily biased to any one of them. The proposed method is separated into two
parts by first optimizing the penetration of solar/wind energy, followed by the optimization of the energy
storage capacity in the second part. The fuzzy decision making method is utilized to select a preferred
solution from the Pareto front based on the assignment of the membership function values to reflect operator’s
preferences. The proposed method was implemented on the IEEE Reliability Test System overlaid with the
real sampled weather data. The proposed objectives in the optimization problem are also practical and useful
for the expansion of generation systems.

INDEX TERMS Battery energy storage system, Monte Carlo simulation, reliability, solar energy, smart grid,

wind energy.

I. INTRODUCTION

The supply of energy is a critical part of sustainable devel-
opment manifestation [1] and the power generation sector is
constantly evolving to become more reliable while maintain-
ing competitive operation costs without adversely impacting
the wellbeing of society [2]. The term ‘reliable’ is defined
as the ability of the generation system to adequately sup-
ply power to meet load demands [3], [4]. Hence, technical,
economic and social aspects are the cornerstones of power
network developments [5].

One of the strategies to achieve the sustainable produc-
tion of energy is through the wide scale implementation
of renewable energy (RE) sources as most of them have
no carbon emission and they are therefore environmental
friendly [6]. A main feature of the RE sources is its unlimited
supply, but the downside risk is their intermittency property.
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Due to this, there are considerable concerns that question the
ability of such a generation system to fill the energy gap
caused by RE units during episodes of their intermittency.
Hence, the common practice is to restrict the integration of
RE within a certain percentage of system load to maintain
system reliability [7]. However, this reduces the reliance on
RE which contradicts the aim to minimize fossil fuel usage
in power generation [8]. Consequently, technologies that are
able to alleviate the intermittency problem of RE sources
is needed and, studies have shown that the energy storage
systems (ESSs) is able to store the extra energy produced
during times of excesses for later usage [9]. Historically, ESSs
were expensive and less deployed despite its ability, therefore
other technologies such as the dynamic thermal rating sys-
tem [10]-[16] and demand-side management [17]-[19] are
more preferred. However, recent advancements have low-
ered the costs of ESSs and lead to its widespread adop-
tion, subsequently increasing the penetration of RE [20].
Apart from the energy storing function, ESSs also need to
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have fast response time so that mismatch between power
generation and load demand is minimized [21]. In this regard,
the battery ESS (BESS) satisfies this requirement very well
owing to its high energy density characteristic. Moreover, it is
also easier to be deployed than other types of ESS such as
water dam, flywheel and etc., and this leads to its eventual
acceptance as the preferred form of ESS worldwide [6].

There are several studies focusing on optimizing the
integration of RE and ESS and our surveys reveal that
most of them are wind energy centric [22]-[34] and only
a handful are on solar energy [35]-[37]. Among these
studies, [29], [30], [33], [35], [37] modelled the integra-
tion based on the reliability of generation and transmis-
sion network and, [23]-[25], [27], [34], [36] expanded
the work by adding the economic factor, which critically
influence the overall socio-economic benefit of the model.
Different algorithms such as harmony search (HS), simu-
lated annealing (SA) and Tabu search have been used to
solve the above optimizations due to the conflicting objec-
tives of minimizing RE’s operation cost and load curtail-
ment [38]—-[41]. The Monte Carlo simulation method has
also been used to simulate the stochastic behaviour of RE
sources and the large combinations of generation system
states [23], [26], [37]. But due to its long computational
time, the analytical technique has also been used although the
calculations are less accurate [24], [25], [33]. Nonetheless,
all the studies mentioned above have collectively demon-
strated the technological advantage of the BESS over other
technologies in enhancing the penetration of RE. In sum-
mary, these studies focus on optimizing the capacity-cost
ratio [23], [30], [37], [42], [43], installation site [22], [32]
and the usage-lifetime cycle [27] of the BESS that is the most
beneficial for utilities and RE operators.

Notwithstanding the cited work, several common
drawbacks are identified. First, they were mostly focused
on optimizing various aspects of BESS only. As a result,
the optimum level of the RE penetration were neglected and,
hence violating energy blueprints of most countries which
seek to determine the optimum percentage of RE within their
generation systems; such analyses neglect the relationship
between the optimum levels of RE and BESS which can
significantly alter their installation and operational decisions.
Secondly, in the cases where the RE were optimized, none
of them holistically considered reliability, economy, societal
and environmental impacts in their optimizations. Due to this,
the results presented are most of the time overly optimistic
and this can increase the operation risk in practical appli-
cations. Thirdly, the lack of accurate modelling of the RE
sources, in the case of this paper the solar irradiation and
wind speed, inhibits their accurate simulations and eventually
leading to optimizations that are bias.

In view of the highlighted shortcomings, this paper pro-
poses a two-step optimization technique based on genetic
algorithm to optimize the penetration of RE and installation
of BESS as a way to fill the first identified gap above. Given
that photovoltaic (PV) and wind farms are currently the two

VOLUME 7, 2019

most popular types of RE evidenced by their wide coverage in
the cited literatures above, the proposed formulation consid-
ered only the solar and wind farms. Secondly, the proposed
optimization considers the costs of RE-integrated generation
system and BESS, as well as their operation risk in such a
way that these aspects are embedded into cost functions of the
optimization. As suggested in [44], we carefully formulated
the cost functions and link them through Pareto fronts ranking
in order to obtain the optimum design of generation system.
Throughout the optimization, real constraints of the PV, wind
farms and the BESS are also considered to ensure a sufficient
degree of practicality in the proposed methodology. As per
any reliability studies, the reliability aspect of the proposed
framework is performed using the sequential Monte Carlo
simulation (SMCS) [45] and the IEEE 24-bus Reliability
Test System (RTS) is chosen as the studied system [46].
With this, the second identified drawback is addressed by our
proposed optimization. Thirdly, the proposed optimization is
also accompanied by the state-of-art modelling of the solar
radiation and wind speed to ensure that our optimization
is not influenced by the simulation errors of these weather
parameters.

The remaining paper is organised as follows. Section II
outlines the proposed optimization of RE (PV and wind) and
BESS capacity, as well as, the modelling of solar radiation,
wind speed and BESS. Section III presents results and discus-
sions of the performed optimization, and finally, Section V
concludes the paper.

Il. METHODOLOGY

A two-step optimization model is proposed such that the
first part optimizes the penetration of RE and second part
optimizes BESS capacity. The two-step approach is preferred
over the single framework to reduce computational [47].
In this first part, important elements affecting reliability,
economic and societal factors are embedded as multiple
cost functions, which are all derived from actual industry
standards. The costs are conflicting with each other as no
cost terms can be reduced without sacrificing other costs.
For example, the load curtailment cost can only be reliably
reduced by installing more CG units. However, this leads
to the undesirable effect of reducing the penetration of RE
and subsequently raises the environmental costs. On the
other hand, although increasing the penetration of RE can
reduce the environmental cost, the intermittency of the RE
sources can potentially cause more demand losses and lead
to the higher load curtailment cost. In view of the highlighted
conflicts, the presented costs above should be considered
separately rather than being lumped as a single cost; finding
the optimal trade-offs among all the costs becomes a multi-
objective optimization problem that this paper intends to
solve. In the second part, the proposed methodology opti-
mizes the installation of the BESS based on the optimal level
of RE identified in the first part. Therefore, the objective
functions from the first part are reconsidered and further
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FIGURE 1. Modified IEEE 24-bus RTS.

refined in the second part. The modelling details are presented
next.

A. RELIABILITY TEST SYSTEM

The IEEE 24-bus RTS [46] is used in this paper. It consists of
32 generating units, 10 generator buses and 17 load busses.
The total generating capacity and peak load are 3405 MW and
2850 MW, respectively. The RTS used in this paper is slightly
modified as shown in Fig. 1. It shows that the RTS is divided
into three regions, notated as Region 1, 2 and 3. The distance
between these regions are about 50 km apart. The locations
of the generators are notated as A, B, C until J and they are all
candidates to host wind and solar farms. Due to this, weather
data from 10 different locations are required for the modelling
of the wind and solar generation systems. Following this,
15-year of historical weather data with 1-hour resolution,
ranging from 2000 to 2014, were sampled from 10 different
locations in Thailand [48].

One of the important factors of wind speeds and solar
radiations is their stochastic properties and modelling it is
paramount to ensure realistic simulations of their data [49].
It was found in [50] that wind speed is most suitable
to be modelled using the Auto-regressive Moving-Average
(ARMA) model (see section II.B ) due to its ability to
capture time propagation pattern of wind and, it is also
able to avoid biasing by not enforcing any probability dis-
tributions onto the wind data. As such, the ARMA model
is used in this paper. As for the modelling of the solar
radiation, it has been shown that the proposed model in
our previously published paper (see section II.B) [51] is
more robust than existing models and it is also used in this
paper.

In addition to the identified models above, the correlation
of weather data is also considered during the simulation
of the weather data. The reason is the weather data from
locations that are closer to each other display stronger level of
correlation than with locations that are further apart. By incor-
porating this feature, the underlying correlations among the
historical data are retained, leading to a more accurate sim-
ulation of the weather data. In this paper, the correlation is
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FIGURE 2. Correlations among locations.

defined as the following [52]:
Pxy = ———— ()

where p,, is the correlations between vector x and y;
cov(x, y) is the covariance between the two vectors and o is
the standard deviation of each vector, i.e. the weather data.

A heat map is presented in Fig. 2 to illustrate the correla-
tions of the sampled wind and solar data. The figure shows
that the correlations of the weather data from the same loca-
tions are stronger than with other locations. For example,
the weather data at location A and B have strong correlation
value of about 0.90 as they are from within the same region.
However, the value reduces to about 0.3 when the data at
location B and G are compared. The reason is location G
is in region 1 that is much further away from region 3. The
observation shows that the differences of correlations among
the weather data from different regions and locations are
significant and should therefore be taken into account during
their simulations. In the next section, the modelling of the
solar radiation and wind speed, as well as, the incorporation
of their correlation features, are elucidated.

B. SOLAR AND WIND ENERGY MODEL
1) SOLAR ENERGY CONVERSION SYSTEM
The solar radiation model proposed in our published
paper [51] is used in this study. Results have shown that
it is able to simulate solar data that is non-stationary, time
dependent and adhere to local geographical conditions, which
are all important features of the solar radiation. Also shown
is that the proposed solar radiation model is more precise and
robust than existing popular models, demonstrated by com-
mon statistical tests such as the F-test, diurnal distribution
test, partial auto-correlation function (PACF) test, as well as
mean and standard deviation test that were conducted in the
paper. The followings are the brief descriptions of our solar
radiation model:

First, consider a ¥ matrix that contains all the sampled
historical solar radiation data which has the following form:

Y =[M,M, ... My|la =12] 2)

where « is the number of months; M the sub-matrix that
groups all the solar radiation data from the same month of
the entire sampled solar radiation data. The row and column
of the sub-matrix are the hour and day of the solar radiation.
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Then, the following steps are performed to model and simu-
lated the solar radiation data.

Step 1: the PACF of every M is determined to identify the
number of significant lags.

Step 2: every row of M is clustered using the k-means clus-
tering algorithm, whereby the algorithm will determine the
number of necessary cluster. A new matrix M’ is derived from
M by replacing the existing solar radiation values with their
respective cluster numbers. The mean and standard deviation
of each row is determined and kept for later usage in Step
5. This essentially indicates that the row values are normally
distributed.

Step 3: At each row of M, all the unique combinations, U,
of previous row values up until the current row are identified
and the probabilities, P, of all the unique combinations are
determined.

Step 4: The obtained matrices U and P are used to guide
the simulation of new M’, notated by the matrix G. Notice
that due to the lagging factor determined earlier in Step 1,
the simulation of G requires its first few rows, determined by
the number of lags, to be initialized with 1, i.e. same cluster,
as initial solar radiations from zero hour are always 0.

Step 5: The cluster matrix G is randomly converted into
the actual solar radiation. In order to consider the underlying
correlations of the solar radiation data amongst the different
locations, all the normal distributions at each row of all the
locations are combined into the multivariate form such as the
following:
ep{-L - wTE (- w)

@222

where p is the number of normal distribution; u is the mean
vector of all the normal distributions; x is the correlated
random number vector which has the same number of element
as p; X is the covariance matrix of all the normal distributions.
Due to the correlation specified in the covariance matrix, all
the random number drawn for each normal distribution are
correlated in the same manner.

The above steps are applied at every location to obtain
their simulated solar radiation data, which is then used to
determine the potential solar power production at respective
locations. The output power of a PV farm, Py(W), is calcu-
lated as the following [53]:

f&x)= 3)

Ps = Ny xFFxV; x I 4)
such that,

li = Gillsc + Kse(Te — Tsta)] (4a)

Vi = Voc — KocTe (4b)

T. =T +G; <%> (4¢)

where, in (4), N, is the number of PV panels; FF is the fill-
factor that has been specified by PV panel manufacturer and
its value is 0.705 [54]; V; and [; are the voltage and current
of the PV panel at hour i, respectively; in (4a), G,-(W/mz)
is the solar radiation simulated by our model above; 7, (°C)
VOLUME 7, 2019

is the cell temperature; I, K. and Ty are the short-circuit
current, short-circuit-current temperature and standard tem-
perature constants set as 5.324, 1.22mV /°C and 25°C,
respectively [54]; in (4b), V,. and K, are the open-circuit
voltage and open-circuit-voltage temperature constants set
as 21.98V and 14.40 mV /°C [54]; in (4c), T;(°C) is the
ambient temperature; Ty, iS the nominal temperature set
as 43°C [54].

2) WIND ENERGY CONVERSION SYSTEM
The wind speed data is modelled using the ARMA model
(see (9)) as it produces high-order auto-correlation and it is
suitable for the modelling of wind speed.

n m
V=) $iviitor— Y O )
i=1 j=1

where y; is the simulated wind speed at time f; ¢; and
0; are the auto-regressive (AR) and moving-average (MA)
parameters, respectively; o, is a normally and independently
distributed (NID) random white noise with zero mean and
standard deviation of o (i.e. a; € NID(0, 0));

From (5), it is shown that y; is dependent on its previously
simulated values, (y;—;j|i=1,2,...,n), and random white
noises, ((xt_j|j =1,2,..., m) The order pair of the station-
ary ARMA model (n, m), is reduced to (n, n — 1) [50], [55].
In order to consider the underlying correlation of the wind
speed data during its simulation, the same process used for
generating correlated random numbers in the solar radiation
modelling is repeated here. In this case, the normal distribu-
tions of white noise at all the locations are combined into the
multivariate form as in (3).

Based on the simulated wind speed values, the potential
wind power output at each location is obtained as in (6) [56]
which is also illustrated in Fig. 3.

0, 0<Vy, <V

P — (A+BVy+CV2)Pr, Vi<V, <V, ©
P, Ve < Vi < Voo
0, Vi = Veo

where Py, is the wind farm power output; V), is the simulated
wind speed; V,;, V, and V,, are the cut-in, rated and cut-out
wind speeds, respectively; P, is the rated power of the wind
farm. Equation (6) shows that wind farms only generate
power when the wind speed is between cut-in and cut-out
speeds. For safety reasons, wind farms stop generating power
when the wind speed is above the cut-out speed. The con-
stants A, B and C are as the followings [57]:

1 [ Veit Vi 3
A= —— Vi (Vat V-4 Vv, [ 222
(Vct _ Vr)2 cl ( Ll+ r) ( cl r) ( 2Vr )
[ Vei + V)
B=——|4WaV) [ -222) —@Va+V,
(VCl _ Vr)2 ( Cct V) < 2Vr ) ( ct + V)
c-— 1 2—4<—V""+V’>3 @)
(Vci - Vr)2 L 2Vr
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FIGURE 3. WTG Output Power Model.

C. BESS MODEL

BESS alongside RE units can reduce power supply fluctu-
ations caused by the intermittency of the RE sources. As a
result, the BESS is also able to mitigate hefty penalty charges
for undelivered power supplies that have been contracted
earlier by RE units. Moreover, it also cushions the reliability
and economic risks that arise from the errors of the weather
models that cannot be avoided. The modelling details of the
BESS is described here. First, consider the following:

SGhy = TGy — X% x L; (8a)
SGre = TG — (1 — X%) x L (8b)

where SG}}E and SGiCG are the total surplus capacity of the
RE and CG units; TGy and TG ; are the total capacity of
the RE and CG units; L; is the total load level; the notation i
refers to the state at a particular hour; X % is the portion of the
load level that is committed to be supplied by the RE units.
Notice that when the load level is higher than the capacity
of the generators, the surplus capacity, SG§Q p and SG%G, can
become negative.

Then, the state-of-charge (SOC) of the BESS at each hour
is determined according to the operation policy of the BESS.
In the first policy, the BESS is used whenever the total gen-
eration capacity is unable to meet the load demand. In other
words, both the RE and CG units are used to support each
other despite the load commitment level determined earlier.
This policy is as the following:

S0C; + SGgE SG;E >0 SGiCG >0
SOC; + SGiy,  SGhp >0 TSG' >0
S0C; SGh, <0 TSG' >0
SOC; + TSG' SGhr <0 TSG' <0

SOCiy1 = 9

where TSG' = SG}}E + SGiCG is the total surplus generation.
The first line of (9) indicates when there are surplus capacities
of RE and CG units. As a result, the additional generated RE
power is stored in the BESS. The second line of (9) describes
the condition when the total surplus generation is enough to
support the entire load demand and there is still surplus RE
power and the BESS is therefore charged with the RE power;
this indicates that the CG units are only slightly not enough
to meet the load demand and the power gap can be filled by
the relatively small capacity of the RE units. The third line
is similar to the second one except there is no more surplus
RE power and, as a result, the SOC of the BESS remains
unchanged; this is the condition when the surplus of the CG
units is sufficient to meet the load demand dedicated to the RE
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units. However, the RE units are incapable to meet its entire
dedicated load demand. The final line is when the capacity
of the RE units is low and this coincides with multiple CG
unit failures. As this results in no surplus of total generation,
the BESS has to be discharged to support the load demand
instead.

In the second policy, the BESS is dedicated to support
the RE units only. In contrast to the first policy, there is no
collaboration between the RE and CG units in the second
policy and it is as the following:

SOC; + SGry, SGhp > 0&SGL; >
SOC; + SGhy, SGhyp <0

the first line of (10) shows both the RE and CGU units are
in the surplus. Due to the surplus in the RE units alone,
the BESS is charged with the additional RE power for later
usage. The second line indicates that as long as there is no
surplus RE power, the BESS is discharged to support the load
demand.

In the third policy, the BESS is used to support both the
RE and CG units, but its priority is given to the RE units.
Similarly to the second policy, the CG and RE units are not
used to support each other here. The third policy is as the
following:

SOC;.; = %10y

S0C; + SG%E, SG}:eE > 0&SGL; > 0
SOC; + SGiy,  SGhp <0 (11)
SOC; + SGr;, SGhy > 0&SGl; < 0

SOCiy1 =

the first line of (11) shows that when the surpluses of both
the CG and RE units are more than zero, the additional RE is
stored in the BESS for later usage. The surplus of the CG units
is not considered as their power generation can be controlled.
The second line of (11) indicates that as long as there are
inadequacies of RE, the BESS is discharged to support the
power supply. The third line shows that the BESS is also
discharged to support the power supply of the CG units when
their capacity is inadequate to meet load demands.

The BESS is also constrained by linear charging/
discharging rate, as in the following:

CR = (SOCmax - SOCmm) /T (12)

where Cg is the maximum charging/discharging rate of the
BESS; SOC,;4, is the maximum rated capacity of the BESS
taken as a percentage of the total installed capacity of the
RE units; SOC,,;,, is the minimum capacity of the BESS set
at 20% of SOC,,4x to maintain the longevity of the BESS;
T is charging/discharging period. From (12), the inequality
Pihg < Cg holds such that Péhg is the charging/discharging
power of the BESS at any time.

D. MULTI-OBJECTIVE FUNCTION COST MODEL

1) PART 1: OPTIMIZING RE LEVEL

The first part of the proposed optimization algorithm deter-
mines the optimal penetration level of RE based on three
objective functions.
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The first objective is the social cost, as the following:

min (f1) = Cgens + Ceny (13)
Such that,

T

Crens = ) MansENS; (14)
t=1

Cew = G, Z aiXip; + Z BiXju;
i=Q0il J=S%as
+ Y Xk (15)

k=Qcoal

where in (14), Cgens is the load curtailment cost; Agys is
the multiplication factor for every unit of unsupplied energy
demanded and is considered as $5270/MWh [58]; ENS; is
the amount of energy-not-supplied at hour  in MWh; in (15),
CEyy 1s the environmental cost; Q7, Qgas and Qcoqr are the
set of turbine generators fired by oil, gas and coal, respec-
tively; o, B and y are the binary decision for whether the
respective types of generators are included in the power sys-
tem; X is the installed capacity of the generators in MW; u is
the amount of carbon emitted by each type of generator with
respect to their capacity, which is set as 1362.5 tonnes/MWh
for oil-fired generators, 1638 tonnes/MWh for gas-fired
generators and 1840 tonnes/MWh for coal-fired genera-
tors [59]; C;”V is the environment pollution tax considered
as $5/tonne [60].

The second objective function is the utility system cost,
as the following:

min(f) = Y aiX; (Cf“p +cM )

i=Qcr

M
+ D BX (ij,, +G )
j:Qstm
+ Y nX (C,f“” +cM )
k:Qmal
+ Y axic; + ¢ (16)
1=Qye

where €, is the set of all nuclear generators; ¢ is the
binary decision for whether the nuclear generator is included
in the system; Notice that the nuclear generators are not
included in (15) as they have no carbon emission; C“” and
CM are the capital and maintenance costs of the genera-
tors in $/MWh. The capital and maintenance costs are the
same in the oil-fired and gas-fired generators, which are
$409/MWh and $10.22/MWh, respectively. The capital and
maintenance costs of coal-fired generators are $1154/MWh
and $24.52/MWh, respectively. Nuclear-based generators are
the most expensive with capital and maintenance cost of
$2117/MWh and $58.48/MWh, respectively [61].
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The third objective function is the independent RE operat-
ing cost, as the following:

min() = > knXn (c;;“P +cM ) (17)

where Qpg is the set of all installed RE units, which can
either be PV or wind farms; « is the binary decision for
whether the RE unit is installed to replace one of the 10 CG
units in the RTS; the investment cost of both PV and wind
farms are $1267/kWh and $1178/kWh, respectively [62].

2) PART 2: OPTIMISING BESS SIZE

Adding BESS units will impose additional utility sys-
tem costs and directly affecting the second objective func-
tion in (16). Therefore, it is refined and optimized as the
following:

min (fz""w) = f> + Cpgss (18)
such that,
CgEess = ¢Xre (Cg‘épss + C%ESS) (19)

where f> is the optimized objective function values inherited
from (16); ¢ is the percentage value used to control the
installed capacity of the BESS; Xg is the optimized capacity
of the RE units in the first part; C;%";S and C%;SS are the
capital and maintenance cost of BESS in $/MWh, respec-
tively. The reported capital cost is $357/MWh, whereas the
maintenance cost is set as 2.5% of the capital cost, which is
$8.925/MWh [63], [64].

The first objective function in (13) is also updated as the
presence of the BESS changes the power-demand relation-
ship. The third objective function in (17) is unaffected as the
penetration of RE units has been determined in the first part.
Hence in this second part, the size of the BESS is optimized
based only on (13) and (18).

E. MULTI-OBJECTIVE GENETIC ALGORITHM

The objective functions defined earlier in section II.D are
conflicting with each other. Due to this, there have to be
compromises in the optimization of all the objective func-
tions and, as a result, this produces a set of non-dominated
optimality known as Pareto solutions [65]. In order to qualify
as a Pareto solution, none of the objective functions can
be improved without degrading the other functions, and a
set of Pareto solutions found is known as the Pareto front.
This paper employs the non-dominated-sorting genetic algo-
rithm (NSGA) to solve the optimization problem. Upon
obtaining the Pareto front, the NSGA is capable of sorting
the members of the front according to their non-dominancy
levels. The following is the step-by-step process of the
NSGA:

Step 1: randomly initialize the first set of candidate solu-
tion, also known as individual, to fill the first generation
of population. In the first part of the optimization, the first
population has only 32 random binary numbers as there are
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32 potential CG units in the RTS that can potentially be
replaced with RE units.

Step 2: replace the respective CG units with RE units
according to the population. Then, use the sequential Monte
Carlo simulation (SMCS) technique to perform generation
system reliability analysis of the RTS. The purpose of the
analysis is to obtain the expected value of ENS (EENS) and
carbon emission level in (14) and (15), respectively, which
will then produce the expected cost of the first objective
function in (13). The second and third objective functions
((16) and (17)) are determined only by the number and not
by the power output of CG and RE units and are therefore not
affected by the SMCS. The following is description of the
SMCS process:

Step 2.1: initialize all CG and RE units in the up-
state. Determine the time-to-failure (TTF) and time-to-repair
(TTR) of all the generating units according to —1/wInU,
such that w is either the failure or repair rates, collectively
known as the reliability data, of the generators. U is the
uniform random number. The reliability data of CG units
are given in the RTS. The considered failure and repair rates
of wind farms are 1.51/year and 125.14/year, respectively,
and of the PV farms are 4.56/year and 109.50/year hours,
respectively [66], [67].

Step 2.2: the up-down cycle of all the generators
(CG and RE units) are simulated for every hour based on their
respective TTF and TTR obtained in Step 2.1. The hourly
chronological load level given by the RTS is also identified.
Only the load level on the second day of the 51 week is used
as this day represents the peak load level throughout the entire
year of the RTS. CG units that are in the up-state is considered
to have the full rated capacity. The hourly solar radiation and
wind speed values are simulated based on the weather models
in section II.B, which are then used to determine the capacity
of the RE units that are in the up-state.

Step 2.3: the total load and generation mismatch is cal-
culated to determine the load curtailment cost, Cggys, and
environmental cost, Cg,,, which are both used to update
the first objective function in (13). The expected-energy-not-
supplied (EENS) index is also updated.

Step 2.4: Step 2.2 and Step 2.3 are repeated until the SMCS
is converged, which is when the coefficient variation of the
EENS drops below 5%

Step 3: the objective function values in (13), (16) and (17)
are determined based on the output of SMCS.

Step 4: sort the candidate solutions into the Pareto front
based on their levels of non-dominancy. The next genera-
tion of candidate solutions, also known as children, is pro-
duced according to the classical GA operators, i.e., mutation,
crossover and elitism. Each population size is limited to 200
individuals.

Step 5: the function tolerance of the solutions are calcu-
lated to determining the stopping criteria of the NSGA, which
is defined as when the average relative change in the best
fitness function (also known as objective) values is less than
10~ over 100 generations.
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FIGURE 4. Flowchart of the proposed NSGA.

Step 6: if the function tolerance is not met, the next genera-
tion of population is produced based on the GA selection and
recombination operation and the process will restart at Step 2.
Otherwise, the Pareto front of CG and RE unit mixtures has
been adequately obtained and one solution in the Pareto front
is selected.

Due to multiple equally optimum solutions in the Pareto
front, a solution is decided based on the fuzzy decision mak-
ing process [68]. The fuzzy method works by assigning mem-
bership function values to each objective function and then
ranks the Pareto solutions. The membership function (MF)
values range from 0 to 1, which denote total compatibility
and incompatibility between the objective and preference.

VOLUME 7, 2019



F. Mohamad et al.: Multi-Objective Optimization of Solar/Wind Penetration in Power Generation Systems

IEEE Access

@
L x10
]
o
=E-n 4%‘
£ »
o 3 *
= *
Q ™
= *
2F *
-4 * %
= *
3 1 * o
2 » *
=0 - . ! . *
E 0 0.5 1 1.5 2 25 3 35 4
Utility System Cost ($) x10°
%10
e
—15F
e
z ¥
(SIS NS
= *
o
& 0.5 o™ 8
X .k
» "  ** Fan
0 * o » x* . .
0 0.5 1 1.5 2 25 3 35 4
9
Utility System Cost ($) x10
x10%
[ ! ! ! ! *
*
- L5} *
e
% * o
=]
o 1} *
= *
-
*
3 05k o
R R
*» # * * % ***
. . AL LRI
0 0.5 1 1.5 2 25 3 35 4 45
Independent RE Operating Cost ($) w%10°

= 9
[ 5 * 10
S %
T E L
k=i *
ot
o * o . *
=1 *t owy *
o L I g
- .
= *ﬂ
s 1 *  *
g * Wy
=% bt )
<0 . . . . . . . >
=
E 0 0.5 1 1.5 2 2.5 3 35 4
Utility System Cost ($) x10°
3
25 > 10
24
=
'g LS#
o
S e
2 -
5
g w*
05~ ¥
e
*, * * WK
*
, LR LIS T S S
0 0.5 1 1.5 2 25 3 35 4
Utility System Cost (%) x10°
8
5.5 X10 .
2 e
&
z *
Z15f *
S *
= *
=
3 *
@ - -
0.5, * 4
ek o, *
W *
0 . . . * ‘t! . * .
0 0.5 1 1.5 2 25 3 35 4 4.5
Independent RE Operating Cost (8) x10°

FIGURE 5. Non-dominated solutions and trade-offs for the penetration of PV ((a) - (c)) and wind ((d) - (f)) farms. c)).

The assignment of the MF value is as such:

0, £ 0 =
max _ f(x )

Vi () = ’;h];fn) F < £ () < £ (20)
1, ﬁ(X) Sf;'min

where .(X) denotes the membership function value of a
particular solution X in the objective function fi; /" and
fi™" are the maximum and minimum values of the objective
function, respectively.

Then, the final solution is selected based on the preference
setting for each objective function, denoted by v, such as
the following:

min (Kx) = Z (W — v, X0|"), 1<n<oo (1)
XeQ, :
i€y

where Qp is the set of Pareto solution; €2y is the set of
objective functions; (21) shows that the Pareto solution that
yields the minimum sum of difference between preference
and membership function values is the preferred solution; n
is any large integer number but selecting a number that is too
large will reduce the sensitivity of the selection process.

Step 7: in the second part of the optimization, the selected
optimum mixture of CG and RE units is retained. Then,
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randomly initialize the first population, which is a random
percentage value used to determine the size of the BESS.
SMCS is executed to determine (18) and update (13). The
GA operation rules used to produce the next generation and
to determine the stopping criteria are the same as previously
mentioned. The fuzzy selection process in (20) and (21) is
also applicable here to select the optimum BESS size from
among its Pareto front. The simulation process is enhanced
by graphics processing unit (GPU) accelerated computing to
fasten the computational time [64].

The overview of the described NSGA process is illustrated
in Fig. 4.
IIl. RESULTS AND DISCUSSION
A. OPTIMIZATION OF RE PENETRATION LEVEL
The proposed NSGA was executed separately when deter-
mining the optimum penetration level of PV and wind
farms and the obtained Pareto fronts are shown in Fig. 5.
Fig. 5 (a) — (c¢) show that integrating PV farms produces
at most $200M, $3800M and $4100M in social cost, util-
ity system cost and RE cost, respectively. In contrast,
these values are 250M$, 3800M$ and 4400M$ as shown
in Fig. 5 (d) — (f) when PV farms are replaced with wind
farms. Notice that the social and RE costs are higher when
wind farms are considered. The higher social cost indicates
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TABLE 1. Final optimal solutions of PV and Wind farms.

Measurement PV Wind
Penetration level (%) 48.34 40.44
2,3,4,7,10,11, 2,4,6,7,9,13,15,
CG units replaced 13,19,21,24,2 | 17,18,19,20,22,2
5,30,32 4.,27,28,29,31,32
Social cost (M$) 36.01 38.52
Utility system cost (M$) 1996.50 2286.90
RE cost (M$) 1939.00 1744.70

that wind fluctuates more than the solar radiation over the
same period of time, leading to greater intermittency in wind
farm operations, and causes higher probability of load loss
and social cost. Moreover, our simulation also shows that
the average PV power output from all the locations is about
4.29 MW/hour, which is much higher than the wind power
output of about 1.07 MW/hour only. As for the higher RE
cost, it is due to the higher capital and maintenance costs of
wind farms as compared to PV farms.

The results in Fig 5 (a) — (f) also show that the relationships
among the objective functions are similar in both the PV
and wind farms. For example, both Fig. 5 (a) and (d) show
that the utility system cost increases as the RE cost reduces
and vice versa. This makes sense as RE and CG units are
always competing with each other to fill the generation profile
during the optimization. Both Fig 5 (b) and (e) show that the
utility system cost increases as the social cost reduces and
vice versa. Higher utility system cost indicates that more CG
units are used instead of RE units and due to their stable power
production the load curtailment cost reduces much faster
and more significantly than the increment of environmental
cost, which the summation of both causes the social cost
to reduce. In other words, the penalty of the environmental
cost should be increased in the future if the effect of carbon
emissions is to have more influence on the penetration of the
RE systems. Finally, both Fig. 5 (c) and (f) show that the
social and RE costs increase together. The reason is a higher
RE cost indicates a greater penetration of RE units and, due to
their intermittency the reliability of the power system reduces
without the support of the BESS, leading to the increment of
social cost.

Among the Pareto solutions of PV and wind farm pene-
tration cases, a solution is separately selected for both based
on the described fuzzy decision-making process. The pref-
erences set for objective functions in (13), (16) and (17) are
Y = 0.8, ¥y, = 0.5 and by = 0.5, respectively, and the
results are shown in Table 1. These sets of selected optimal
solutions are retained in the next section when optimizing the
size of the BESSs.

B. OPTIMISATION OF BESS SIZE
In this section, the BESS is incorporated into the RTS and its
size is optimized. Recall that the objective functions used in
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FIGURE 6. Non-dominated solutions and trade-offs for the installation of
the BESS in the PV ((a)) and wind ((b)) farms integrated RTS.

this section are (13) and (18) only, which are the social and
utility system costs. Based on the selected optimum solutions
of PV and wind farms integration in section III. A, first BESS
policy and 4-hour battery charging/discharging period, Pareto
solutions of the installed BESS size in these two cases are
obtained and plotted in Fig. 6 (a) and (b), respectively. The
results in the two figures show that the social cost reduces as
the utility system cost increases. An increased in the utility
system cost signifies that a larger capacity of the BESS is
installed and hence, more power is available to be discharged
for meeting load demand, subsequently driving down the
social cost.

The fuzzy decision-making process described in (20)
and (21) is also applied to the Pareto front here and the
selected optimum solutions are shown in Table 2. The results
in the table show that the optimum BESS capacity in both
the PV and wind farms penetration cases are about the
same, 59% and 60%, respectively. Also shown is that the
social costs in both cases have reduced, as compared with
Table 1, by about 16.1% and 11.1% in the PV and wind
cases, respectively. However, the utility system costs of the
two cases have respectively increased by about 17.4% and
12.9%. The RE costs are not reported in Table 2 as their
values in Table 1 remain unchanged. The higher utility system
costs point out that about 970 MW and 871 MW of BESS are
installed in the PV and wind cases, respectively.

C. SENSITIVITY ANALYSES

1) EFFECTS OF PREFERENCE SETTINGS

The effects of the preference settings towards the final
selected optimum solutions are investigated and only the PV
case is selected to demonstrate the effects. First of all, three
sets of preference settings, including the one originally used
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TABLE 2. Final optimal solutions of PV and Wind farms.

Measurement PV Wind

Optimum BESS capacity (%) 59.0 60.0

Social cost (M$) 30.20 34.23
Utility system cost (M$) 2343.20 | 2581.90

TABLE 3. Selected optimal solutions of various preferences.

P, =0.8 | Pr =0.5 P, =0.5
Measurement Pr,=0.5 | YPr,=0.8 Py, =0.5
P, =05 | P, =0.5 Yy, =0.8
Social cost (M$) 36.91 30.35 33.54
Utility cost (M$) 1996.50 640.54 3041.70
PV cost (M$) 1939.00 2958.00 982.45
Penetration (%) 48.34 73.74 24.49
f-\ﬁ [
< 4|
i
j:.
=1
=
E2
%
g1
=

Policy 2 Policy 3

Policy 1

FIGURE 7. Reliability effects of various BESS operation policy.

in section III.A, are identified. Table 3 shows the values of
these preferences and the optimum decisions selected as a
result of the settings.

The first set of solutions is the same as in Table 1. In the
first solution, more emphasis is given to the minimisation of
the social cost, whereas the utility system and PV costs are
equally preferred. Due to this, the social cost is the lowest
among the three costs and the utility system and PV costs
are about the same. The second set of solution shifts the
emphasis to the utility system cost while the remaining costs
have equal preferences. As a result, the utility system cost
reduces drastically by about 67.9% as compared to the first
solution set. In order to enable this, most of the CG units
have been replaced with the PV farms and this resulted in
about 73.74% of PV penetration, the highest among all the
solutions. Finally, in the third set of solution, the minimiza-
tion of the PV cost is emphasized. This setting resulted in the
lowest PV penetration level, registering a reduction of about
49.25% from the second solution set, consequently causing
this solution to have the highest utility system cost.

2) EFFECTS OF BESS OPERATING POLICY
The optimization so far was performed based on the first
policy of BESS. In this section, the effects of the remaining
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two BESS operation policies toward the EENS of RTS are
investigated. The selected solution of the PV penetration level
in Table 1 and 4-hour battery charging/discharging period are
used to demonstrate this effects and the results, as shown
in Fig. 7. The results show that Policy 1 has the lowest
EENS, followed by Policy 3 and Policy 2. The reason Policy
1 performs the best is it allows the BESS to support the
entire load of the RTS and, at the same time, the PV and
CG units are used to support the power capability of each
other, leading to a very robust generation system. In contrast,
Policy 2 only allows the BESS to be used on the PV farms
and this significantly limits the opportunity to support the
power-demand gap. Policy 3 is similar to Policy 1 but the
BESS in the third policy is mostly used on the PV farms only.
As a result, this increases the EENS of Policy 3 by about
17.5% as compared to Policy 1, however it is still lower than
Policy 2 by about 1.8%.

3) EFFECT OF CHARGING/DISCHARGING RATES

Based on the selected solution of the PV penetration level
in Table 1 and the first BESS operation policy, the reliability
effects of the battery charging/discharging rate is studied in
this section. The utilized charging/discharging periods are
0.5-, 1-, 2- and 4-hour, respectively. In addition to the EENS,
the new expected-surplus-energy-stored (ESES) index such
as the following is used to record the expected amount of
energy that is saved in the battery:

Cr, SOC,; > Cg

ESE; = {50C; 0 <SOC; < Cg (22)
0, SOC;< 0
1 N 24
ESES = v Z ZESEi (23)

j=1 i=1

where ESE; is the expected surplus energy at hour i (MWh);
N is the number year/simulation;

Fig. 8 and 9 show the effects of charging/discharging rates
on ESES and EENS. The results in Fig. 8 show that ESES
reduces as the charging/discharging period increases. The
reason is the battery with larger period requires longer time
to charge/discharge a certain amount of power as compared
to the battery with smaller period. This phenomenon is also
demonstrated in (12) where it shows the charging/discharging
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rate is inversely proportional to the charging/discharging
period of the battery. On the other hand, the EENS shown
in Fig. 9 increases as the charging/discharging period of the
battery increases. For the same reason mentioned earlier,
larger period leads to longer charging/discharging time, sub-
sequently less additional energy is made available at any time
and this causes greater probability of load loss.

IV. CONCLUSION

A novel two-step procedure for optimal implementation of
RE-BESS integrated power system is proposed in this paper.
The proposed optimisation covers reliability, operational
and environmental aspects of the system, which are further
expressed as separate cost functions due to their conflicting
objectives. Therefore, the NSGA is used to search for the
Pareto fronts that contain all optimal solutions of the objec-
tives. Eventually, a set of the final optimal solutions was
determined using the fuzzy decision-making method, which
takes into consideration the preferences of decision makers.
During the optimization, the time-series behaviour of wind
and solar farms is included to ensure a certain level of prac-
ticality, in which the correlations among the weather data are
also considered. Various operating policies and constraints of
the BESS system is considered as well.

Our results show that solar energy is superior to wind in the
investigated region. Solar farms produce greater reliability
benefit due to less fluctuation of power generated, conse-
quently leading to higher PV penetration level. At the same
time, the environmental emission is also reduced with the
reduction of CG units. As the capacity of the BESS increases,
the social cost is reduced due to more available power to be
charged/discharged at any time for matching load demand.
The final optimum BESS capacity for both wind and solar
are about the same, which are at about 60% of the total RE
capacity installed. The sensitivity analysis of the preference
settings shows that the proposed algorithm can assist power
system planners to decide the best optimum solutions accord-
ing to their requirements and needs.
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