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ABSTRACT With the popularity of IoT (Internet of Things) devices, the security risks of these devices are
increasing. However, due to the multisource heterogeneity of IoT devices, there are significant differences
between the vulnerability detection of the Internet of Things and the PC-based vulnerability search method.
Therefore, determining how to accurate search for vulnerabilities in large-scale cross-platform binary
executable files is an urgent problem to be solved. At present, the solution to this problem mostly calculates
code similarities by generating a CFG (control flow graph) from binary code, but due to the choice of
architecture, OS (operating system) or compilation options, the same source code will be compiled into
different assembly codes. The performance of existing vulnerability search methods for cross-architecture
binaries has been challenged. To alleviate the vast differences in the assembly codes caused by different
compilation scenarios, this paper proposes a cross-platform large-scale binary vulnerability search method
based on two-level feature semantic learning. The contribution is that we have defined a new functional
structured signature method to mitigate the massive grammatical and structural differences of binary files
caused by different compilation environments. Moreover, we reasonably integrate the hierarchical model
of Structure2Vec and GAT (graph attention network) and implement training from the internal control flow
characteristics of the function and the call relationship between functions to obtain a more accurate functional

semantic expression.

INDEX TERMS 10T, cross-platform, binary vulnerability, structured signature, deep learning.

I. INTRODUCTION

Using open source code or using third-party libraries is a
common approach in the development process, and the same
vendor often reuses code, which also provides fertile ground
for the generation and survival of vulnerabilities. If an orga-
nization does not fully understand all of the code it uses or
there are bugs in the code, it will not be able to withstand
common attacks against known vulnerabilities in these com-
ponents, and it will also be exposed to risk [25], [30]. It is
foreseeable that the same vulnerability function with different
architectures may appear in a large number of IoT devices.
To address this critical issue, researchers are devoting their
efforts to developing automated analysis technologies to meet
the needs of IoT product security testing [1]-[3], [26], [27].
In response to a wide variety of IoT devices, the ability to per-
form vulnerability searches in an efficient and accurate man-
ner is becoming increasingly important. This vulnerability
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search technology will enable security practitioners to find
problems with high efficiency, saving time and resources.

A. PROBLEM STATEMENT

To solve the general cross-platform vulnerability search,
recent research can be divided into two types. The static
method attempts to extract various robust features that are
architecture-independent from the binary CFG (control flow
graph) and uses the graph matching algorithm to find the
same vulnerability function in the binary file through the fea-
ture representation function. However, for the same function
in different platforms and different compilation configura-
tions, such as the optimization level, the CFG of the compiled
binary function is significantly different [28], which greatly
affects the accuracy of the function search. The dynamic
method can produce accurate matching results by monitoring
their execution, extracting semantic signatures, and compar-
ing code similarities [29], [32]-[34]. The limitation is that it
is very time-consuming to cope with large-scale vulnerability
search work in the real world.
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Fortunately, a learning-based approach for solving
cross-platform binary similarity search problems has been
proposed in recent research. The main idea of these studies is
to learn advanced semantic features from assembly instruc-
tions in binary files. Among them, Genius and Gemini are
two methods that work well.

Genius [2] learns advanced feature representations from
control flow graphs and encodes (i.e., embeds) the graph
into embeddings (i.e., high dimensional numerical vec-
tors). Genius uses the graph matching algorithm to cluster
similar functions to generate the codebook by extracting
the robust features of the CFG in the different compila-
tion environments of the cross-architecture, and generate
the function embedding according to the codebook. Then,
the firmware database and the vulnerability function database
are built, and LSH (locality-sensitive hashing) is used for the
large-scale vulnerability search. In our experiments, Genius’s
embedding-generation is not efficient. In addition, the search
accuracy of Genius is not sufficient to meet the large-scale
vulnerability search work in millions of firmware.

In Gemini [4], a method was proposed based on a deep
neural network to generate the embedding of binary functions
for similarity detection, which improved the accuracy and
efficiency to some extent. Gemini extracts the robust features
of the function across the architecture and feeds the extracted
basic block-level features of the function and the representa-
tion of the CFG structure to a DNN model. Through several
layers of Structure2Vec [15] iteration, the basic block node
features are propagated to other nodes related to it, and the
representations of all basic block nodes are aggregated to gen-
erate a high-dimensional vector representation of the func-
tion. However, Gemini did not overcome the limitations of
Genius’s graph-based matching method. In our experiments,
to accurately find the vulnerability function, we need to ana-
lyze at least the top-86 candidate functions in the results. Effi-
cient vulnerability search still requires tremendous manual
analysis.

In addition, none of the above methods fully consider the
impact of different compilation options on the CFG structure
function. In our experiments, program syntax changes may
cause the learning model to fail due to different complex
compilation settings, so it is necessary to find features that
can more accurately describe the semantics of the function in
complex compilation settings.

B. OUR APPROACH

In this article, we focus on how to select, extract, and take
advantage of the characteristics of binary functions to address
these challenges. To alleviate the vast difference of func-
tion binary files in different compilation scenarios, we intro-
duce the concept of the structured signature of functions.
The binary code of the objective function is graphically
described, and the signature information is extracted from
the figure to facilitate comparison. We describe the binary
function through three types of graphs and divide it into the
following two levels:

VOLUME 7, 2019

1) INTRA-FUNCTION LEVEL

The control flow graph and data flow graph describe the con-
trol flow and the data flow of a function. All instructions of
a function can be divided into several basic blocks. However,
the nodes of the CFG and the DFG are composed of the
basic blocks in different division. Therefore, we attach the
data flow transfer information to the structure of CFG and
mark O and 1 to indicate whether there is a data transfer
between the two base blocks. The edges between the CFG
nodes represent the control flow direction; The labels on the
CFG edge indicates the data transfer between the two base
blocks.

In the existing research, the functions control flow and data
flow have a certain robustness in different architectures, dif-
ferent OSs and different compilation optimization levels [38].
We try to eliminate the effects by extracting the control flow
and data flow as the semantic features of the function, that is,
extracting the features that are versatile across platforms and
different compilation options, independent of the architecture
and compilation settings. Unlike methods like Gemini, which
directly use the feature sets selected by discovRE for the
graph matching algorithm, we designed a model-oriented
GA(genetic algorithm) to select a suitable feature set.

2) INTER-FUNCTION LEVEL

The function call describes the calling relationship between
the functions to be analyzed. The function call graph involves
the function call relationship of the entire binary file. Each
node represents a function, and each function node can be
represented by function CFG with data flow information.

Even in different compilation environments, the call rela-
tionships between functions are very robust as relatively gen-
eral features [39]. There is no difference in the functions that
the same function calls in different environments. Therefore,
we use the calling relationship between functions combined
with the idea of crowd classification in social networks, and
consider the impact of calling functions on function recog-
nition, generating more accurate feature representations of
functions.

We describe binary functions using the three graphs above
and generate signature information for them based on the
graph. In our method, we extract the basic block-level fea-
tures that are robust under the cross-architecture, different
optimization options in the CFG with data flow information
and the information of the calling function in the function call
graph as the signature factor of the function.

Our model uses two neural networks to learn the two-level
features of functions. For the intra-function level learning
model, our model is based on Gemini, and we add the data
flow information to capture more semantic information of
functions. Since the number of function calls is variable
and the relationship between function calls cannot be well
expressed on Gemini models, it is more difficult to deal
with function calling relationships. Therefore, we need to
introduce new mechanisms or models to learn the semantic

169549



IEEE Access

H. Wu et al.: BiN: Two-Level Learning-Based Bug Search for Cross-Architecture Binary

information of function calls. Finally, inspired by social net-
work, we introduced GAT(graph attention graph) to try to
solve the above problems.

The DNN (deep neural network) is used to train the learn-
ing function basic block-level features, and the GAT is used
to train the influence of the calling relationship on the func-
tion to generate a high-dimensional feature vector containing
more precise semantics. Finally, the similarity between func-
tions is measured by calculating the distance of the function
eigenvector to identify the vulnerability function.

C. RESULTS OVERVIEW

We propose a vulnerability search method based on hier-
archical semantic learning [44] and implement a prototype
for verification experiments. It performs two-level analysis
of the binary file to extract the more precise features of
the binary function, and uses deep learning [7] methods to
learn the control flow and data flow characteristics of the
function, and combines the function call relationship to gen-
erate high-dimensional function representation to calculate
the similarity of functions.

In this prototype, we use the experience of manual vul-
nerability search [38], [39], adding data flow and func-
tion call information based on the characteristics of existing
research. Accordingly, the limitations of existing architec-
tures are overcome by resolving the effects on binary files
compiled in the different architectures, different compilers,
compilation settings and operating system environments.
Then, several sets of experiments are performed to evaluate
the accuracy and efficiency of our prototype, proving that the
accuracy obtained in the case of a small increase in time is
significantly better than that of the existing work.

D. CONTRIBUTIONS
In summary, our main contributions are the following:

1) Guided by manual vulnerability search, we propose a
solution to reduce the impact of different compilation
environments on function binaries;

2) We attach the function data flow to CFG and designed a
model-oriented GA to select suitable features to obtain
more complete semantics;

3) We apply a artificial neural network GAT to construct
a network architecture based on the attention mecha-
nism of neighbor nodes, and consider the call relation-
ships between functions and generate richer semantic
representations;

4) We establish a hierarchical model to fused the GAT [5]
model and the Structure2Vec [6] model, and train them
together from the intra-function characteristic and the
call relationship between functions to achieve a more
accurate functional similarity comparison;

5) We implemented a prototype called BiN. Our evaluation
shows that BiN can achieve higher AUC than other state-
of-the-art graphics-based matching methods in the test
set built by OpenSSL and BusyBox;
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6) We tested our prototypes on a larger data set, and the
results showed that our method implementation was
accurate and efficient enough to handle real-world vul-
nerability detection efforts.

Il. BACKGROUND

Most of the existing graph-based function similarity calcu-
lation methods extract features directly from the function
CFG, PDG(program dependency graph) [8], AST(abstract
syntax tree) [9], etc., but in fact, by using different choices
of architecture, OS or compilation options, the same source
code may be compiled into assembly code with different
structures, and the function features extracted by these meth-
ods cannot accurately express the function semantics [35]. In
what follows, we describe examples of such disturbances.

A. LOOP OPTIMIZATION

Loops are a very important program structure, and the com-
piler uses some loop optimization techniques to reduce the
computation time taken by the loop structure [40]. We take
loop unrolling as an example to analyze the impact of the loop
optimization technique function control flow graph. Loop
unrolling is a loop optimization technique that attempts to
optimize the execution speed of a program at the expense of
space, rewrite the loop into a repeating sequence of similar
independent statements, and reduce the number of iterations
of the loop, thereby eliminating this overhead. However, after
the loop is expanded, the assembly instruction of the function
will be changed. The accuracy of the similarity of the function
can be reduced. The accuracy of the method of comparing
function similarity only by the CFG characteristic is reduced.

B. FUNCTION INLINE

To optimize the running speed, the compiler inlines small
functions into the code of the calling function to reduce the
performance cost required for the function to jump back and
forth during the execution of the function call [41]. Thus,
the control flow structure of the function is significantly
changed. If the extracted feature is derived from a function
containing an inline function, or if the target program does
not recognize such an inline function, it will directly affect the
function similarity based on the graph matching. The accu-
racy of the sexual calculations. Moreover, finding inline code
for functions is a challenging task, and current methods are
not able to meet the timeliness requirements of our goals [10].

C. CODE ELIMINATION
Common subexpression elimination is a classic compiler
optimization technique that is mainly used to save comput-
ing resources and avoid redundant calculations. Therefore,
the compiler deletes the time that has been calculated and has
not changed since the calculation as a common subexpres-
sion [11]. In addition to this, code that never executes or code
that does not make sense will be deleted.

Therefore, the directly extracted information is not suffi-
cient for accurate binary code search. To satisfy the analysis
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of different compilation environments, it is necessary to have
some flexibility in the feature differences in the binary file.
We need to find more characteristic features to reduce the
impact, so we analyze the impact of the compilation envi-
ronment on the binary file and find that the processing of the
function data stream in different compilation environments
is not significantly different. In addition, the current function
similarity calculation methods are mostly concentrated inside
a single function, ignoring the calling relationship between
functions.

Ill. EXTRACTING FEATURES OF A BINARY FUNCTION

In this section, we will describe how we generate structured
signatures for functions and how we perform the task of
extracting the features of a binary function.

A. INTRA-FUNCTION FEATURE

The existing semantic learning methods rely on the CFG
of the function to extract features for each basic block of
the function and perform similarity comparisons based on
these features. BiN reproduces the Genius extraction feature
by first splitting the binary into the corresponding assem-
bler using the IDA Pro [12] tool. It then creates a CFG for
each assembly function using IDA Python provided by IDA
Pro. Simultaneously, we also use IDA Pro’s plugin named
MIASM [13] to determine whether there is data transfer
between two basic blocks.

Given the impact of the compile environment on the assem-
bly code that we have discussed in the Section Background,
we have made some changes to the features extracted in
Gemini. Unlike Genius and Gemini directly use the function
features selected by DiscovRE for graph-matching algorithm,
and we designed the model-oriented genetic algorithm and
selected the function features that are more suitable for our
model.

In our implementation, we use genetic algorithms to select
the best subset of features. We extracted 50 features of func-
tions as in Wang’s [36] work and selected the best performing
9 features; our experimental code was released on GitHub!
[37]. The model-oriented genetic algorithm for selecting fea-
tures of binary function is summarized in Algorithm 1.

In our model, population [42] is the selected subset of
function features, and the generation refers to the round
number. For each population in our model, we first initialize
the mating set and the offspring, and feed function pairs
with ground truth labels into the BiN model and get the
fitness of this population. Then we rank them by popula-
tion’s fitness, after that we select population using stochastic
sampling with replacement, crossover and mutating. Finally,
we update the population. After 7' generations, we select
the best performing subset of features as final selection. The
features shown in Table 1 are the initial features of each basic
block we used, including 8 statistical features and 1 structural
feature. The initial features of each basic block of the function

1https:// github.com/V Incent7/GA _feature_select
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Algorithm 1 Genetic Algorithm for Feature Selection
Input: function pairset P =p;,i € 1,2, ..., 8000
ground truth label L = [;,i €0, 1
extracted features set F' = f1, fo, ..., f50
Number_of _generations T
Number_of _population n
Output: Selected Features set FinalSet
Initialize mating set I1 = w1, 2, .. ., Ty,
T =qa,0,...,a50,0; €0,1
Initialize offspring O
fori=1— T do
Randomly generate probability C;
Randomly generate probability C»
forj=1— ndo
Input P, L, F', p; into BiN Model
Output AUC; = AUC of BiN
end for
Rank AUC _k,k €k, ...,20
Fitnessy =y x R(k),ke1,...,20
Add n/2 copies m; to IT randomly according to Fitness;
Select a pair 7 and 7, from IT
O = O U crossover(my, mp) with C
Switch the ¢y bitin a, € O with C;
Update the population IT = Combine(I1, O)
end for
return FinalSet = Max Fitness

(9-dimensional vector) are input to the model to generate a
semantic embedded vector of the function.

In addition, Bingold [38] considered the data flow as a
reliable representation and believed that the data flow among
basic blocks can capture data and variable dependencies,
and they also believed that the data flow analysis provides
the ability to locate the code that has been inlined. Bingold
divided the basic blocks according to the data flow structure.
Different from Bingold, we attach the information of the data
flow to the basic block of the structure of CFG.

We label 0 and 1 on the edge of CFG to represent whether
there is a data transfer between two basic blocks to enrich
the function semantic. In addition, we determine the data
transfer between two basic blocks by checking whether the
instructions in basic blocks have access to the same address
register. Since it considers the control structure and data
flow information within a function, which can effectively
alleviate the structural changes of CFG caused by different
compilation environments. In figure 2(a), the dotted square
illustrates an example of the CFG with data flow information.

However, this method does not capture the interaction
between these functions when extracting function features
from binary files and will lose considerable structural infor-
mation. To obtain the structural information, a new function
structured signature is introduced, and the call relationship
between functions and the internal control flow information
of the function are used together as the characteristics of the
description function.
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FIGURE 1. Overall model.
TABLE 1. Robust Intra-function features used by BiN.
Type Feature Name Example
No. of logical instructions and, xor
No. of arithmetic instructions add, mul
No. of library function calls call strcpy
Statistical features ~ No. of conditional jump instructions jne, jb
No. of unconditional jump instructions  jmp
No. of comparative instructions test
No. of Numeric Constants 45533
No. of string constants passwd
Structure feature No. of offspring

B. INTER-FUNCTION FEATURE
The FCG (function call graph) [43] is a directed graph
representation in which the vertices of the graph represent
functions and the directed edges represent the calling rela-
tionships of functions. When extracting the FCG, for the
dynamically loaded third-party function library, the function
name is obtained as a label by reading the import address
table of the executable file; for the local function, we use the
starting address of the local function as the function label.
We represent the caller-callee relationship between functions
as a directed, unweighted edge. Finally, according to the
FCG, the adjacency matrix of the function call relationship
is constructed. In our model, we only consider the inter-
nal functions of the file and the statically linked third-party
library functions, and the function call graph constitutes the
adjacency list to represent the function call relationship of the
binary file.

We extract the function features by the above method and
use the extracted features as the structured signature of the
function.

IV. SEMANTIC LEARNING PREDICTOR
In this section, we present our solution to the problem
of code similarity based on hierarchical feature learning.
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We first present the overview of our solution in Section VLA,
and then, the two-level graph embedding network [15] that
learns the intra-function characteristics and function call
relationships is described in detail (Section IV.B & IV.C).
In Section IV.D, the relationship between the two-level net-
work in the model and the similarity of the training function
is explained.

A. SOLUTION OVERVIEW

As discussed in Gemini, the measure of a code similarity can
be task dependent. We try to find a mapping phi that converts
a binary function into a representation of a high-dimensional
eigenvector. Given two binary functions f] and f>, the sim-
ilarity of the two functions is judged by a given similarity
calculation function Sim(-, -), that is, if the two functions
are similar, then Sim(¢(f1), ¢(f2)) takes a value of 1. If the
two functions are not similar, Sim(¢(f1), ¢(f2)) takes a value
of —1.

In our model, we try to learn how to generate function
embedding by means of deep learning, that is, mapping ¢.
Different from Gemini, we fully consider the two-level
characteristics of the function, the characteristics of the
intra-function and the calling relationship between the func-
tions, establishing a learning model for the two-level feature
and integrating the training model of the two-level feature
reasonably and effectively. Vectors are generated that express
more semantics of the function to further improve accuracy.

B. OVERALL MODEL AND TRAINING METHOD

In this section, we will introduce how our model generates
the embedding and how the model trains the similarity of
functions through the learning of two-level features. The pro-
cess of our model is illustrated in Figure 1. In the following
sections, we will describe the implementation of the two-level
model in detail separately.
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In Figure 1, the inputs are the extracted CFG with data
flow information extracted from the firmware binary code,
and N is the number of functions in the binary code. We
feed them into the Intra-function Feature Learning Model and
obtain the intermediate embeddings; in this paper, we have
5 iterations in the Intra-function Feature Learning Model and
each iterations has a 2 fully connected neural networks to
train the features. Then, we feed the intermediate embeddings
into the Inter-function Feature Learning Model, as indicated
in Figure 1, and there are a 3 hidden layers in our model.
We use the adjacency matrix to determine the dependencies
of functions and, through the attention mechanism, calculate
the influence of adjacent nodes on the function nodes and
generate the final representation that is graphically unrelated
and contains the function call information.

We illustrate the performance of the model in comparing
the similarities of inline functions. We assume that a function
containing subroutines B is compiled into A and A’ under
different compilation environments, where A inlines function
B, and A’ doesn’t inline function B, but calling function B.
In our model, function A generates a vector representation
containing function B’s semantics in Stage I; function A’ will
include the semantics of function B through Stage II.

As mentioned in the first section of this chapter, we obtain
a mapping ¢ that converts a binary function into a
high-dimensional representation through deep learning. Next,
we need to find a way to describe the similarity between func-
tions by the high-dimensional representation of the function
and then train our model. In data preprocessing, the function
is divided into L groups of function pairs. If the pair has two of
the same functions compiled by the same source in different
compilation environments, i.e., sim(¢(f;), ¢(f!)), the function
assigns a ground truth value of 1 to the label labely, ; other-
wise, if there are two different functions, i.e., sim(¢(f;), ¢(f)),
the function assigns a ground truth value of —1 to the label
labely,. Further, we describe the similarity of functions by the
cosine distance as

| (909. ¢ (1)

im i f) =eos 00 00) = i e

In the training phase, the model evaluates the quality of the

mapping by comparing the difference between the generated

similarity and the ground truth value of the function pair.

We use mean square error (MSE) as a measure, the formula
is as follows:

L

1 .
MSE = — > (sim (. f5) — labely;)* 2)

i=1

Then, we train the shared parameters Wy, Wy, Py, --- | Py
in the intra-function model and W, @ in inter-function model
to minimize MSE in Equation 1. In addition, we improve
the generalization ability of the model by adding the
L2 regularization and Drop out to prevent overfitting.
We optimized MSE with the stochastic gradient descent
algorithm. Ultimately, once the optimal value of shared
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parameters are learned, we can easily convert the functions
to a high-dimensional representation for function similarity
comparison.

C. INTRA-FUNCTION FEATURE LEARNING MODEL

The intra-function model is improved in Gemini’s Struc-
ture2vec model, and the main purpose is to obtain
high-dimensional vectors that represent functions, such as
control flow and data flow, that is, to generate an embedding.
Structure2Vec was inspired by the graph model inference
algorithm. The features of its vertices are recursively non-
linearly aggregated according to the graph topology. After
performing enough iterations, each vertex will contain infor-
mation about neighbor vertices. After extracting the basic
block-level 8-dimensional feature representation of the func-
tion in the target binary, the features are input to the learning
model to generate the semantic embedding for similarity
calculation.

Figure 2(a) is a CFG with data transfer representation
denoted as g = (9,§&,x;), containing 3 vertices in the
graph with block-level features X, where ¢ and & are the
sets of vertices and edges, respectively. After T layer itera-
tions, the DNN model will generate a p-dimensional embed-
ding for each v € ¢, and each iteration will generate
p-dimensional vertex-specific features u; containing infor-
mation about their neighborhood and the data-transferred ver-
tices’ features determined by the CFG with the data transfer
representation [14]. After generating the embedding of each
vertex !, the embedding vector i of g will be computed as
an aggregation with the formula Wo (3", n1).

The method of updating the embedding at each iteration
is visualized in Figure 2(b). We now discuss the method of
updating the embedding shown as the following form:

~1 —1
W =tanh(Wixy+oe( Y ™ 4oa( Y. u™) G)
ieN(v) jeD()

where x, is a d-dimensional numerical vector for each vertex,
W1 is ad x p matrix. We separately denote N (u) as the set
of neighbors of vertex © and D(u) as the set of vertices that
has data transferred with vertex u in graph g. In addition, o,
and o, are two nonlinear transformation o (-), which defines
n-layer fully connected networks to achieve the process of
gathering other vertices’ features as

oc(ly) = Py, x ReLU (P3 x ...ReLU (P11,))
oa(ly) = P,, x ReLU (Py x ...ReLU (P|1})) (4

where Pi(i =1, ...,n)and P(i = 1, ..., n) are p x p matrix,
and n is the embedding depth. ReLLU is the activation function.
The overall algorithm for generating the intra-function-level
embedding is summarized in Algorithm 2.

After T iterations, the feature of each vertex is propagated
to other vertices associated with it, and each vertex embed-
ding contains the semantics of the context.

For intra-function feature learning model, we have added
data flow information to capture more semantic information

169553



IEEE Access

H. Wu et al.: BiN: Two-Level Learning-Based Bug Search for Cross-Architecture Binary

SUOIBINN T,

(a) DNN model for generating function embedding

FIGURE 2. The DNN model of BiN.

Algorithm 2 Intra-Function Embedding Algorithm
Input: Control Flow Graph with data transfer g = (9, &, x;)
Output: Function Embedding ¢(g)

: Initialize p9, for all v € ¥

: Function o (1, 1, [)

. ret = oc(ly) + oa(l])

Return ret

fort =1— T do

for v € ¥ do

L= ZieN(u) :ui_l

I, = ZjeD(v) M,t‘_l

ul, = tanh(Wy x, + o (¢, 1, 1))
end for

: end for fixed point equation update

: return ¢(g) := Wa(Y,cp 1)

B A S o e

—_

of functions than DiscovRE, Genius and Gemini’s existing
research. We illustrate the idea of adding data flow by
example.

Figure 3 is the CFG of two binary functions compiled
by GCC 5.4.0 under OO0 and O3 optimization level under
arm architecture of function SSL_get_peer_certificate. Obvi-
ously, the CFG structure of the two functions is somewhat
different.

The red dotted block is the data flow information of the
function we observe, and the green line refers to a data
transfer between the two basic blocks. With the help of data
flow information, we can preliminarily judge that there is a
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i | MOV RO,R3
| | MoV RL#1 |
| MoV R243

[ r————-l_ —_—— LDRR3, =aSss|_lic_c |
| BL CRYPTO_add_lock |

MOV RO.R%

loc_A7SES

(a) Compiled in level O0 (b) Compiled in level O3

FIGURE 3. Compiled in different optimization level.

strong data dependence and logical correlation between the
basic blocks in the red dotted box. After learning, the basic
block information inside the red dotted square is propagated
to the others in the square through the nonlinear propagation
function. After several iterations, each basic block node will
contain information about its neighborhood determined by
both data flow topology and the involved vertex features.
In other words, the model will learn the semantics that
expressed by all the basic blocks in the red square.

In our example, the semantics of the basic blocks within
the two red dotted squares are roughly the same, that is
to say, the CRYPTO_add_lock function is called after a
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FIGURE 4. GAT model for generating function embedding.

conditional jump. Since the basic blocks within the two red
dotted squares have a strong data dependence, the seman-
tics expressed by the basic blocks within the two squares
through our model learning will be closer than the seman-
tics expressed by the pure CFG structure learning on Gem-
ini. Therefore, the data flow information alleviates the error
caused by the difference of CFG under different compilation
environments to some extent.

D. INTER-FUNCTION FEATURE LEARNING MODEL

As mentioned earlier, function calling relationships is a robust
semantic under different compilation environments. Since
the number of function calls is variable and the relationship
between function calls cannot be well expressed on Gemini
models, it is more difficult to deal with function calling rela-
tionships. Therefore, we need to introduce new mechanisms
or models to learn the semantic information of function calls.
Ideally, we want the model to have the following characteris-
tics:

(1) the model can act on the neighborhood of the node,
1.e., the function calls;

(2) the model can assign different importance to the differ-
ent adjacent nodes with functions;

(3) the model is suitable for inductive problems and can
deal with any untrained graph structure.

It should be noted that the function does not have a fixed
number of adjacent nodes in the calling relation matrix.
Therefore, inspired by social network, in the construction
of the embedded network of the function call relationships,
our model is modified on the basis of Petar’s GAT [5] net-
work. GAT uses a hidden self-attention layer [17] to han-
dle problems in some graph convolutions. No complicated
matrix operations or prior knowledge of the graph structure
are required. By stacking the self-attention layer, different
importance is assigned to different nodes in the neighborhood
during the convolution process, and different sizes of neigh-
borhoods are processed at the same time. In addition, due to
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the edgewise mechanism, GAT does not depend on the global
graph structure and is easy to apply to the induction prob-
lem. Inspired by the GAT model, our inter-function feature
learning method includes the following main steps, as shown
in Figure 4.

The input is a set of function embeddings, that is, the high-
dimensional representation of the function generated in the
previous stage, u = {fi1, it2, ..., N}, i € RF, where N
is the number of functions, and F represents the dimensions
of features in each function. In addition to this, we also need
to feed the adjacency matrix representation M of the binary
file function call to our model. Considering the first-order
neighbor node set C; of each function node i, our model
generates the final function vector representation u' =
(@), fhe .. ity i e RE ", according to the attention
coefficients o;; of node i for each called function node j.

To transform the input features into a higher-level function
embedding that contains the semantics of the function being
called, we need to find a way to indicate the importance of
function node i to each function node j it called. Fortunately,
we perform self attention on function nodes, that is, a shared
attention mechanism a : RF x RF — R to compute
the importance; we denote it as attention coefficients, e;; =
a (Wiii, Wiij), where [i; and [i; are two functions’ initial
features, W is a shared parameterized weight matrix applied
to every feature vertex for linear transformation. Once obtain-
ing the normalized attention coefficients «;;, we can compute
the final function embedding after a nonlinear transformation
=0
function i.

For easy understanding, we explain the attention
coefficients, which in our model can also be called
“importance”, through an example. For the third-party
library Openssl, the “importance’ of BIO_printfto dsa_main
is smaller than the “importance” of EVP_PKEY getl DSA
to dsa_main. The reason is a large number of functions
call the function BIO_printf, and only three functions

ieC; aijWﬁj> , where C; are the functions called by
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FIGURE 5. Self-Attention mechanism.

dsa_main, d2i_DSA_PUBKEY, pkey_get dsa call the func-
tion EVP_PKEY getl_DSA, so the effect of the function
EVP_PKEY_getl_DSA is more important for the recognition
of function dsa_main. We refer to A, B, C as three functions,
dsa_main, BIO_printf, and EVP_PKEY getl DSA, respec-
tively. Our example is to illustrates that the “importance” of
function B and C to function A does not depend on function
A itself, but depends on how well functions B and C can be
used to identify function A, that is, when function A calls
a function such as the function EVP_PKEY_getl_DSA that
is called less frequently, A is more easily identified as the
function dsa_main.

Ideally, we want to see that the model learns different
attention weights, that is, one or two function neighbors are
much more important than the others. For function A and
its two subroutines B and C, “importance” refers to the
ability to identify function A through B and C. The reason
is that the model finally generates a vector representation of
function A which contains the semantics of function B and
function C, and if function C is a more special function than
function B, then it is easier to find function A through func-
tion C, and the final vector representation of A should contain
more function C’s semantic information to be more easily
identifiable.

The following will discuss the implementation of the
model. As we mentioned earlier, we need to initialize a weight
matrix W € RF'*F as a linear transformation shared between
function nodes. Each vertex also needs a self-attention mech-
anism to compute the importance of the function vertex j
to vertex i, thereby finding a way to obtain the importance
between two functions using initial feature vectors.

An overview of the self-attention mechanism is presented
in Figure 5. In our model, the attention mechanism is a
one-layer feedforward neural network, which realizes the
importance of computing nodes through a parameterized
weight vector a € R2F /, which can be represented as

¢jj = LeakyReLU (aT [Wﬁ,-||W/1k]> (5)

where LeakyReLU is a nonlinear activation function, -7 rep-
resents transposition and || means the concatenation opera-
tion. Considering efficiency issues, only use first-order calls
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to calculate e;; and normalize e;; using softmax.

a;j = softmax; (e;) = M 6)

> kec; €XP (i)
Now, the attention coefficient is obtained, and the final
function presentation can be calculated by

=0 Z o Wik @)
N
We choose ELU and softmax as o (+) in our model. To ensure
the stability of the attention mechanism learning process,
a multihead mechanism is added, that is, K independent
attention mechanisms are executed at the same time, and the
presentation of each function is generated by averaging.

K

- 1 k k—>

pi=o EE E aijW W ®)
k=1jeN;

The intra-function feature learning model is represented in
Algorithm 3

Algorithm 3 Inter-Function Embedding Algorithm
Input: Intra-Function Model Output u, adjacency matrix M
Output: Final Function Embedding h'

1: Initialize shared parameterized weight matrix W

2: Initialize parameterized weight vector a

3: fort=1—-T—1do

4 for ; € u do

5 sumy,; = Zkecu. exp (eix)

6:  forh;eCydo

7 for each head in multihead K do

8 ejj = LeakyReLU (a” [Wiii|Wii;])
9 o = exp(eij)

. y suny,;

10: end for
1 jif = BLU ( XKL Yjen; ek WeiL)
12: end for

13:  end for
14: [} = softmax (Zjea_ aijW/le)
15: end for

V. EVALUATION

Our prototype consists of two modules, a feature extrac-
tion module and a function high-dimensional representation
generation module. Like Gemini, we also use the extractor
generated by Genius’s features, but at the same time, we have
made some modifications based on this to extract more
accurate original features with more semantic information.
The function high-dimensional feature generation module is
divided into two parts: for the feature generation of the control
flow graph in the function, we modify it on the basis of
Gemini so that the model can learn the new original features
extracted; for the feature representation of the call between
functions, we implemented the graph self-attention network
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model through TensorFlow, so that it can fit the scenario of
function vulnerability detection.

We validate the validity of our BiN model by comparing
Gemini and bipartite graph matching methods. Gemini and
VulSeeker [14] provide two baselines for graph embedding,
and BGM [45] provides a baseline to evaluate the accuracy of
pairwise graph matching approaches. The experiments were
conducted on a server with an NVIDIA 1080Ti GPU and an
8 core with 16 threads, 5 GHz Turbo CPU, with 128 GB
memory and a 1 TB SSD.

Dataset: In our assessment, we collected 3 data sets.

o Dataset I - Baseline evaluation. We obtain the binary
file for training by compiling the source code and keep
the name of the original function as a criterion for
determining the similarity of the function, so this data
set can be compared well with the ground true label
for the homology function under different architectures,
compilers and optimization levels. We have used GCC
v5.4 to compile OpenSSL (version 1.0.1e and 1.0.1u)
and BusyBox (version 1.27.2). The compiler is set to
emit code in x86, AMD64, MIPS, MIPS64 and ARM,
ARMG64, with optimization levels OO0 - O3. In addition,
we extract the function features by using disassembler
IDA 6.8.

o Dataset II - Real-world dataset. We crawled the
firmware from the network, including routers, IP cam-
eras, printers, etc., and involving vendors such as Cisco,
D-link, Tp-link, Dahua, Hikvision, HP, and Epson,
including 21,350 images. In total, 8753 images can be
unpacked successfully.

« Dataset III - Vulnerability dataset. To build a vulner-
ability database that can be used for searching, we need
to obtain the binary code of the vulnerability function.
Therefore, we found the vulnerability in the open source
library widely used in the firmware on the official web-
site and recorded the firmware version, the name of the
function, and so on. We extract the vulnerability func-
tion feature from the corresponding version firmware
according to the function name and other features, use
the prototype BiN to generate the high-dimensional fea-
ture representation of the vulnerability function, and
store it in a database. Ultimately, we obtained 84 vul-
nerability functions.

A. ACCURACY

We implemented three methods, Gemini, VulSeeker
and BGM, and conducted comparisons with them on
dataset I. We evaluated five groups of functions selected in
dataset I, which are Dataset I(All), Dataset 1(32bit), Dataset
I(BGMWeak), Dataset I(Inlined function) and Dataset
I(BGMWeak except inlined function). Since dataset I is
compiled on the source code, we can easily identify the
same function in different files and accurately define the
ground truth label. Figure 6 illustrates the ROC curves for our
model (BiN) and the other three baseline approaches. We can
see that BiN is more accurate than Gemini, Genius and BGM.
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For the first group, we evaluated it on dataset I(All).
We randomly selected 4000 pairs of the same functions and
4000 pairs of different functions and divided them into three
parts: train, validation, and test in a ratio of 8:1:1. We treat
two different compiled versions of the same source function
as a pair of similar functions. We performed experiments
on these four implementations, all of which were configured
with optimal parameters.

We observed that the BiN ROC curve is higher than that
for Gemini, which means that it is more likely for BiN to
place the positive sample in front of the negative sample,
that is, the model judges better. The AUC and ACC values
of BiN were 92.73% and 90.12%, which were 12.47% and
19.23% higher than Gemini and 4.24% and 8.83% higher than
VulSeeker, respectively.

In the first set of evaluations, Gemini’s experimental results
were somewhat different from the descriptions in the paper.
We believe that our data set contains 64-bit binaries, and
Gemini’s support for this is not very good. VulSeeker has a
clear optimization of 64-bit support. It reselects features and
adds DFG, but its accuracy can still be improved.

In the second set of evaluations, we evaluated on
dataset(32bit),which only selected the 32-bit binaries com-
piled by OpenSSL. We can see that the Gemini’s ROC is close
to 93%, that VulSeeker can obtain a 94% AUC value, and that
our model increases the value to 96%.

In the third group of evaluations, we demonstrated
whether the improvement of BiN is effective. Our improve-
ments mainly include the feature reselection using by the
model-oriented GA, data flow and the inter-function feature
learning. Therefore, we compared the original Gemini, Gem-
ini with feature reselection, BiN without Stage II, BiN with-
out Data Flow, and BiN for evaluation. The AUC of original
Gemini raised 1.88% by reselecting features. And the AUC
of BiN without Stage II increased to 88.98% by adding data
flow information on Gemini with feature reselection, while
when Gemini with feature reselection adds Stage II, the AUC
go up to 89.12%, that is close to BiN without Stage II. The
results proved that these improvements have positive effects.
When we combined all improvements, the AUC improved to
92.69%, better than others.

In addition to the above three sets of assessments, we per-
formed three sets of evaluations on the set of functions
that did not perform well in Gemini. We define that the
same function does not perform well when the similarity
score is less than 0.7 in Gemini under different compila-
tion environments, and we constitute the BGMWeak dataset.
Further, we found that the inline function is an important
factor in the low similarity score in the dataset. There-
fore, we also evaluated the accuracy of the model, facing
the key challenge of inline function. We chose the inline
function in BGMWeak as a test set. In contrast, we per-
formed a further evaluation of the remaining functions in
BGMWeak.

As illustrated in Figure 6(d), Gemini and VulSeeker are
not ideal in this dataset. The graph matching method or the
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FIGURE 6. Comparison result on dataset I.

features provided by CFG cannot solve the impact of the
different optimization options and architecture of the func-
tion. Furthermore, for inline functions, the performance of the
three models is not very satisfactory, but BiN still has some
progress in the identification of inline function compared to
Gemini and VulSeeker.

For the functions other than inline function, all models
have been improved, and the effect of BiN is the most obvi-
ous. The AUC can reach 94.15%, which is 4.94% and 8.38%
higher than VulSeeker and Gemini respectively. We illustrate
these two evaluations in Figure 6(e) and 6(f). Fortunately, BiN
has a proven performance in these instances, proving that our
model can further mitigate the impact of optimization options
and architecture.

In summary, BiN is better than Gemini and VulSeeker
in our evaluation. This finding is because we added data
flow information attach to the CFG to track the data transfer
between basic blocks and added information about func-
tion calls. In the process of function semantic generation,
BiN obtains more powerful semantic information through
the learning of two-level features, which is beneficial for
the effective recognition of homologous functions. How-
ever, the study on the similarity of inline functions should
still be explored.

B. EFFICIENCY
We use the firmware function of Dataset II to evaluate
the model efficiency. Our evaluation is divided into two
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parts: (1) the function feature extraction and (2) the function
high-dimensional feature generation.

For the extraction of function features, we compare the
time at which the function is extracted in the Gemini method
to use as the baseline. Gemini extracts the six basic intrablock
features in the function and the structural features between the
two basic blocks. The 8 intrablock features and an interblock
feature extracted by our model extract the data stream char-
acteristics of the function and obtain the features. The call
information of the function.

For the high-dimensional feature generation phase of the
function, we still use Gemini as a baseline for comparison.
Note that our evaluation is based on all functions in the binary,
since the call information for the function is extracted from
the entire binary.

1) FUNCTION FEATURES EXTRACTION TIME

Figure 7a illustrates the results. We can observe that the
time required for Gemini to extract features is more than
the time required to extract CFG features and function
call information. However, after adding the extraction of
the function data stream, the time is significantly increased,
which is higher than the extraction time of all other schemes.
This increase in time is tolerable because it is significantly
smaller than Genius’s extraction time, approximately 2x on
Gemini.

2) FUNCTION REPRESENTATION GENERATION TIME
The generation time is represented in Figure 7b. We can
observe that generation representations in our model and
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FIGURE 8. Evaluation of different hyperparameters of the intra-model on dataset Iil.

Gemini require similar time. Although our model is more
complex than Gemini, most of the operations of the model
use matrix operations, and parallelization can be achieved
by the underlying multicore CPU, so the time increment is
acceptable. It should be stated that due to the choice of model
parameters, the final performance of the model will be greatly
affected. Therefore, our evaluation is carried out employing
the parameters with the best results in our experiments.

C. HYPERPARAMETERS

In this section, we evaluate the effectiveness of hyperparam-
eters in the BiN model. Our evaluation is divided into two
parts.

1) INTRA-FUNCTION MODEL HYPERPARAMETERS

Since our intra-function model has changed on Gemini,
we need to re-evaluate the hyperparameters such as the
embedding depth, embedding size, and iteration number. Our
initial settings are the same as those of Gemini, and we
control the variables to test the hyperparameters one-by-one
to find the most appropriate parameter settings, where the
embedding size p is 64, the embedding depth n is 2, and the
number of iterations T per basic block is 5.
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a: EMBEDDING DEPTH

We changed the depth of function embedding in the
intra-function model and visually demonstrated the effects of
different parameters through the ROC curve. From Figure 8a,
we observe that when the embedding depth is 2, the ROC
curve can reach a higher level, and when the number of layers
is continuously increased, the improvement effect is almost
negligible.

b: EMBEDDING SIZE

We vary the number of embedding sizes, and we can observe
that the ROC curve reached a stable level when the embed-
ding size is 128, as shown in Figure 8b. The larger sizes
also obtain curves close to size 128, and the larger the size
is, the longer the evaluation time is; thus, we choose the
embedding size to be 128, considering the efficiency.

c: NUMBER OF ITERATIONS

We observe that the model achieves the largest AUC value
when the number of iterations is larger than 4 in Figure 8c.
We trade off efficiency and accuracy and choose 5 as the
number of iterations.
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As a result, the embedding size p is 128, the embedding
depth n is 3, and the number of iterations T per basic block
is 5.

2) INTER-FUNCTION MODEL HYPERPARAMETERS

For the inter-function model, we examine the impact of the
layer number, output vector dimension, units per layer, atten-
tion heads, etc.

a: LAYER NUMBER

We changed the depth in the inter-function model and visually
demonstrated the effects of different parameters through the
ROC curve as well. From Figure 9a, we observe that when the
layer number is more than 3, the ROC curves reach a stable
level, so we set 3 layers in our model.
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b: OUTPUT VECTOR DIMENSION

The output vector is the final presentation of a function, and
we set different numbers of dimensions for our model to
generate the vector. As seen in Figure 9b, the larger the vector
is, the larger the AUC value that we obtain. Considering the
efficiency, we choose a 128-dimension vector finally.

c: UNITS PER LAYER

We have chosen different numbers of hidden units per each
attention head in each layer to determine the final choice.
We can observe in Figure 9c that 8 is a good trade-off choice.

d: ATTENTION HEADS

Note that the final layer must have only one head, so the
choice we made is on the other layers. In Figure 9d,
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we observe that the ROC curves have a good performance
when attention heads are 8 or more.

In order to verify that the attention distribution learned
by our model can distinguish the importance of different
functions under these parameters, we introduce the entropy
of attention distribution [46]. For any function f;, {O‘if}je NG)
forms a discrete probability distribution over all functions f;
called with the entropy given by

E (@jen) = = ) ailoga ©)
JeN @)
That is to say, low entropy means a high concentration and
vice versa. An entropy of 0 means that all attention is con-
centrated on one function node.

We performed a verification on dataset I. Since the function
nodes can have different degrees and the maximum entropy
is different, we plot the aggregate histogram of the entropy
values of all functions in the binary file. Figure 10 are the
attention histograms learned at different layers. As a ref-
erence, Figure 10(d) is the histogram if all functions have
uniform attention weight distribution. The entropy value we
expressed is the average of each attention head. Clearly, GAT
does learn sharp attention weights, and the attention gets
sharper in 3 layers.

As aresult, the layer number is 3, the output vector dimen-
sion p’ is 128, the units per layer m is 8, and the number of
attention heads for each layer is 16.

3) OVERALL HYPERPARAMETERS

The variation of the number of epochs is also within the
scope of our research. As seen in Figure 9¢ and 9f, our model
achieves a relatively stable result at approximately 85 epochs.

D. ACCURACY OF VULNERABILITY SEARCH

We use Dataset I to evaluate the effectiveness of BiN in
vulnerability searches and compare Gemini as a baseline. We
extract the features of the function on data set II, involving
a total of 3,619,200 functions, and select the vulnerability
function from Dataset III to search. To facilitate comparison
with Gemini, we selected the same CVE-2015-1791 [23] and
CVE-2014-3508 [24] vulnerabilities as Gemini and extracted
GO compiled O0-O3 under x86, MIPS, and ARM, three
32-bit architectures. We extract the features of the functions
in the real world firmware and input them into the BiN
model, which then generates a final vector representation of
the function and compares it with the vulnerability function
in Dataset III to find the vulnerability function candidate
set. Four optimization levels of OpenSSL’s correspond-
ing vulnerability functions ssI3_get_new_session_ticket and
OBJ_obj2txt are searched.

We examined the validity of the top-K most similar results
of the search results and compared them with the results of
Gemini. Table 2 is our result. The K value represents the
selection of K functions, the second column is the number
of functions in the first K results, and the third column is the
corresponding percentage. For each firmware, we searched
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TABLE 2. Accuracy of vulnerability search.

Model  Top-K  Number of Vulnerable Functions  Percent
5 32 64%

10 6.3 63.0%

BiN 20 15.6 78.0%

50 42.6 85.2%

100 87.9 87.9%

5 2.1 42.0%

10 3.8 38.0%

Gemini 20 104 52.0%

50 353 70.6%

100 76.3 76.3%

with 12 functions of 4 optimization levels for each vulnera-
bility, sorted the functions according to the descending order
of similarity, and took the average of 12 function search
results. For these 2 CVEs, we discovered the vulnerability
in vendors such as D-link, Tp-link, Netgear and Cisco. The
result shows BiN On average, the vulnerability function can
be found in the 9th bit, where the maximum is 22, while the
Gemini is ranked 47 and the maximum is 189. A comparison
of all vulnerability functions search result between BiN and
Gemini is shown in Table 3 in Section Appendix, the average
rank of BiN is 8.78, while the average rank of Gemini goes
up to 25.73.

The experimental results demonstrated that the accuracy of
our model in real-world vulnerability search could reach up to
87.9%, which is a great improvement on the search accuracy
compared with Gemini. In our model, we only need to man-
ually analyze the top-50 candidate vulnerability functions
to achieve better results than Gemini’s top-100 vulnerability
function candidates.

VI. RELATED WORK

We discussed our work in detail throughout the paper, and in
this section, we will briefly introduce other related work. Our
work focuses on finding known vulnerabilities through code
similarity in cross-architecture binaries. This section does not
discuss ways to explore unknown vulnerabilities.

A. A BUG SEARCH BASED ON ORIGINAL FEATURES

Many of the current methods for searching for bugs in
cross-architecture binaries are mostly expensive. For exam-
ple, both Zynamics BinDiff [18] and BinSlayer [19] use an
expensive graph isomorphism to quantify code similarity by
calculating the similarity of control flow graphs. Pewny et al.
[20] used the MinHash method to optimize the search match-
ing time, but the graph matching algorithm still could not
cope with the vulnerability search of large-scale firmware.
DiscovRe [1] filters and selects robust CFG features by pre-
processing to further improve the efficiency of graph match-
ing, but the accuracy of prefiltering is difficult to guarantee.
On this basis, Pewny Genius uses the ACFG graph to form a
codebook to generate a high-dimensional feature represen-
tation of the function to obtain the function similarity and
optimizes the search process through LSH; the efficiency is
greatly improved, but the performance in the million-level
function search is still poor.
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TABLE 3. Vul-func comparison between BiN and Gemini.

CVE number vendors vulnerable function Averange rank of BIN ~ Averange rank of Gemini
CVE-2012-2110 openssl asnl_d2i_read_bio 10.51 21.08
CVE-2013-1944 libcurl tailmatch 6.17 22.64
CVE-2013-2174 libcurl curl_easy_unescape 9.70 38.81
CVE-2014-0088 nginx ngx_http_spdy_module 8.18 23.82
CVE-2014-0195 openssl dtls1_reassemble_fragment 10.03 22.01
CVE-2014-0198 openssl do_ssl3_write 5.83 41.06
CVE-2014-0221 openssl dtls1_get_message_fragment 13.60 24.20
CVE-2014-0244 samba sys_recvirom 12.67 19.36
CVE-2014-2855 samba check_secret 8.76 18.42
CVE-2014-3470 openssl ss13_send_client_key_exchange 3.87 39.06
CVE-2014-3493 samba push_ascii 10.00 24.21
CVE-2014-3508 openssl OBJ_obj2txt 8.57 29.30
CVE-2014-3509 openssl ssl_parse_serverhello_tlsext 12.99 18.18
CVE-2014-3510 openssl ss13_send_client_key_exchange 7.51 8.63
CVE-2014-3567 openssl tls_decrypt_ticket 8.60 23.21
CVE-2014-3569 openssl ss123_get_client_hello 14.62 43.14
CVE-2014-3571 openssl dtls1_get_record 10.84 23.02
CVE-2014-3707 libcurl curl_easy_duphandle 7.19 10.47
CVE-2014-5139 openssl ssl_set_client_disabled 4.32 12.76
CVE-2014-8150 libcurl parse_url_and_fill_conn 11.80 38.98
CVE-2014-8176 openssl dtls1_clear_queues 8.49 37.08
CVE-2014-9116 mutt write_one_header 3.53 12.63
CVE-2014-9645 busybox add_probe 3.01 30.15
CVE-2015-0206 openssl dtls1_buffer_record 10.54 14.85
CVE-2015-0207 openssl dtls1_listen function 12.86 39.37
CVE-2015-0208 openssl rsa_item_verify 3.06 8.65
CVE-2015-0209 openssl d2i_ECPrivateKey 4.41 10.55
CVE-2015-0240 samba _netr_ServerPasswordSet 11.72 42.20
CVE-2015-0286 openssl ASN1_TYPE_cmp 12.81 48.80
CVE-2015-0287 openssl ASNI1_item_ex_d2i 13.76 11.09
CVE-2015-0288 openssl X509_to_X509_REQ? 11.49 18.40
CVE-2015-0290 openssl ssl13_write_bytes 7.17 27.36
CVE-2015-0292 openssl EVP_DecodeUpdate 13.39 43.73
CVE-2015-1787 openssl ss13_get_client_key_exchange 2.50 22.90
CVE-2015-1788 openssl BN_GF2m_mod_inv 4.59 27.48
CVE-2015-1789 openssl X509_cmp_time 7.18 24.83
CVE-2015-1790 openssl PKCS7_dataDecode 10.29 13.67
CVE-2015-1791 openssl ss13_get_new_session_ticket 9.13 36.63
CVE-2015-1792 openssl do_free_upto 7.22 23.57
CVE-2015-1794 openssl ss13_get_key_exchange 10.86 30.92
CVE-2015-3195 openssl ASNI1_TFLG_COMBINE 10.02 14.25
CVE-2015-3216 openssl ssleay_rand_bytes function 2.85 17.49
CVE-2015-3223 samba 1db_wildcard_compare 8.96 15.74
CVE-2015-3237 libcurl smb_request_state 7.26 34.83
CVE-2015-3310 samba rc_mksid 10.41 12.62
CVE-2015-5194 ntp log_config_command 12.41 28.58
CVE-2015-5219 ntp ulogtod 8.29 44.33
CVE-2015-5299 samba shadow_copy2_get_shadow_copy_data 12.51 43.44
CVE-2015-7691 ntp crypto_xmit 10.19 19.92
CVE-2015-7701 ntp crypto_assoc 8.12 29.77
CVE-2015-8467 samba samldb_check_user_account_control_acl 3.05 11.75
CVE-2015-9261 busybox huft_build 9.46 20.52
CVE-2016-0701 openssl DH_check_pub_key 11.89 17.49
CVE-2016-0702 openssl MOD_EXP_CTIME_COPY_FROM_PREBUF 14.38 39.78
CVE-2016-0703 openssl get_client_master_key 3.85 30.31
CVE-2016-0704 openssl get_client_master_key 7.53 31.78
CVE-2016-0705 openssl dsa_priv_decode 5.22 21.90
CVE-2016-0797 openssl BN_dec2bn or BN_hex2bn 12.39 24.14
CVE-2016-0798 openssl SRP_VBASE_get_by_user 11.20 7.52
CVE-2016-0799 openssl fmtstr 7.54 36.50
CVE-2016-2105 openssl EVP_EncodeUpdate 9.19 33.92
CVE-2016-2106 openssl EVP_EncryptUpdate 11.35 45.79
CVE-2016-2176 openssl X509_NAME_oneline 6.31 23.55
CVE-2016-2178 openssl dsa_sign_setup 13.90 27.65
CVE-2016-2180 openssl TS_OBJ_print_bio 5.81 11.39
CVE-2016-2182 openssl BN_bn2dec 9.23 12.66
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TABLE 3. (Continued.) Vul-func comparison between BiN and Gemini.

CVE number vendors vulnerable function Averange rank of BIN  Averange rank of Gemini
CVE-2016-2842 openssl doapr_outch 2.67 41.84
CVE-2016-4954 ntp process_packet 5.63 32.07
CVE-2016-6301 busybox recv_and_process_client_pkt 13.05 31.31
CVE-2016-6302 openssl tls_decrypt_ticket 17.54 39.72
CVE-2016-6303 openssl MDC2_Update 8.26 21.13
CVE-2016-6305 openssl ss13_read_bytes 14.60 38.27
CVE-2016-7434 ntp read_mru_list 14.93 21.96
CVE-2017-15873 busybox get_next_block 9.13 22.30
CVE-2017-16544 busybox add_match 8.08 24.46
CVE-2017-16548 samba receive_xattr 10.72 11.32
CVE-2017-17433 samba recv_files 6.95 17.62
CVE-2017-17434 samba read_ndx_and_attrs 3.80 9.61
CVE-2017-6451 ntp mx4200_send 12.72 45.84
CVE-2018-16845 nginx ngx_http_mp4_module 5.60 22.66
CVE-2018-16890 libcurl ntlm_decode_type2_target 13.57 32.59
CVE-2018-20679 busybox udhcp_get_option 9.23 18.53
CVE-2018-5764 samba parse_arguments 7.89 19.69
CVE-2018-7182 ntp ctl_getitem 4.68 25.60

B. A BUG SEARCH BASED ON DEEP LEARNING

Xu Gemini [4] uses the extracted features to learn to generate
graph embedding on the DNN model to efficiently generate
function feature embedding and perform function similarity
comparison. However, this method does not fundamentally
solve the limitation of similarity comparison using graph
matching and generates semantics that embed the inability
to express the function accurately. Wang added a second
phase to improve accuracy, but its method is less efficient and
cannot perform accurate vulnerability mining for large-scale
data. VulSeeker [14] adds a new semantic feature DFG when
extracting function semantics, which improves the integrity
of functional semantic expression, but its characteristics are
still limited to the internal features of the function, lacking
the semantic information of the function call relationship.

C. DEEP LEARNING-BASED GRAPH EMBEDDING
APPROACHES

CNN cannot process data of non-Euclidean structure [47],
that is, the number of adjacent vertices of each vertex in the
topology map must be the same, but since the number of
function calls is not fixed, it is impossible to use convolution
kernels of the same size to perform a convolution operation.
The GCN [21] attempts to generalize and apply the neural
network to any graph structure data, but this method cannot
adapt to the new graph structure and cannot be used for
function search in firmware.

VIi. CONCLUSION

In this paper, we propose a two-level feature-based neural
network method, which is used to generate high-dimensional
feature representations of binary functions in an attempt to
solve the problem of detecting vulnerabilities in large-scale
10T devices in the real world. We implemented a prototype
called BiN. In our evaluation, BiN outperforms the state-
of-the-art approaches in terms of the accuracy and scope
of the function similarity detection and only increased an
acceptable time overhead. In the search for real-world func-
tion vulnerabilities, BiN can more accurately identify the
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vulnerability function. We believe that our model has made
effective progress in the application of deep learning in secu-
rity issues. However, our model does not completely solve
the problem of inline function to binary function similarity
comparison, the study of inline function should be continued.

APPENDIX
See Table 3.
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