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1Abstract — Wireless sensor networks (WSN) comprises of several sensor nodes scattered wirelessly 

to accomplish a particular task. Each sensor node is empowered by a battery. The various functions of 
the node namely sensing, computing, storage and transmission/reception of data consumes power from 
the battery with limited capacity. As these batteries do not last for a long time, an efficient algorithm is 
required to extend its life time. Data compression algorithm is a unique method adopted to minimize the 
amount of data being sent or received and thereby reduces the power consumed during communication. 
This would further increase the lifetime of node and also the network. In this paper a simple lossless 
compression algorithm is proposed and is also compared with the existing Adaptive Huffman coding 
algorithm that is been widely used in wireless sensor network applications. The comparative analysis is 
based on different compression parameters like compression ratio, compression factor, saving 
percentage, RMSE and encoding & decoding time. The data set for comparison is acquired using a 
temperature sensor interfaced with NI 3202 programmable sensing node. The comparative analysis is 
performed and the results are simulated using MATLAB software. The NI WSN nodes are used to 
execute the algorithm for instantaneous data. The analysis of number of packets transmitted during 
wireless communication, both before and after compression is performed using Wireshark network 
analyzer tool. The simulation result shows that the proposed lossless compression algorithm performs 
better than the existing one. The hardware implementation has proven that the amount of data traffic is 
reduced after compression which will help in reducing the transmission power and thereby saves the 
lifetime of the node in a wireless sensor network. 
 

Keywords — Data compression, Huffman coding, Rice Golomb coding, Wireless sensor networks, 
Network Analyzer. 
 

I. INTRODUCTION 
 

Now a day’s all new technologies evolving in the field of embedded and communication is mainly 
based on Wireless Sensor Network. Wireless sensor network consists of sensor nodes that gather data 
from different sources and transmit them to a sink node depending on the applications. They are widely 
used in many applications namely environmental monitoring, habitat monitoring, industrial monitoring, 
agriculture, medical field, battlefield surveillance and target tracking [1]. The sensor node also called as 
source node consists of various modules to acquire the sensed data, process it and transfer it to the base 
station. All the nodes in the network are powered by a limited capacity battery. A typical schematic 
diagram of a wireless sensor network is shown in Fig.1.  

The key problem in wireless sensor network is the power utilization by each node and is also the main 
aim to be solved as it directly has a strong effect on the functioning period of the network. There are 
various processes by which the power is utilized in a sensor node like the power consumed by the 
processor for data processing, power used for memory storage and communication power. Due to 
limited power supply facility for each node there is a possibility of the power drain that may lead to the 
death of the nodes in turn the sensor network. So it is highly required to limit the power consumption 
and save power for the extended lifetime of the network. From the study it is observed that over 80% of 
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 2 

the energy is consumed by the communication module [2]. Data Compression that decreases the number 
of data transmitted from the source node to the sink node is one among the various techniques 
recommended to overcome this critical problem [3]. Data compression helps to improve the efficiency 
of utilizing the power supply, memory and bandwidth of the channel [4], [5]. 

 
 

Figure 1. Schematic diagram of a WSN 
 
Data compression technique is classified into three types namely: lossless, lossy and unrecoverable 

data compression [6]. Lossless compression is used to retrieve the original input data from the 
compressed data using decompression with no loss in data, lossy compression results with the input data 
recovery by decompression with some losses and unrecoverable compression is where no 
decompression is performed. Depending on the application a suitable type of compression technique 
can be considered. The proposed algorithm is based on Rice Golomb coding, a simple lossless 
compression algorithm.  

II. RELATED WORK 

In wireless sensor network multiple sensor nodes actively collect the data with respect to an event are 
highly correlated. Data compression has received attention in the field of WSN to minimize the power 
utilized for transferring the huge amount of highly correlated data to the sink node. Many data 
compression algorithms have been proposed for various applications [7], [8]. Among the proposed 
compression algorithms such as Distributed source coding (DSC) based on the correlation of sensor 
outputs [9],[10]; distributed transform coding (DTC) need extra power to determine the coefficients by 
inter node [11]; and compressed sensing (CS) have limitations like problem to identify sparsity 
requirements, ensuring of local communication and decoding complexity [12], [13]. But these methods 
are robust to data losses and do not guarantee optimal energy savings [14]. Lossy compression 
algorithm such as lightweight temporal compression (LTC), K-RLE a form of lossy run length coding 
and DPCM have the flexibility to tune compression ratio but with some loss in the original data [15]. 
Lempel Ziv Welch (LZW), Sequential Lossless Entropy Compression (S-LEC) [16], [17], Adaptive 
Huffman compression scheme [18], Median-Predictor-based Data compression (MPDC) are lossless 
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compression algorithms [19]. These algorithms have computational complexity and also growing 
dictionary problems that would degrade the compression efficiency. 

The proposed algorithm is based on the simple and lossless data compression known as Rice Golomb 
coding (RGC). Due to minimum memory and low computational requirements Rice Golomb codes are 
widely used in many applications of WSN [20], [21].  The proposed work aims at comparing the 
modified Rice Golomb compression code with Adaptive Huffman coding algorithm [22], another 
existing and equally used compression in WSN. The proposed algorithm and Adaptive Huffman coding 
algorithm are applied on a temperature dataset for the analysis using MATLAB. The various 
compression parameters considered are: compression ratio (CR), compression factor (CF), saving 
percentage (SP), RMSE, encoding and decoding time. The comparison result shows that the proposed 
algorithm performs better than the Adaptive Huffman coding in all the parameters that were considered 
for performance analysis. 

III. ADAPTIVE HUFFMAN CODING 

 
Huffman coding is a lossless coding that encodes each source symbol with variable encoding length 

based on the probabilities of its occurrence. The clear understanding of the source sequence is requisite 
for Huffman coding. If not, then the Huffman coding has to go with the following two steps [23]:  

(i) Collecting the statistics about the sequence  

(ii) Encoding the source symbol.  

Huffman coding makes use of shorter codeword to encode very often occurring symbols and longer 
codeword for infrequent symbols [24]. Huffman coding can be constructed using a binary tree where 
the source sequence is encoded with respect to the probability of occurrence from the root node 
traversing towards the leaf nodes representing 0 & 1.  The basic Huffman coding tree is shown in Fig.2. 

 

 
 

Figure 2. Huffman Code tree 
 

 The Huffman decoding begins with the root node to decode the sequence for which the node 
parameters are same as that of the encoder. Therefore both the transmitter and the receiver should be 
synchronized. Moreover this is not a good approach for encoding a huge amount of data i.e. encoding 
(N+1)th symbol based on the first symbol in WSN applications. This leads for the use of adaptive 
Huffman coding for WSN applications. 

Adaptive Huffman coding is also called as dynamic Huffman coding where the probability of the 
incoming data is changed dynamically through the tree construction. The tree in the encoding and 
decoding procedure of the algorithm is initialized with a node known as not yet transmitted node 
(NYT). The number of this node is assigned as 2N – 1 where N is the total number of alphabets [25]. If 
the alphabets are considered for encoding then N = 26. To obtain the prearranged code the parameters e 
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 4 

and r are to be determined such that 2e + r = 26 where 0 ≤ r ≤ 2e. Therefore the values are e = 4 and r = 
10 that satisfies the condition.  

 

The encoding procedure for the adaptive Huffman coding is as follows: 
 

1. Start building the tree to encode the symbols. 
2. Read the symbol. 
3. If the symbol occurs for the first time then send the codeword to the NYT node followed by the 

index in the NYT list. 
Go to Step 5. 

4. If the symbol has occurred already then the codeword is the path from root node to the 
corresponding node. 

5. Update the encoding tree. The update procedure is to maintain the sibling property so that the 
encoder and decoder work with the same information. According to sibling property the weight 
assigned to the nodes from left to right root till the top is in descending order as shown in Fig.3. 

 

 
Figure 3. Code tree representing sibling property 

 

6. If the symbol processed is the last one to be encoded then stop the encoding procedure else go to 
step 2. 

 

The decoding procedure for the adaptive Huffman coding is as follows: 
 

1. Start the decoding procedure from the root of the tree. 
2. Read the binary bit until the leaf is reached. 
3. If the leaf reached is a NYT node then read e bits, checks the respective value of the bits and let it 

be y. 
4. If y < r then read one more bit and decode the symbol. 
5. Else if y > r then add r to y and decode the symbol.  
6. Once the symbol is decoded continue with update procedure. 
7. In step 2, if the leaf node reached is not a NYT node then decode the corresponding leaf node and 

continue with the update procedure. 
8. If the processed bit is the last one then stop the procedure for decoding else go back to read the 

bits from the root node. 
From the procedure of encoding and decoding using adaptive Huffman coding it is observed that the 

transmitter or the receiver is not concerned with the analysis of the data sequence at the beginning of 
communication. This makes adaptive Huffman coding suitable for encoding the real time data of WSN 
that are highly correlated [23]. When adaptive Huffman coding is used to compress large scale of data 
by dynamic allocation of probabilities, the number of bits required increases. Also construction of 
binary tree becomes complex when used for sensor data. Thereby, both the types of Huffman algorithms 
are bounded with their own drawbacks. 
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IV. RICE GOLOMB CODING 

Rice Golomb coding (RGC) is a simple variable length coding [26]. Let Qn & Rd be the quotient and 
remainder on dividing an input value ‘I’ by ‘D’. The input data is encoded using RGC by concatenating 
Qn and Rd in binary format. The initial step in RGC is to determine the optimal value of k where D = 
2^k such that when an input data is divided by D it results with a minimum encoding length. The 
encoding and decoding procedure of a conventional RGC is as follows: 

A. Encoding Algorithm 
 

1. Rd = Binary [I & (D - 1)]. 
2. Qn =Unary (I >> k). 
3. Encoded data = {Qn,Rd}. 

 
 

B.  Decoding Algorithm 
 

1. The number of bits after the first zero in the compressed data is the tunable parameter k. Then D = 
2^k.  

2. Qn = Number of 1s before the first 0. 
3. Rd = Binary value (the next k bits). 
4. I= Qn × D + Rd. 
 

As an example when RGC is applied for the number 11 represented in 8 bits (00001011) and for D = 
4 where k = 2 then the encoding is as follows: 

1. Rd = (00001011 & 011) =  11 
2. Qn = Unary (000010) = 110 
3. Encoded data = 11011 
 

The encoded data results with 5 bits of encoding length, thereby 8 bit input data is compressed to 5 bits. 
But while applying conventional RGC to a sequence of data transmission, it requires additional bits that 
represent ‘k’ value to be sent along with each compressed data so as to decode the correct data at the 
receiver end. This result with more number of bits transmitted than the uncompressed data. Thereby the 
conventional RGC was modified to suit data transmission in WSN.  

In the existing method the ‘k’ value for the maximum/average value of the input series is determined 
and is used for encoding all the data in the sequence resulting in variable length coding [27], [28]. In 
Modified Adaptive Rice Golomb Coding (MARGC), instead of using a constant ‘k’ values for all data 
in the sequence, adaptive ‘k’ value for each data is used but the encoding length of each data is kept 
constant resulting in fixed length coding [29]. The proposed algorithm is based on MARGC encoding 
and decoding algorithm. 

V. PROPOSED ALGORITHM 

The proposed algorithm is a variable length compression algorithm.  The proposed algorithm is 
suitable for WSN applications where the data communicated between the sensor nodes and gateway 
node are highly auto-correlated. The algorithm makes use of the redundancy or correlation of data in 
the sequence to reduce the encoding length whereby it encodes the auto-differenced sequence of the 
input data that will result in smaller encoding length. The desired auto-correlation value of the dataset is 
more than 0.5 for which the algorithm provides a satisfactory result on compression ratio/ saving 
percentage. The encoding and decoding procedure of the proposed algorithm is given below. 

 

The steps involved in the encoding procedure: 
 

1. Get the input data sequence. 
2. Take auto-differencing of the input data sequence. 
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3. The auto-differenced sequence consists of some negative values; it is then converted to a positive 
sequence using the DC shift with the DC value as the first data. 

4. Find k for the maximum probability of occurrence of a data. 
5. Apply RGC encoding procedure for each data in the positive sequence obtained in step 2 using 

the same k value found in step 4. 
6. The encoding format of the data sequence is such that the first 8 bit of the encoded data represents 

the binary form of first data in the input sequence followed by 3 bit representation of k value and 
the variable length encoded bits for each data. 

Steps involved in the decoding process: 
 

1. The decoding procedure starts with identifying the first data value of the original input sequence 
from the first eight bits. 

2. Find the ‘k’ value from the next three bits of the encoded sequence.  
3. Now with the ‘k’ value the positive differenced data are decoded using the RGC decoding 

procedure.  
4. The decoded sequence will have the DC value as the first data from which the auto-differenced 

sequence at the transmitter end is found.  
5. With the help of first decoded data in step 1 the original data sequence is retrieved. 

The flowchart of encoding and decoding procedure for the proposed algorithm is shown in the Fig. 4. 
 

                      
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Flow chart of the proposed algorithm 
 

 

As the procedure for proposed algorithm is framed with simple logic the time consumed by the data 
processing node for computation is less. 

ENCODING 

DECODING 

Encoded sequence 

Determine the first data (I1) and ‘k’ 

Apply RGC decoding to find IP using ‘k’ 

Obtain DC value from IP and Find ID 

Find Decoded sequence (I) using I1 

Input data sequence (I) 

Auto-differencing (ID) 

Apply DC shift to get positive sequence (IP) 

Find ‘k’ for max {Probability (IP)} 

Apply RGC encoding for IP using ‘k’ 

Encoded sequence 
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VI. PERFORMANCE EVALUATION PARAMETERS 

 There are number of ways to evaluate the performance of the algorithm. The performance of a 
compression algorithm is evaluated by measuring the complexity of the algorithm, time taken to 
execute the algorithm in a given machine, amount of compression obtained, memory space required for 
the compressed data and the originality of the decompressed data.  

 

     The performance of the proposed algorithm is evaluated using the following parameters [30]: 
 

1. Length of encoded data (bits) 

2. Compression Ratio (CR) 

3. Compression Factor (CF) 

4. Saving Percentage (SP) 

5. RMSE (Root Mean Square Error) 

6. Encoding and Decoding time 
 

A. Length of Encoded data: 
It refers to the data length after the encoding process i.e. length of the compressed data in bits. 
 

B. Compression Ratio: 
It is the ratio of input data length before compression to the output data length after compression.  
 

  Compression ratio = Uncompressed data length         (1) 
                                       Compressed data length 
 

C. Compression Factor: 
It is the ratio of output data length after compression to the input data length before compression. 
 

    Compression Factor = Compressed data length        (2) 
                                         Uncompressed data length 
 

D. Saving Percentage: 
It denotes the memory space saved in percent due to compression. 
 
  SP = 1 - (Compressed data length)     x100                 (3) 
                (Uncompressed data length) 
 

E. Root mean square error: 
It is used to evaluate the deviation between the decoded value and the input value. For a lossless 

compression RMSE is 0. 
 

   
      

F. Encoding and Decoding Time: 
It refers to the computation time that denotes the duration for encoding and decoding the data 

sequence.  
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VII. SIMULATION RESULTS 

    The performance of the proposed algorithm is compared with the Adaptive Huffman lossless 
compression algorithm that is widely used in wireless sensor networks. Adaptive Huffman coding is one 
of the popular and commonly used lossless coding techniques for almost all data types [31]. Also recent 
research combines Huffman codes with other compression algorithms to improve the data compression 
performance [32], [33]. Both the algorithms are applied on the temperature dataset (500 data) acquired 
by interfacing the temperature sensor with NI 3202 sensing node [34]. The program to acquire the room 
temperature for every 5 minutes is written in LabVIEW [35] and thereby a dataset of 500 data is 
collected. The acquired data that is highly correlated with the auto-correlation value of 0.911 is exported 
to an excel sheet which is then used to implement the proposed algorithm. The existing and proposed 
algorithm is simulated using MATLAB and the simulation results are shown below. As the number of 
data considered is 500 and if 8 bit is used to represent each data, then the encoded length of data before 
implementing the algorithm is 4000 bits. Fig.5. shown below represents the simulation result on 
applying the adaptive Huffman coding algorithm on the dataset.  

 
The simulation result shown below in Fig.5(a) represents the input temperature data (500 data) 
considered before applying the Adaptive Huffman coding and 5(b) represents the decoded temperature 
data (500 data) obtained after applying the Adaptive Huffman decoding algorithm. As adaptive 
Huffman coding is a lossless compression algorithm, both the input data and the decoded data are same. 
Fig.5. represents the simulation result on applying the proposed algorithm on the same temperature 
dataset.  
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  (b) Decoded data Plot 
 

Figure 5. Simulation results of Adaptive Huffman coding algorithm 
                      

In the simulation result shown below Fig.6(a) represents the input temperature data (500 data) 
considered before applying the proposed encoding algorithm and 6(b) represents the decoded 
temperature data (500 data) obtained after applying the proposed decoding algorithm.  

 

 
 (a)   Input data Plot     
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   (b) Decoded data Plot 
 
 

Figure 6. Simulation results of proposed algorithm 
 

 The input data length considered for analysis is 4000 bits, it is reduced to 2411 bits on applying 
Adaptive Huffman coding and it is found that the data length reduction of about 2102 bits is obtained 
when the input data is subjected to the proposed compression algorithm. The simulation output on 
applying Adaptive Huffman coding results with the compression ratio (CR) of 1.659, compression 
factor (CF) of 0.603, saving percentage (SP %) of 39.7, RMSE as 0, encoding time as 1.95 seconds and 
decoding time of 1.25 seconds. Similarly the outcome of the simulation on using the proposed 
compression algorithm results with the compression ratio (CR) of 1.903, compression factor (CF) of 
0.526, saving percentage (SP %) of 47.45, RMSE as 0, encoding time as 1.70 seconds and decoding 
time of 0.03 seconds. The input data is also tested with the existing Rice Golomb Coding (RGC) 
method [36] that results with the following values: Encoding length of 3027 bits, CR of 1.321, CF of 
0.757, SP% of 24.325, RMSE as 0, encoding time as 0.41 seconds and decoding time of 0.11 seconds. 
The performance analysis on applying the proposed algorithm, adaptive Huffman coding algorithm and 
the existing Rice Golomb coding on the temperature dataset with respect to different parameters is 
tabulated in Table I given below.  
 

TABLE. I RESULTS ON COMPARISON OF PROPOSED ALGORITHM WITH ADAPTIVE HUFFMAN CODING AND EXISTING RGC 
 
 

Parameters Proposed 
Algorithm 

Adaptive Huffman 
Coding 

Existing 
RGC  

Length of encoded data (bits) 2102 2411 3027 

CR 1.903 1.659 1.321 

CF 0.526 0.603 0.757 

SP (%) 47.45 39.7 24.325 

RMSE 0 0 0 

Encoding Time (sec) 1.70 1.95 0.41 

Decoding Time (sec) 0.03 1.25 0.11 
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From the above table it is observed that the proposed lossless data compression algorithm performs 
better with the compression ratio of 1.903 and saving percentage of 47.45%. The computation time i.e. 
the time taken for compression and decompression obtained by using the TIC & TOC functions in 
MATLAB is also less for the proposed algorithm by a factor of 1.47 seconds compared to the adaptive 
Huffman coding algorithm. 

VIII. IMPLEMENTATION AND ANALYSIS 

The real time execution of the proposed algorithm is implemented using NI WSN [37] setup. The 
experimental setup shown in Fig.7 consists of a temperature sensor LM35, NI WSN 3202 a 
programmable sensing node, NI WSN 9792 a programmable gateway node [38] and a PC installed with 
software namely LabVIEW 2013 & Wireshark network analyzer tool.  

 
 

 
 

Figure 7. Experimental Set-up 
 

 The NI WSN set-up comes under the IEEE 802.15.4, Wireless Personal Area Network (WPAN) 
standard. NI WSN 9792 gateway node can connect to a maximum of 36 sensing nodes. It is used to 
connect the sensing nodes to the host computer. The gateway node is connected to the host computer 
via Ethernet cable. NI WSN 3202 programmable sensing node consists of 4 analog and 4 digital pins to 
which the sensors are connected. The sensing node is synchronized with the gateway node using the 
LabVIEW Measurement and Automation software package. The sensing node is programmed using 
LabVIEW software to acquire the sensed data, process it and transmit the data to the host computer via 
gateway node. The post processing of the received data is carried out in the host computer loaded with 
the LabVIEW. The LabVIEW software consists of two windows namely block diagram and front 
panel. Block diagram is used for programming and the front panel is used as an UI (User Interface) 
window. Wireshark [39] is network analyzer tool for which the source code is freely available. It is 
used for recording and analyzing the network traffic and packet details. It is installed in the PC to 
analyze the reduction in data traffic obtained due to the implementation of compression algorithm. 

 The temperature sensor LM35 is connected to the Analog input (AI0) of the sensor node NI 3202. 
The sensing node is powered by a set of 4 AA batteries and the gateway node is powered using its 
respective adapter. Both the nodes are connected wirelessly to the WSN platform by setting and 
verifying the necessary options in NI MAX software. The gateway node is provided with an IP address 
of 169.254.7.183 and the sensing node is automatically assigned with an IP address of 169.254.51.170. 
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 The sample interval of the sensing node is set to 1 minute to acquire the temperature data. The 
sensing node is programmed by building and deploying the proposed compression algorithm in its 
memory using LabVIEW programming software. As the sample interval is set as 1 minute in the 
sensing node, to show variations in the acquired temperature readings a soldering rod powered 
randomly is placed near the temperature sensor and a dataset length of 5000 is collected.  The data 
acquired by the sensing node is then compressed and transmitted wirelessly to the gateway node. The 
5000 data length is thereby compressed to 2494 data length by the proposed algorithm loaded in the 
sensing node.  

The gateway node is connected to a PC via the Ethernet cable and is programmed with the 
decompression algorithm using LabVIEW. As gateway node receives the compressed data from the 
sensing node it decompresses the data to retrieve the original dataset. The results of various 
performance evaluation parameters for the proposed compression algorithm obtained using LabVIEW 
programming is shown in the below Fig.8. 

 

 

 

(a) Front Panel of the LabVIEW 

 

(b) Block diagram of the LabVIEW 

Figure 8. Results of performance evaluation parameters in LabVIEW 
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From the above figure it is observed that by applying the proposed algorithm for the real time 
temperature data of length 5000, the compression ratio = 2.005, compression factor = 0.498, saving 
percentage = 50.12% and RMSE = 0 is obtained. 

 The analysis of packet count during the wireless transmission between the sensing node and the 
gateway node is extracted using the Wireshark network packet analyzer tool. The analysis is performed 
on the amount of packets transmitted before and after compression. The packet detail is obtained from 
the IPV4 statistics option in the tool as shown below. Fig. 9(a) represents the packet details 
communicated between the sensing node & gateway node before compression and Fig. 9(b) and 
represents the packet details communicated between the sensing node & gateway node after 
compression.  

 
 

Figure 9(a). Packet details communicated between the sensing node and gateway node before compression 
 

 

Figure 9(b). Packet details communicated between the sensing node and gateway node after compression 
 

In both figures shown above the highlighted value indicates the transmitted packet count when the 
sensing node with an IPV4 address of 169.254.51.170 is acting as a source. It is observed that the 
packet count of about 54,061 packets is transmitted by the sensing node before applying compression 
whereas after compression the packet count transmitted by the sensing node has a good reduction of 
about 15,860 packets. This reduction in packet count that reduces the data traffic in turn will scale 
down the power required for the data transmission from the sensing node to the gateway node.  Jo

ur
na

l P
re

-p
ro

of

Journal Pre-proof



 14

IX. ENERGY MODEL 

The key factor to be considered while transmitting the data from one node to the other in a WSN 
application is the energy consumed during transmission of data. The transmission energy is minimized 
by reducing the length of the data transmitted using compression algorithm.  The energy consumed 
during transmission of n bytes per hop [40] is calculated by the following expression (5):  

 

Eradio(n) = n IT X V TT X +n IRX V TRX   (5) 
 

The  current drawn for sending and receiving the data (IT X & IRX),  the Voltage supply (V) and the 
operating time over 1 byte (TTX & TRX) for IEEE 802.15.4 standard is given in Table II [40].  

 
TABLE II.  PARAMETERS OF THE ENERGY MODELS 

 

Parameter Value 
IT X 17.4 mA 
IRX 19.7 mA 
TT X 3.2×10−5s 
TRX 3.2×10−5s 
V 3.3 V 

 

The transceiver of NI nodes operates in 2.4GHz band and is compatible with IEEE 802.15.4 radio 
standard for communication. Thereby the above table is used to evaluate the energy consumption 
during transmission of data from the sensing node to gateway node. In the proposed work the energy 
consumed on transmitting the uncompressed data from the sensing node to the gateway node is 
calculated by substituting the above parameter values in equation (5) as Euncomp = 5000 (ITX V TTX) + 
5000(IRX V TRX) = 19.6 mJ. Similarly the energy consumed on transmitting the compressed data from 
the sensing node to the gateway node is calculated as Ecomp = 2494 (ITX V TTX) + 2494 (IRX V TRX) = 
9.77 mJ. Therefore energy saving of about 9.83 mJ is obtained during data transmission using the 
proposed lossless compression algorithm. 

X. CONCLUSION 

     One of the hard drawbacks of WSN is energy consumption during data communication. In this work 
an algorithm based on a lossless compression is proposed and its performance is compared with the 
existing adaptive Huffman coding algorithm with respect to different parameters using MATLAB 
simulation. Simulation result shows that the proposed lossless compression algorithm performs better 
than the existing adaptive Huffman coding algorithm with respect to compression ratio, compression 
factor, saving percentage and computation time. The proposed algorithm is also implemented in real 
time using NI WSN hardware and LabVIEW software. The result of various compression performance 
analysis parameters on real time implementation is displayed in the LabVIEW front panel window. 
Packet sniffing is performed to analyze the data traffic before & after compression using Wireshark 
network analyzer tool. The packet trace obtained from the tool results with a good reduction in number 
of packets transmitted from the source node to destination node after compression. The results obtained 
conclude that the proposed lossless compression algorithm is simple with less computation time, has a 
better compression ratio & saving percentage than the existing algorithm, reduces the amount of 
packets transmitted from the source node and minimize the energy consumed during communication. 
Thus the proposed algorithm will help to increase the lifetime of the network by saving the energy of 
each node for computation and communication. As a future work the proposed algorithm has to be 
tested for various real time applications of WSN and internet of things (IoT). 
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