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a b s t r a c t 

The Internet contains both structured and unstructured data. The enormous flow of In- 

ternet data creates challenges in relation to effective information retrieval. Semantic Web 

Mining explores Web addresses using ontological and semantic structures. For effective 

information retrieval in Web Mining and Text Mining, text feature extraction plays an im- 

portant role. The effectiveness of the text processing is determined by the complexity and 

dimensionality reduction of the feature vector. In this paper, a new approach is proposed 

based on the semantic structure of the Web data. It combines both feature extraction and 

feature selection techniques for data mapping and retrieval, involving standard features 

for effective text mapping. This process reduces the dimension complexity in the feature 

vector for effective information retrieval. 

© 2019 Published by Elsevier Ltd. 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

The basic problem in information retrieval is extracting the features of text sentences for text classification [1] . With-

out processing, text cannot be used directly for similarity measurement, as the required results cannot be obtained with

the desired accuracy. For effective text processing, first we need to explore the semantic structure of the Web efficiently.

It is necessary to identify and strongly define the relationships between data. Tagging data using appropriate techniques

plays a key role. In this article, we present our own data description approach. Exploring the semantic structures effi-

ciently helps to extract and select features to properly represent the vector space with reduced dimensions. Ensuring the

vector space remains manageable is highly important. Generally, dimensionality reduction algorithms [2] are classified into

two types, namely feature extraction and feature selection algorithms. Feature extraction algorithms [3,4] reduce the vector

space through algebraic transformations and a new feature set is created from the base set. Feature selection algorithms

focus on reducing the vector space by considering the subset features from the base set. In this paper, we combine both

feature extraction and feature selection to reduce the dimensions of the feature vector space. 
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1.1. Feature extraction 

The word frequency model is widely used for text classification, Web Mining and Text Mining. It is a frequently used

method for feature extraction, in which the frequency of each word is counted and maintained in the text feature vector

for similarity identification. Similarity identification is conducted by calculating the distance using dot product and cosine

similarity. The model considers different text attributes for the feature vector to be framed. Using the feature vector, the

classifier is trained for text classification. Training the classifier when the text dataset involved is huge demands the inclu-

sion of a greater number of text features for better classification accuracy. The complexity of the text feature model will

increase when there is a demand for more text features, thus reducing the text classification accuracy. Another common ap-

proach involved in feature extraction is principal component analysis (PCA), in which dimensionality reduction is achieved

by eliminating unnecessary features using a variance calculation. Variance calculations become complex and noise removal

becomes challenging if there are a greater number of features involved. In our proposed approach, we consider the use

of limited features to form a feature vector that maintains the same hierarchy, even for a huge volume of data. Another

popular technique used for feature extraction is the random forests technique, in which the attribute is selected when it

serves as the best split to attain the desired class. The attribute with the best split will be retained and will be considered

in the vector space, but a problem arises when the extracted attribute is not the best split; then it impacts the vector space

model, affecting the accuracy of information retrieval. Although the backward feature elimination and forward construction

methods are effective, they are time-consuming and more suitable for small datasets. 

1.2. Feature selection 

The objective of feature selection is to identify which feature is more useful for effective classification, thus reducing the

dimensionality. Numerous existing techniques can be used for this purpose and the popular ones are pruning, random, ac-

curacy and balanced accuracy, Chi-squared, information gain, probability ratio, bi-normal separation, weighted sampling and 

clustering. Pruning removes rare and common words, while clustering is a method in which related features are considered

together as a single feature. All of the popular methods in feature selection are highly suitable for small datasets; when the

dataset is huge, then feature selection remains complex. 

In this article, we propose a new approach for exploring semantic structures in the Web. The dimensionality reduction in-

volves a feature extraction and feature selection technique with new standard features used for data mapping. Section 2 ex-

plains the word frequency approach and PCA in detail, Section 3 explains the proposed approach for feature dimensionality

reduction, Section 4 compares the results of the existing methods with our own approach and Section 5 provides the con-

clusion followed by references. 

The proposed approach will offer a substantial advantage when a greater number of training sentences are involved in

training the model, as the proposed algorithm maintains a higher level of accuracy as well as improved performance for

larger data sets. 

2. Related work 

2.1. Feature extraction techniques 

2.1.1. Bag-of-Words model 

Bag-of-Words [5] or Word frequency model is a common way of representing text when modelling with machine learning

algorithms. Bag-Of-Words model is a simple technique to extract features from text. Bag-Of-Words focuses on a couple of

points, familiar vocabulary and its frequency present in the text. Bag-Of-Words is explained using the following texts [6] , 

1 Peter likes to watch football. Scott likes football too. 

2 Peter also likes to watch rugby games. 

The above sentences can be represented in the word count as [7] , 

1 {"Peter":1, "likes":2,"to":1,"watch":1, "football":2,"Scott":1,"too":1} and converting it into the vector it is represented as 

[2,1,1,2,1,1] 

2 {"Peter":1, "also":1,"likes":1, "watch":1,"rugby":1,"games":1} and converting it into the vector it is represented as 

[1,1,1,1,1,1] 

Here each word is counted for its frequency [8] and the feature vector is defined with the Bag of Words model. Based on

the feature vector the text is classified. Representing the feature vector involving bag of words will become complex when

a greater number of features or words are involved in text classification, and hence it is disadvantageous. 

2.1.2. Principal component analysis 

Principal Component Analysis (PCA) [9] is a widely used dimensionality reduction method for a larger data set. In this

approach variables or features having larger boundaries will dominate the variables with smaller boundaries. For example

a variable with the range 0 to 100 will dominate the variable with the range 0 to 10 which will lead to biased results.
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Fig. 1. Two variables are correlated by adding noise. 

Fig. 2. Two variables with no correlation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To prevent this problem standardization of the data set is to be performed by transforming data to comparable scales. In

PCA principal component is identified by calculating eigen value and eigen vector of the variables and arranging the same

in descending order and collecting the required variables [10] . The collected principal components form the feature vector.

PCA approaches do have disadvantages as it relay on linear assumption. Let us consider two variables to represent size in

cm and inch (refer to Fig. 1 ). Now these two variables are linearly correlated. 

Centimeter is represented in inch (2.54 cm = 1 inch) [11] , where as if there are variables which cannot be correlated

(refer to Fig. 2 ) then PCA is not suitable and accuracy cannot be maintained [12] . 

Another disadvantage in using PCA is that it relies on orthogonal transformation. If the principal components are orthog-

onal to others then it will be difficult to find the variable with larger boundaries making PCA less reliable. 

2.1.3. Random forest 

For dimensionality reduction Random Forest technique [13] will generate possible trees against the target attribute. Sta-

tistical usage of different attributes is calculated and using the same the most informative subset of features is found (refer

Fig. 3 ). If an attribute is often selected as best split then it is retained. In a tree we calculate how many times an attribute

is selected as best split and based on it the attribute is ranked [14] . Attributes with higher rank are considered in the di-

mensional space. The disadvantage of using random forest is selecting the attribute for the best split. If proper attribute is

not selected for the best split then accuracy remains a challenge [15] . 

2.1.4. Backward feature elimination 

In Backward Feature Elimination [16] approach from the data set n input features is considered and removing n-1 feature

the model is trained. Each iteration k produces a model trained with n-k features. Selecting the maximum tolerable error

rate we define the smallest number of features required to attain the maximum performance with the machine learning

algorithm [17] . The disadvantage of this approach is time complexity and is more suitable only for lower data set [18] . 
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Fig. 3. Random forest for text classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.1.5. Forward feature construction 

This approach is converse to Backward Feature Selection [18] , where we start with only one feature first and then keep

adding up the features until the highest performance is achieved. Again similar to Backward Feature Elimination, Forward

Feature Construction has high time complexity and it is not suitable for larger data set [19] . 

2.1.6. Sparsity 

As most of the data within the dataset involve less number of words, the resulting matrix will have many feature values

that are zeros (typically more than 99% of them) [20] . For instance a collection of 10,0 0 0 short input text data will use a

vocabulary with a size in the order of 10 0,0 0 unique words in total while each input data will use 100 to 10 0 0 unique

words individually. To efficiently handle these kind of data we will typically use sparse representation [21] . 

2.2. Feature selection 

2.2.1. Pruning 

The number of features involved in large datasets will be huge and pruning technique reduces the number of features by

removing frequently used words and rarely used words [22] . Pruning is commonly performed in word frequency technique

which follows Zipf distribution, which states frequency of a word is proportional to 1/rank where rank is the place the

corresponding word holds in the list of words and 1 is the fitting factor. By involving stopwords frequently used words may

be removed [23] . 

2.2.2. Random 

In the Random [24] feature selection technique features are ranked randomly and based on different trials the rank of

the feature is changed. The best ones are kept and the others are eliminated. This is suitable and efficient for small volume

of data and it is time consuming and less efficient for larger datasets. 

2.2.3. Accuracy and balanced accuracy 

Accuracy involves calculation of true positives (tp) and false positives (fp) to identify how many times the correct feature

has been selected. Balanced accuracy takes the difference between true positive rate (t pr ) and false positive rate (f pr ) to

identify the correct feature selection [10] . 

Accuracy = tp − fp (1) 

Balanced Accuracy = | t pr − f pr | (2) 

The problem with these techniques is it will involve more negative features. 

2.2.4. Chi-Squared 

Chi-Squared technique [25] for feature selection is mainly useful in pattern recognition. It assumes feature is independent

of the target class. It does not work with smaller datasets as Chi-Squared distribution involves high volume of data for

probability and statistics. Chi-Squared function is given as follows, 
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X2(x,y) =         B (QVpDp * QVnDn - QVnDp * QVpDn)2

---------------------------------------
QVp* QVn * QDp * QDn (3)

where B is the total number of input data. A is the positive samples. x is the number of sample that contain the subsequence

v, y is the number of negative samples that contain the subsequence v. Dp is the positive class and Dn is the negative class.

2.2.5. Information gain 

Information Gain measures the decrease in entropy when the feature is given rather than not given. In terms of entropy

equation information gain is represented as decrease in entropy of a feature having knowledge of other and it is given as

follows, 

I ( A ; B ) = H ( A ) − H ( A | B ) = H ( B ) − H ( B | A ) (4)

Information gain can be given by substituting the entropy equation as follows, 

I( A ; B ) = 

∑ 

a 
∑ 

b ( a , b ) log p ( a , b ) / p ( a ) p ( b ) (5)

2.2.6. Probability ratio 

Probability ratio is calculated by considering number of true positives and number of false positives. True positive is cal-

culated by considering number of true positives divided by number of true cases. False positive is calculated by considering

number of false positives divided by number of negative cases. The probability ratio represents the percentage of positives

or negatives for a given sample. Based on it same ranking is done for a feature and they are identified for relevancy. 

2.2.7. Sampling-based technique 

Sampling based technique is an unsupervised feature selection technique where small number of features which pre-

serves the geometric of data is chosen. A (n-(x-n)) diagonal matrix is chosen where the entries are random and each entry

is ranked and maintained separately as Rank Matrix. Based on the Rank matrix the feature of diagonal matrix is altered. 

2.2.8. Clustering 

Clustering is a widely used technique to reduce dimensionality of the feature space while processing text data by clus-

tering related word feature to single feature. Word clustering is best effective for text classification when smaller datasets

are involved. Clustering generically has a high accuracy in sparse data. 

2.3. Resource description framework (RDF) and ontology 

Resource Description Framework was developed by Word Wide Web Consortium (W3C) along with Xtensible Markup

Language (XML) and Uniform Resource Identifier(URI) as distribution standards. These serve as metadata for the data avail-

able on the web. Ontology where it identifies the relationship that exists between the data in the web is achieved using

RDF. Web Ontology Language is developed based on these standards where using the same machine can easily interpret the

data available on the web efficiently. With these metadata available data retrieval system still finds the difficulty in retriev-

ing the user required information due to the complex nature of RDF as well as inability of the systems to exactly map the

relationship between the data with these metadata available. 

3. System architecture 

3.1. T (Text)-Order algorithm for dimensionality reduction 

Dimensionality reduction is achieved in our proposed algorithm by involving defined features (refer to Fig. 4 ) which

handles text classification effectively for different types of data sets. From the input text data a list of noun and verb is

collected. The type of noun and its number is identified. All these data are collected from the input data. 

3.1.1. Mood feature 

Mood of the input text data is identified from the verb and it is classified into three major types namely subjunctive,

imperative and indicative (refer to Fig. 5 ). 

If the input text data convey a wish or a suggestion then we classify the input text data under Subjunctive mood. The

same is identified by involving conditions like, 

(i) Input text sentence starts with the word "If". 

(ii) Validating the presence of the words like "ask", "demand", "determine", "insist", "doubt", "order", "pray", "recom-

mend", "regret", "require", "suggest", "wish", "request", "were", "be", etc., 
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Fig. 4. Fixed features involved in the feature vector for text classification. 

Fig. 5. Major type of moods. 
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Fig. 6. Logic describing how we detect the group of the input data. 

 

 

 

 

 

 

 

 

 

 

 

(iii) Third person activity in the input text data should contain "s" or "es". 

We determine by involving tagger and tokenizing the input sentence for parts of speech. We count the nouns present

and add "s" and "es" to the nouns present which exclude proper noun and personal pronoun. Now with the nouns modified

we tag the sentence again and look for the nouns count. If the following condition (refer to Eq. (6) ) is satisfied, mood of the

input data is classified as subjunctive. 

Nou n ( Pre ) > Nou n ( Post ) (6)

If the input sentence makes a statement then the mood of the input data is classified as indicative. We mark mood of

the input sentence as indicative based on two conditions, 

(i) If input text data contain words that makes a statement. 

(ii) Verifying whether third person verb ends with the word "s". 

If the input sentence forms a command or request then the mood of the input sentence is classified as Imperative. 

3.1.2. Group feature 

Group feature extracts the group of the input data based on the logic described in Fig. 6 . 

From the input data noun and verb are extracted. Using the nature of verb the "mood" of the input sentence is identified

as explained above. Based on the mood basic group is identified and the type of noun group is finalized. 

3.1.3. Weight & TWeight feature 

Weight calculation [9] involves two stages where at first A cosine similarity is calculated between group and noun(s) of

the input sentence which is given in Eq. (7) below, 

A = Cos ( Group , Noun ) (7)

B cosine similarity is calculated between words of the input sentence and the noun which is given in the Eq. (8) below,

B = Cos ( Words , Noun ) (8)

Final weight is calculated by dividing B by A as shown in Eq. (9) . 

W = B / A (9)
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Fig. 7. Flowchart of T-rank algorithm. 

Fig. 8. Comparison of accuracy between Naive Bayes with Bag of Words and Naive Bayes with T-order. 

 

 

 

 

 

 

Total weight, TW calculation involves weight calculation between group and noun of the current sentence with the group

and noun of the neighbour sentence (refer Eq. (10) ), 

TW = Cos 
(
G current N current , G neighbour N neigbour 

)
(10) 

3.1.4. Hit feature 

This feature keeps track of the frequency between group and mood and plays an important part in placing the data in

the feature vector for effective data retrieval. 

3.1.5. T-RDF 

The above explained features for vector space also acts as an efficient metadata which clearly identifies and maintains

the relationships of the inputted data which can be interpreted by the classifiers efficiently for training as well as retrieving

the requested data. 

3.2. T(Text)-Rank algorithm for effective retrieval of data 

We have extracted and placed the required features in order to process the text and here we propose a new algorithm

namely T-Rank for effective retrieval of data. Inputted data are in the vector space and at frequent intervals our proposed

algorithm executes and re-arranges the neighbour data. Steps of T-Rank (refer to Fig. 7 ) are as follows, 
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Table 1 

Performance measure comparison between the existing feature extraction techniques and the proposed approach. 

Category Performance 

Measure 

Bag of Words - 

Feature Reduction 

PCA - Feature 

reduction 

Random Forest - 

Feature reduction 

T-Order - Feature 

Reduction 

Naive Bayes Accuracy 75.2 75.8 77.1 88 

Decision Tree Accuracy 81.08 80.34 82.76 90 

SVM Accuracy 85.1 84.25 82.57 86 

Fig. 9. Comparison of accuracy between Naive Bayes with PCA and Naive Bayes with T-order. 

 

 

 

 

 

 

 

 

 

 

 

 

STEP 1 : Calculate the confidence factor. 

Confidence factor is calculated involving the group between the current and the neighbour data. Initial positioning of data

is based on the mood and the weight (refer to Eq. (4) ) with the neighbour data. Confidence is calculated at intermediate

times where group count of an input data is divided by group count of the neighbouring data and if the confidence is

greater than 70 (refers to Eq. (11) ) then it is considered for weight calculation. The order remains the same: otherwise the

position of neighbour data will be swapped with the data that have the highest confidence. 

T C f = 

(
G (B) / G (A) ∗ 100 

)
> 70 (11)

where TC f represents Confidence factor 

G (B) represents Group of neighbor 

G (A) represents Group of current data 

STEP 2 : Calculate TWeight. 

TWeight is calculated using the below Eq. (12) , 

T W ( B ) = Cos 
(
G ( A ) + N ( A ) , G ( B ) + N ( B ) 

)
(12)

where Cosine similarity is calculated between the group and noun of sentence A with the group and noun of sentence B. 

STEP 3 : If the TWeight of n 

th neighbor is calculated and if the weight is greater than the current neighbor B of A then

N is swapped with B to be the neighbor of A. It is validated by using Eq. (13) , 

T W (B) is > T W (B) (13)

then the structure of A connects to N. 

4. Results and discussion 

We have used raw BBC news dataset for our experimental purpose. 

Table 1 above compares the existing feature extraction techniques for feature reduction like bag of words, PCA and

Random Forest with our own proposed approach for dimensionality reduction. The techniques are introduced along with

classification algorithms and the accuracy is calculated. Results convey that accuracy is higher when classification algorithms

along with traditional feature extraction techniques are compared with classification algorithms along with our approach

(refer figure from 8–13 ). 
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Fig. 10. Comparison of accuracy between Naive Bayes with Random Forest and Naive Bayes with T-order. 

Fig. 11. Comparison of accuracy between Decision Tree with Bag of Words and Naive Bayes with T-order. 

Fig. 12. Comparison of accuracy between Decision Tree with PCA and Naive Bayes with T-order. 
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Fig. 13. Comparison of accuracy between Decision Tree with Random Forest and Naive Bayes with T-order. 

Fig. 14. Comparison of accuracy between Naive Bayes with Random and Naive Bayes with T-order. 

 

 

 

 

 

 

Table 2 above compares the existing feature selection techniques for feature reduction like Radom, Sampling Measure

and Clustering with our own proposed approach for dimensionality reduction. The techniques are introduced along with

classification algorithms and the accuracy is calculated. Results convey that accuracy is higher when classification algorithm

along with traditional feature selection techniques is compared with classification algorithms along with our approach as

shown below in Figs. 14–19 

The advantage of proposed approach will be huge when a greater number of training sentences are involved to train the

model where the proposed algorithm maintains accuracy of higher level as well as shows improved performance for higher
data set. 

Table 2 

Performance measure comparison between the existing feature selection techniques and the proposed approach. 

Category Performance Measure Random Sampling Based Technique Clustering T-Order - Feature Reduction 

Naive Bayes Accuracy 77 78 80 87 

Decision Tree Accuracy 75 79 82 90 
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Fig. 15. Comparison of accuracy between Naive Bayes with sampling measure and Naive Bayes with T-order. 

Fig. 16. Comparison of accuracy between Naive Bayes with clustering and Naive Bayes with T-order. 

Fig. 17. Comparison of accuracy between Decision Tree with random and Naive Bayes with T-order. 
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Fig. 18. Comparison of accuracy between Decision Tree with sampling measure and Naive Bayes with T-order. 

Fig. 19. Comparison of accuracy between Decision Tree with clustering and Naive Bayes with T-order. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusion 

Feature vector dimensionality reduction is gaining more importance as the demand for the extraction of user-requested

data increases. Positioning and extracting the features are of particular importance in achieving this objective. The existing

techniques and bag-of-words approach works well in feature reduction, but when the complexity of the data set increases

in terms of its volume, a very high number of features are extracted and involved in the vector space model. This leads to

increased architecture complexity, resulting in inappropriate data extraction. Principal component analysis relies on linear

assumptions and orthogonal transformations, making it unsuitable for many kinds of datasets. Other approaches, such as

random forests, backward feature elimination and forward feature construction involve increased time complexity. The pro-

posed approach considers only limited features, which can handle all types of data set (reduced space complexity). It is also

arranged and ranked in a new method for the effective retrieval of data, which increases the accuracy of data extraction

and reduces the time complexity. The proffered method achieves the dimensionality reduction by using fixed features that

effectively handle the text classification for a variety of datasets and utilize the novel algorithm T (text)-Rank for effective

information retrieval. Further, the performance measurement and the comparison of the proposed approach for the category

of naïve Bayes, the decision tree and the support vector machine with the existing feature extraction techniques using the

raw BBC news data shows the competence of the proposed feature extraction techniques in terms of accuracy. Moreover,

the simulation results obtained for the proposed approach of dimensionality reduction proves that the T (text)-Order di-

mensionality reduction for the category of naïve Bayes and the decision tree shows high accuracy when compared with the

classification algorithms using traditional feature selection techniques. 
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