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a b s t r a c t

In this work, we address the problem of targeted Value Added Tax (VAT) audit case selection by means
of machine learning. This is a challenging problem that has remained rather elusive for EU-based Tax
Departments, due to the inadequate quantity of tax audits that can be used for conventional supervised
model training. To this end, we devise a novel Gated Mixture Variational Autoencoder deep network,
that can be effectively trained with data from a limited number of audited taxpayers, combined with
a large corpus of filed VAT returns. This gives rise to a semi-supervised learning framework that
leverages the latest advances in deep learning and robust regularization using variational inference. We
developed our approach in collaboration with the Cyprus Tax Department and experimentally deployed
it to facilitate its audit selection process; to this end, we used actual VAT data from Cyprus-based
taxpayers. This way, we obtained strong empirical evidence that our approach can greatly facilitate
the VAT audit case selection process. Specifically, we obtained up to 76% out-of-sample accuracy in
detecting whether a significant tax yield will be generated from a specific prospective VAT audit.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Valued Added Tax (VAT) is a consumption tax charged on
the value of almost all the goods and services sold or consumed
within the European Union (EU). It constitutes an indirect tax col-
lected by enterprises on behalf of the state, and is ultimately paid
by the final consumer. As such, it represents an important source
of revenue for all EU Member States; according to the European
Commission Taxation Trends Report, 2018 edition [1], indirect
taxes comprise more than 30% of the total tax revenue in the EU.

The European commission uses the concept of VAT-gap to
estimate the lost revenue of the EU Member States due to tax-
payer non-compliance with the VAT legislation. It is defined as
the difference between the estimated VAT amount that should
have been collected and the actually collected amount. The latest
European Commission study [2] estimated the VAT-gap at 12.3%
(147 billion Euros) of the total expected VAT revenue in the EU; in
Cyprus it stands at around 5% (83 million Euros). This exemplifies
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how important it is that we come up with effective methods for
reducing the VAT-gap.

Tax administration is the responsibility of each EU member
state tax authority. The primary goal is to collect the taxes due,
according to the local tax legislation, in a sustainable manner. Ig-
norance, reckless behavior, tax evasion, and tax system inefficien-
cies are major sources of tax non-compliance. Thus, the tax ad-
ministration effort is placed on devising strategies and structures
ensuring that compliance with tax legislation is maximized.

A tax administration can utilize many different measures to in-
crease and maintain taxpayer compliance. These include taxpayer
education, written communication, routine visits, audit visits and
legal measures; the choice of action depends on the specific
characteristics of each taxpayer, including compliance history, as
heuristically determined by the experts of the local tax author-
ities. For instance, a previously compliant taxpayer with no tax
liability that did not file the latest tax return may receive a mere
reminder letter. In contrast, a taxpayer with a history of non-
compliance and significant tax liability should expect a tax audit.

The immensity of the workload that tax administrations are
confronted with renders the effective achievement of their mis-
sion a rather elusive task if performed completely manually. Tax
administrations are under constant pressure from governments
to achieve more with less resources. Tax auditors constitute a
very scarce resource and must be deployed with caution in order
to maximize return. As only a limited number of audits can be
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performed annually, tax administrations usually target cases that
are expected to generate the highest audit yield.

Therefore, to facilitate this strenuous audit selection proce-
dure, tax administrations have long relied on automation. Histor-
ically, this was driven from rules-based systems, with the rules
heuristically created by experts to classify taxpayers risk and
select audit cases [3]. Unfortunately, the rules-based approach is
a laborious and time-consuming process. Rules are created based
on the experience and expectations (bias) of tax experts. In many
cases, rules-based approaches may incorporate hundreds of rules
for each specific application area. Then, decision depends upon
the number of rules that ‘‘fire’’ in each case. A taxpayer gets
audited if the number of rules that fire exceeds a heuristically
predefined threshold.

From this description, it can be easily observed that rules-
based systems heavily rely on subjective, complicated, error prone
and certainly incomplete sets of rules and associated ‘‘firing’’
thresholds. Thus, tax administrations have recently started to
consider alternative options. In this context, adoption of advanced
data analytics and machine learning rises as a promising op-
tion [4]. This is especially the case since tax departments have
access to a vast amount of data associated with each taxpayer
(e.g., filed VAT returns). Appropriately leveraging this resource
may open new avenues for automating the audit selection pro-
cess, with the goal of targeting cases that may offer high audit
yields.

The Organization for Economic Co-operation and Development
(OECD) has published a guidance note [5] where data mining,
commonly defined as the discovery of models for data, is sug-
gested as a key supplement to the work of the tax experts
in identifying non-compliant taxpayers. Machine learning mod-
els hold great promise towards the achievement of this vision
of next-generation automated and reliable audit case selection.
Typically, machine learning models are trained under the ‘‘su-
pervised’’ learning paradigm. This requires availability of data
stemming from examples of both compliant and non-compliant
taxpayers, and can result in high detection accuracy, contingent
upon the proper selection of the machine learning model. Unfor-
tunately, though, available audit data are seldom sufficiently large
for developing strong supervised models. Even worse, tax admin-
istrations do not publish taxpayer data or taxpayer audit results
because they are confidential. As a consequence, researchers not
affiliated with a tax authority have very limited capacity to build
realistic machine learning models for tax audit selection. This
considerably limits the innovation potential in the field.

As a solution to the lack of adequate audit cases that can be
used as ‘‘labeled’’ training data for supervised learning algorithm
development, several researchers have considered the utiliza-
tion of unsupervised learning algorithms, specifically clustering
techniques. This class of algorithms essentially performs data
grouping on the basis of some similarity criterion; the premise is
that taxpayers that evade similarly large amounts should group
together. However, the efficacy of these approaches relies unac-
ceptably heavily on the appropriateness of the employed simi-
larity criterion. As such, from the perspective of tax authorities,
these methods suffer from a considerable lack of trustworthiness.

In this paper, we focus on the problem of VAT audit case selec-
tion; that is, the problem of accurately detecting in the immense
pool of VAT registered taxpayers those that evade the highest tax
amounts. Then, by targeting the limited number of audits that
a Tax Department can feasibly perform to these taxpayers, we
enable the optimization of the confirmed and recovered amounts
of evaded VAT (audit yield), in line with the Tax Department
objectives. For the first time in the literature and the state prac-
tice alike, we offer an innovative machine learning approach that
combines the benefits of both the supervised and unsupervised

learning paradigms: Our goal is to allow for yielding dependable
predictions based on learning from only a limited number of audit
cases (‘‘labeled’’ data), combined with the large corpora of filed
VAT returns that we have access to (‘‘unlabeled’’ data).

To this end, we make use of the most cutting-edge devel-
opments in deep learning [6]. The deep learning breakthrough
has enabled a leap-forward in the efficacy of machine learning
algorithms. This is mainly due to the fact that it obviates the need
of coming up with extensive sets of features for representing the
available data. On the contrary, conventional feature engineer-
ing is replaced with the capacity to infer hierarchies of robust
trainable feature vectors, that can yield optimal representation
performance in the available training data. Even more impor-
tantly, this procedure can be effected using unlabeled training
examples. Labeled data are only needed for training a penulti-
mate classification layer of the developed model. This way, by
exploiting the inferred feature representations, effective classifi-
cation performance can be obtained with only limited training
data availability. Therefore, it is no coincidence that challenging
real-world applications such as image and video understanding,
as well as natural language understanding and generation, have
reaped significant benefits by utilizing deep learning [7].

Inspired from these advances, in this work we address VAT
audit case selection by devising a novel Gated Mixture Varia-
tional Autoencoder network. The deep network-driven nature of
the devised model allows for it to be presented with raw VAT
return data and learn to infer representative features without
any need of labeled training examples. At the same time, the
model can inherently learn to use the inferred features so as
to perform case classification (thus, VAT audit case selection),
by using the available labeled data; that is, past audited cases
and respective outcomes (high/low audit yield). In addition, our
use of variational inference algorithms for model training offers
a high level of model regularization, thus reducing overfitting
tendencies. We developed and deployed our approach in collab-
oration with the Cyprus Tax Department, which provided the
training data and facilitated performance evaluation. Our method
completely outperformed both the currently used rules-based
systems, as well as popular machine learning alternatives, offer-
ing to the Tax Department a groundbreaking solution for VAT
audit case selection.

The remainder of this paper is organized as follows: In the
following Section, we provide a brief overview of the related
work. In Section 3, we introduce our approach, elaborate on its
rationale, and devise its training and inference algorithms. In
Section 4, we elaborate on the development of the method and
its experimental deployment with the Cyprus Tax Department.
Finally, in the concluding section, we summarize our contribution
and outline open issues for further research.

2. Related work

2.1. Rules-based and data mining systems

Many EU-based tax departments have relied on the SAS Enter-
prise Miner1 to build VAT audit selection models, under a Sample
/Explore /Model /Assess data mining framework. Cases are sam-
pled randomly or in a biased fashion, and an understanding of the
data is obtained through exploring the use of statistical analysis.
Feature engineering is extensively used; it includes imputing
missing data, using logs of numeric variables, and grouping the
data in categories. A characteristic example is the Irish Revenue
Office, which employs data mining for selecting non-compliant
taxpayers with significant tax yield for audit [8]. They use SAS

1 https://www.sas.com/en_us/software/enterprise-miner.html.
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Enterprise Miner and SAS Enterprise Guide, specifically the tools
initially developed for credit scoring banks and customers of
insurance companies.2 Other EU-based tax authorities, including
Cyprus Tax Authority, employ in-house developed data mining
solutions that use open-source software and internally proposed
heuristics (rules/thresholds).

2.2. Machine learning approaches

As already discussed in the Introduction, machine learning
promises higher performance compared to rules-based
approaches and simplistic data mining, since there is no need of
creating detailed rules for each and every task; this also saves
time for the data analyst and the VAT expert. Besides, the efficacy
of a rules-based approach relies on the experts being capable of
capturing the most salient possibilities in terms of tax evasion
or avoidance cases; this is virtually impossible in any real-world
situation.

On the contrary, machine learning models are popular for
their capacity to generalize in unforeseen cases which may share
some common underlying patterns with previous examples. This
generalization capacity may be extremely strong if the postulated
model is configured appropriately, e.g. [10]. In this context, super-
vised learning (classification) algorithms are among the first used
for addressing the audit selection task [4]. A successful predictive
model must be able to accurately classify the taxpayers in terms
of whether a significant VAT audit yield will arise in case of audit.
Techniques such as Support Vector Machines (SVMs) [11] and
Decision Trees (CART) [12] are widely used to this end.

However, the generalization capacity of supervised techniques
is also contingent upon the availability of rich labeled train-
ing datasets, that is an adequate number of VAT audit results
(high/low labels). In case the number of VAT audits performed
is inadequate, model training becomes unsuccessful. Therefore,
relying on supervised learning techniques trained using prior
audit data poses the danger of creating models with limited gen-
eralization capacity. This problem of generalization performance
is widely noted in the existing literature, e.g. [4,13], and has
greatly discouraged EU-based tax authorities from performing
research and development of supervised learning models for VAT
audit selection.

To ameliorate these drawbacks, several researchers have re-
sorted to unsupervised learning techniques, namely clustering
algorithms. We elaborate on these techniques in the following
Section.

2.3. Unsupervised techniques

The main rationale of unsupervised learning application con-
sists in the assumption that entities which perform significant
tax evasion may exhibit similar behavioral patterns; hence, a
well-designed unsupervised learning algorithm should be capable
of clustering them together. The Australian Tax office has been
a pioneer in the application of real-time analytics using unsu-
pervised techniques; taxpayers are classified while completing
their tax return. They use the ‘Nearest Neighbor’ algorithm to
detect similar taxpayers which are expected to file comparable
amounts in their tax returns. Taxpayers filing significantly dif-
ferent amounts than expected are encouraged in real-time to
revise their declared amounts. According to the Australian Tax
Office, 7% of taxpayers (230,000) made an upward adjustment
after receiving this automated message in 2017; this corresponds

2 Notably, SAS and IBM lead the market share of predictive
analytics tools by revenue volume, with a combined market share
of 43% [9].

to a total additional revenue of AU$95 million, without carrying
a single audit [14].

The recent work of [4] is an example of utilizing unsupervised
machine learning to detect anomalies in clusters formed on tax
return data. Anomaly detection in clustering algorithm outcomes
has also been considered in [15], where spectral clustering is
used, as well as in [16], where manifold learning is employed.
Unsupervised learning combined with expert feedback has also
been considered in [17]. Matos et al. in [18] combined association
rules and dimensionality reduction via Singular Value Decompo-
sition and Principal Component Analysis. The popular k-means
clustering algorithm, and its numerous variants, have also been
used for tax audit selection [19].

Despite these advances, a direct consequence of not using label
information is the fact that there are no right or wrong answers
expected by a clustering algorithm, contrary to supervised learn-
ing. Thus, it is not straightforward to discern how the algorithm
outcomes can be actually used to drive the audit selection pro-
cess. Sets of heuristics must be devised, which brings again to the
fore the risk of subjectivity and limited generalization capacity.
Besides, the presence of outliers, which is rather commonplace
in real-world data, may catastrophically mislead the vast major-
ity of clustering algorithms [20], thus further undermining their
efficacy and reliability as a tax audit selection tool.

Finally, a group of researchers have recently proposed a dif-
ferent solution to the lack of labeled data [21]; this consists in
dataset augmentation via Generative Adversarial Networks [22].
This is an attempt to train a reliable generator of synthetic labeled
data to augment the available labeled datasets with. However,
the performance improvement obtained in this work was far
from satisfactory. This was actually more than expectable: if the
available labeled dataset is insufficient for training a classifier
(and augmentation is needed), one would expect it to also be
insufficient for generator network training.

3. Methodology

3.1. Motivation

This work takes a different route in the effort of address-
ing the limited labeled training data availability that plagues
the application of supervised machine learning models to au-
tomated VAT audit selection. Specifically, we pioneer the uti-
lization of the semi-supervised machine learning paradigm, with
strong inspiration from recent developments in the field of deep
learning [23].

Semi-supervised learning in its simplest form assigns pre-
dicted labels to the unlabeled data and incorporates them in the
training set [24]. A number of repetitions is performed until a
preset convergence criterion is met. However, this procedure may
result in poor predictions being reinforced. More advanced proce-
dures that ameliorate this risk employ graph-based methods that
create a graph connecting similar observations; when a minimum
energy configuration is found, the label information is propagated
between labeled and unlabeled nodes [25]. The inherent limita-
tion of this paradigm is limited scalability [23]. Another example
is the Transductive Support Vector Machine (TSVM) [26] semi-
supervised classification model; this enhances basic SVM’s so as
to use the minimum number of predicted output labels which are
near the margin.

A groundbreaking paradigm that bears great promise towards
resolving these issues is deep learning. Specifically, deep net-
works can be simultaneously trained under both the super-
vised and unsupervised learning paradigms. For instance, autoen-
coders [27] are deep network configurations that are typically
trained in an unsupervised fashion, on the basis of an observa-
tion representation (encoding) and reconstruction error criterion.
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However, they can also be used as an intricate part of a supervised
deep classifier, so as to facilitate training of the network interme-
diate layers by exploiting vast amounts of unlabeled data [28].

Semi-supervised learning has already been successfully ap-
plied to fraud detection tasks. For instance, Zhang in [29] pro-
posed a binary classification of tax declarations (fraudulent/not
fraudulent) using unlabeled and expert-marked data to fine-tune
weights of a deep network. On a different vein, two subsets
of credit card transactions were used in [30] to identify suspi-
cious transactions. However, VAT audit selection has never been
addressed before.

These facts constitute a major source of inspiration for this
work.

3.2. Model formulation

Our work is an attempt to answer the following fundamental
question: ‘‘Can tax administrations leverage non-audited filed
VAT returns to accurately predict whether a prospective audit
will achieve high or low yield?’’ To obtain a convincing answer,
we develop a tailor-made deep learning model, whereby we cast
the problem into classification as cases of high or low potential
audit yield. Then, we address the introduced problem by leverag-
ing the latest advances in the field of autoencoder deep networks,
namely variational autoencoders (VAEs) [27,31,32].

Initially, we process the raw data included in the taxpayers
quarterly VAT returns to obtain the observations presented to
the network. The obtained measurements comprise: (i) economic
activity type, classified according to the Eurostat NACE classifica-
tion3; (ii) district codes; (iii) type of taxpayer (physical, legal); (iv)
raw declared amounts, including VAT due/local sales, VAT due/EU
purchases, VAT refundable (purchases), VAT payable, net value of
sales, net value of purchases, value of zero-rated sales, value of
purchases from EU (goods and services), and value of sales to EU
(goods and services). These raw measurements used to quanti-
tatively describe our data were selected based on the advice of
experienced field auditors, who have devised the heuristic rules
currently used by the Cyprus Tax Department.

Eventually, we end up with a total of 47 raw measurements
that constitute the observed data fed into the devised model. As
labels associated with these observations, we use the correspond-
ing audit outcomes, if an audit has been performed. Apparently,
since only a small fraction of the filed returns are audited, most
of the available data points are unlabeled.

The so-obtained observations are presented to an encoder net-
work; this splits into two parts, with the first being an intermedi-
ate dense layer that comprises 40 ReLU units. Drawing from the
recent advances in the field of variational autoencoders, e.g. [31],
this encoder network facilitates the modeling process by learning
to infer a high-level representation of the observed measure-
ments. This representation is more useful for the classification
process compared to the measurements themselves [31,32]. As
shown in Fig. 1, the intermediate layer of the encoder network
is followed by a second part comprising two distinct subencoders
that work in tandem. This is a radically novel modeling selection
adopted in our work, which differentiates it from the existing
literature. Both these subencoders are presented with the 40-
dimensional output of the intermediate layer, and generate a
final 20-dimensional (latent) vector, again obtained from ReLU
nonlinearities. These 20-dimensional latent vector representa-
tions (encodings) are propagated to the subsequent parts of the
proposed model.

3 https://ec.europa.eu/eurostat/documents/3859598/5902521/
KS-RA-07-015-EN.PDF.

The rationale behind this novel configuration of the encoder
of the devised model is motivated by a key observation; the two
modeled classes (high/low yield) are expected to entail signifi-
cantly different patterns of latent underlying dynamics. Hence,
it is plausible that each class can be adequately and effectively
modeled by means of distinct, and different, encoder distribu-
tions. We posit that learning these two distinct distributions
may be best facilitated by using two subencoders. The distinct
subencoder parts allow for differentiation, while the common an-
terior encoder part enforces our expectation that the two learned
encoding distributions share some correlation.

At this point, we introduce another key modeling principle of
our method. We consider that the output units of the subencoders
are of a stochastic nature; specifically, we consider stochastic
outputs, say z̃ and ẑ , with Gaussian (posterior) densities. This
assumption renders our model a variational autoencoder (as op-
posed to a conventional autoencoder model). We strategically
select to adopt the variational inference framework in developing
our autoencoder model, as it is well-understood to allow for
significantly improved generalization capacity and reduced over-
fitting tendencies [31]. Hence, what the postulated subencoders
actually compute are the means, µ̃ and µ̂, as well as the (di-
agonal) covariance matrices, σ̃2 and σ̂

2, that parameterize these
Gaussian posteriors. On this basis, the actual subencoder output
vectors, z̃ and ẑ , are sampled each time from the corresponding
(inferred) Gaussian posteriors.

Under this mixture model formulation, we need to estab-
lish an effective mechanism for inferring which observations
(i.e., analyzed VAT returns) are more likely to match the learned
distribution of each component subencoder. In layman terms,
this can be considered to be analogous to a (soft) classification
mechanism differentiating between audit cases of high and low
potential yield. This mechanism can be obtained by computation
of the posterior distribution of mixture component membership
(also known as "responsibility" in the literature of finite mixture
models [33]). This is also needed for effectively selecting between
the samples of z̃ or ẑ , at the output of the encoding stage of the
devised model, that will be propagated to the subsequent model
components.

To allow for inferring this posterior distribution, in this work
we postulate a gating network. This is a dense-layer network,
presented with the same 40-dimensional intermediate repre-
sentation, h(), as the two postulated subencoders, and using a
sigmoid activation function. It is trained alongside the rest of
the model, and it is the only part of the model that requires
availability of labeled data for its effective training. Thus, under
this model construction, the needs of our approach in labeled data
availability are considerably reduced.

To conclude the formulation of the proposed model, we need
to postulate an appropriate decoder distribution, and a corre-
sponding network that infers it. In this work, we opt for a simple
dense-layer neural network, which is fed with the (sampled)
output of the postulated finite mixture model encoder, and at-
tempts to reconstruct the original raw measurements. Specifi-
cally, we postulate a network comprising one hidden layer with
40 intermediate ReLU units.

Let us denote as xn the set of observable measurements per-
taining to the nth available VAT return. Then, based on the above
description, the encoder distribution of the postulated model
reads

q(zn|xn) =q(z̃n|xn)
q(cn=1|xn)q(ẑn|xn)

q(cn=0|xn) (1)

Here, zn is the output of the encoding stage of the proposed model
that corresponds to xn, z̃n is the output of the first subencoder,
corresponding to the high yield class, ẑn is the output of the
second subencoder, corresponding to the low yield class, and cn

https://ec.europa.eu/eurostat/documents/3859598/5902521/KS-RA-07-015-EN.PDF
https://ec.europa.eu/eurostat/documents/3859598/5902521/KS-RA-07-015-EN.PDF
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Fig. 1. Overview of the proposed model.

is a latent variable indicator of whether xn belongs to the high
yield class or not. We also postulate

q(z̃n|xn) = N (z̃n|µ̃(xn; θ̃), diag σ̃2(xn; θ̃)) (2)

q(ẑn|xn) = N (ẑn|µ̂(xn; θ̂), diag σ̂
2(xn; θ̂)) (3)

Here, the µ̃(xn; θ̃) and σ̃2(xn; θ̃) are outputs of the deep neural
network that corresponds to the high yield class subencoder, with
parameters set θ̃. Similarly, the µ̂(xn; θ̂) and σ̂

2(xn; θ̂) are outputs
of the deep neural network that corresponds to the low yield class
subencoder, with parameters set θ̂.

The posterior distribution of mixture component allocation,
q(cn|xn), which is parameterized by the aforementioned gating
network, is a simple Bernoulli distribution that reads

q(cn|xn) = Bernoulli(ϖ (h(xn); ϕ)) (4)

Here, ϖ (h(xn); ϕ) ∈ [0, 1] is the output of the gating network,
with trainable parameters set ϕ. This infers the probability of xn
belonging to the high yield class.

Lastly, the postulated decoder distribution reads

p(xn|zn) = N (xn|µ(zn; φ), diag σ2(zn; φ)) (5)

where the means and diagonal covariances, µ(zn; φ) and σ2(zn;
φ), are outputs of a deep network with trainable parameters set
φ, configured as described previously.

3.3. Model training

Let us consider a training dataset X = {xn}Nn=1 that consists
of N filed VAT returns. A small subset, X l, of size M of these
samples is considered to be labeled, with corresponding labels
set Y = {ym}

M
m=1. That is, these VAT returns triggered an audit,

which may have generated a high or low audit yield (ym = 1 and
ym = 0, respectively). Then, following the VAE literature [27],
model training is performed by maximizing the evidence lower

bound (ELBO) of the model over the parameters set {θ̃, θ̂, ϕ, φ}.
The ELBO of our model reads:

log p(X) ≥L(θ̃, θ̂, ϕ, φ|X) = −

N∑
n=1

KL
[
q(zn|xn) ∥ p(zn)

]
+ γ

N∑
n=1

E[log p(xn|zn)] +

∑
xm∈X l

log q(cm = ym|xm)

(6)

Here, KL
[
q ∥ p

]
is the KL divergence between the distribution q(·)

and the distribution p(·), while E[·] is the (posterior) expectation
of a function w.r.t. its entailed random (latent) variables. Note
also that, in the ELBO expression (6), the introduced hyperparam-
eter γ is a simple regularization constant, employed to ameliorate
the overfitting tendency of the postulated decoder networks,
p(xn|zn). We have noticed that this simple trick yields a significant
improvement in generalization capacity.

In Eq. (6), the posterior expectation of the log-likelihood term
p(xn|zn) cannot be computed analytically, due to the nonlinear
form of the decoder. Hence, we must approximate it by drawing
Monte-Carlo (MC) samples from the posterior (encoder) distribu-
tions (2)–(3). However, MC gradients are well-known to suffer
from high variance. To resolve this issue, we utilize a smart
re-parameterization of the drawn MC samples. Specifically, fol-
lowing the related derivations in [27], we express these samples
in the form of a differentiable transformation of an (auxiliary)
random noise variable ϵ; this random variable is the one we
actually draw MC samples from:

z̃ (s)n = µ̃n + σ̃n · ϵ(s)n , ϵ(s)n ∼ N (0, I) (7)

ẑ (s)n = µ̂n + σ̂n · ϵ(s)n (8)

Hence, such a re-parameterization reduces the computed expec-
tations into averages over samples from a random variable with
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low (unitary) variance, ϵ. This way, by maximizing the obtained
ELBO expression, we yield low-variance estimators of the sought
(trainable) parameters, under some mild conditions [27]. We
perform the maximization process of L(θ̃, θ̂, ϕ, φ|X) by resorting
to AdaGrad [34].

3.4. Prediction generation

To predict the class (high/low yield) of a VAT audit case
(filed return data), xn, we compute the mixture assignment pos-
terior distribution q(cn|xn), inferred via the postulated gating
network, ϖ (h(xn); ϕ). On this basis, assignment is performed to
the high-yield class if ϖ (h(xn); ϕ) > 0.5.

4. Method deployment

4.1. Development process

The motivating force of this work has been the pressing need
to reliably automate the VAT audit selection process for the
Cyprus Tax Department. As such, development of the devised
Gated Mixture Variational Autoencoder was performed with their
close collaboration. Specifically, we gathered over 1,000,000 filed
VAT returns as unlabeled data and over 10,000 audited VAT re-
turns as labeled data.4 These constitute nearly all the VAT returns
of the last six years. Following the instructions of the Tax Depart-
ment, and to best facilitate their needs, we have considered three
alternative model configurations: (i) learning to detect potential
audit yields exceeding e100; (ii) exceeding e75; (iii) exceeding
e67; and (iv) exceeding e50.

We used this dataset to both train and evaluate our model and
the considered competitors. Specifically, training was performed
using the whole set of unlabeled data, and a fraction of the labeled
ones under a 4-fold stratified cross-validation rationale; the rest
of the available labeled data was used for model evaluation (in
each iteration of the 4-fold cross-validation process).

The proposed approach was implemented in Python, using
the TensorFlow library [35]. The developed models were run on
a Desktop PC hosting an off-the-shelf NVIDIA 10 series Graphic
Processing Unit. To perform model training, we used S = 10
drawn MC samples, ϵ(s); we found that increasing this value
does not yield any statistically significant accuracy improvement,
despite the associated increase in computational costs.

To enable automatic determination of the optimal selection
of model hyperparameters, which in the case of deep networks
includes the number of hidden layers, the number of units in each
layer, the employed nonlinearities, the used batch-size, and the
selection of the Dropout and learning rates, we resorted to Neural
Architecture Search (NAS) [36] which is now the state-of-the-
art paradigm in Machine Learning for hyperparameter selection.
Model training was performed via Adagrad.

4.2. The disappointment of supervised learning: Evaluation of a sim-
ple dense network alternative

Initially, we examined the efficacy of a state-of-the-art alter-
native to our approach. Specifically, we considered a conventional
deep network which constitutes a supervised learning alternative
to our approach. We used the available labeled data points to
train this deep learning alternative, and resorted to NAS to de-
termine its optimal configuration; this yielded two dense hidden

4 Note that, since actual VAT returns and VAT audit results
from the Cyprus Tax Department are used, we are restricted
from disclosure of the used data and codes, as they constitute
privileged information.

Fig. 2. Supervised model: Obtained accuracy for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

Fig. 3. Supervised model: Confusion matrices for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

Fig. 4. Proposed system: Obtained accuracy for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

layers with 40 and 20 ReLU units, respectively, regularized via
Dropout [37] with rate 0.2.

As we illustrate below, the obtained results were far from
encouraging; specifically, they were close to the random perfor-
mance model accuracy (Fig. 2) across all the four tested model
configurations (e100, 75, 67 and 50). The confusion matrices
(Fig. 3) across all model configurations were also disappoint-
ing, as the outcomes are clearly imbalanced. This proves that,
with this limited availability of labeled samples, a state-of-the-
art supervised model fails to learn any meaningful classification
pattern.

4.3. The promise of semi-supervised deep learning models

Subsequently, we proceeded to implement and deploy our
proposed Gated Mixture Variational Autoencoder, using the full
available dataset (both labeled and unlabeled data points). To ob-
tain a statistically significant evaluation outcome, we performed
4-fold stratified cross-validation, as previously. In addition, to
obtain some comparative results, we also developed and deployed
an existing state-of-the-art competitor, namely the M1+M2 semi-
supervised deep learning model introduced in [38]. This model
comprises a variational autoencoder with dense-network encoder
and decoder, combined with a softmax classification layer; it has
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Fig. 5. Proposed system: Confusion matrices for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

Fig. 6. M1+M2 model: Obtained accuracy for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

Fig. 7. M1+M2 model: Confusion matrices for the audit yield outcomes most
typically considered by the Cyprus Tax Authority.

been shown to greatly and consistently outperform all popular
semi-supervised classification alternatives, including the popular
TSVM [26]. NAS yielded a M1+M2 configuration comprising 40
intermediate units and 20-dimensional latent vectors; exactly the
same configuration NAS obtained for our approach.

Fig. 4 depicts the detection accuracy obtained by our proposed
system for the audit yield outcomes most typically considered by
the Cyprus Tax Authority; Fig. 5 shows the corresponding confu-
sion matrices. As we observe, despite the limited availability of
labeled samples, our approach yields quite a high accuracy level
across all the considered scenarios. This represents a dramatic
improvement over the supervised learning alternative, providing
strong evidence of the efficacy of our proposed approach and
the importance of appropriately leveraging unlabeled data in the
context of our addressed problem.

Further, we provide the corresponding evaluation outcomes
pertaining to the considered M1+M2-based alternative. These are
shown in Figs. 6 and 7, respectively. It becomes apparent that
the M1+M2 algorithm is incapable of yielding any meaningful
performance outcome, as it has barely managed to exceed 50%
in all scenarios. This provides indisputable evidence of the supe-
riority of our modeling approach, including both the proposed
split of the encoder module, as well as the use of the gating
network (classifier) as an integral part of the variational autoen-
coder. Therefore, we deduce that resorting to a state-of-the-art

Fig. 8. Proposed system: Accuracy variation by altering the number of used
unlabeled data points (e100 audit yield detection).

Fig. 9. Proposed system: Confusion matrix variation by altering the number of
used unlabeled data points (e100 audit yield detection).

semi-supervised learning algorithm does not guarantee effec-
tive exploitation of unlabeled data. Addressing the task at hand
requires significant expertise and understanding of the prob-
lem, combined with the capacity to build upon and extend the
state-of-the-art in machine learning.

4.4. Ablation study

Finally, to obtain a deeper understanding of how unlabeled
training data availability facilitates the modeling performance of
the proposed Gated Mixture Variational Autoencoder model, we
performed an extensive ablation study. Focusing on the target
audit yield of e100 outcome, we repeated our evaluation by
reducing the number of used unlabeled training data points.
Specifically, we examined three different test cases, where we
used a randomly sampled fraction of the unlabeled data points
comprising 500k, 250k and 100k samples, respectively.

The obtained results are provided in Fig. 8 (accuracy) and
Fig. 9 (confusion matrices). We observe that performance remains
robust as we decrease the number of unlabeled data points by
50% (500k unlabeled data points), but deteriorates if we reduce
these even further. Characteristically, when only a 10% of the
originally available unlabeled data is used, the accuracy drops by
7 percentage points. However, it remains profoundly better than
the M1+M2 model and the evaluated supervised alternative. This
constitutes conspicuous empirical evidence of the solid method-
ological foundation and versatility of the devised solution to the
addressed problem of VAT audit case selection.

4.5. System adoption

The previous results strongly support the efficacy of the pro-
posed system. As the e100 baseline is the targeted audit yield
threshold for the rule-based systems currently used by the Cyprus
Tax Department, it is important to stress that the obtained per-
formance outcome offers an unprecedented level of reliability
for tax auditors. Figs. 10 and 11 summarize how strong the
improvement of our approach is over supervised techniques. In
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Fig. 10. Accuracy: Supervised vs. Semi-supervised model.

Fig. 11. Confusion matrices: Supervised vs. Semi-supervised model.

addition, we emphasize that the currently used rules-based systems
developed by the Cyprus Tax Department for assisting the VAT
audit case selection process achieve a success rate that fluctuates
between 60–65% (depending on seasonality effects). Note also that
prediction generation using our model requires only feedforward
computation encompassing the anterior part of the encoder and
the gating network; as such, predictions are obtained momen-
tarily. Hence, our study represents a giant leap-forward towards
the goal of more effective and targeted VAT audit selection. Its
full deployment, which remains open to further (longer-term)
performance confirmation, is expected to eventually catalyze a
significant reduction in Cyprus VAT-gap.

5. Conclusions and future work

The mission of the Cyprus Tax Department is the ‘‘consistent
application of the laws, ensuring fair taxation in a way that enhances
the confidence of the taxpayer, the minimization of tax evasion
and the effective collection of tax revenues of the state with the
least possible cost’’. [39]. As VAT is one of the major sources
of tax evasion [2], this work attempted to provide an effective
automated solution to the problem of VAT audit case selection.
This was expected to greatly facilitate the Tax Department in
its effort to reduce tax evasion, by utilizing its limited resources
(experienced auditors) to target cases with high audit yield.

To address this challenge, we devised a novel Gated Mixture
Variational Autoencoder model, drawing from the latest advances
in deep learning and model regularization via variational infer-
ence. Our goal was to develop a full methodological pipeline
that obviates the need for tax experts to create hundreds of
detailed rules; a procedure extremely time-consuming, costly,
and disturbingly imprecise. At the same time, our approach was
designed to make the most out of the available audit data, taking
under consideration that their availability is too limited for a su-
pervised learning algorithm to achieve satisfactory performance.
Our devised innovative model combined a supervised compo-
nent, namely a gating network discerning between alternative
decisions, and an unsupervised one, namely a variational autoen-
coder. The gating network generates predictions for each case
(high/low yield), while both components are trained in tandem.

At this point, we emphasize that in this work we cast the VAT
audit case selection process as a binary classification problem.
Our treatment was motivated from the actual current business
practice of the Cyprus Tax Department. Indeed, attempting to
frame VAT audit case selection into a more general multi-label
paradigm posed the risk of being too disruptive to the current
practice; this could hinder the eventual uptake of our innova-
tive solution. Therefore, considering such a multi-label modeling
scheme is beyond the scope of this paper. However, we stress
that utilization of our model to address multi-label classifica-
tion problems is straightforward; one needs to split the encoder
module to as many subencoders as the number of considered
classes, and replace the employed sigmoid gating network with a
softmax that now parameterizes a Discrete posterior, as opposed
to the Bernoulli in (4). We admit that such a network design
is not scalable to many classes. However, Tax Departments are
interested in predicting the additional revenue generated by a
prospective audit, rounded to the nearest tens of thousands of
euros; therefore, in the worst-case scenario, the number of classes
one needs to model is limited to just a few.

We developed and deployed an experimental prototype of our
system by making use of more than one million quarterly VAT
returns filed in the last years, as well as 10,000 associated audit
outcomes. Eventually, not only did our approach significantly
surpass the high-yield audit case selection success rate of the cur-
rently used rules-based systems, which stands at 60%–65% of the
audited cases; even more profoundly, it completely outperforms
popular alternative machine learning algorithms, including state-
of-the-art deep networks and Transductive SVM’s, which virtually
failed to obtain any meaningful outcome.

These conspicuous outcomes have prodded the Tax Depart-
ment to perform a set of follow-up evaluation cycles for per-
formance verification purposes. The ultimate vision is to fully
integrate the system into the Department’s standard VAT audit
selection practices, replacing the rules-based systems currently
used. In addition, we examine how this system can be leveraged
to address other sources of tax evasion. Indeed, it is common
practice for tax administrations to cross-validate and reconcile
items declared in the tax returns of corporation tax and VAT,
like revenue; a taxpayer who filed substantially different rev-
enue amounts should expect an inquiry from the tax authorities.
Therefore, taxpayers who under-declare revenue in their VAT
returns are also expected to under-declare revenue for direct
taxation purposes, and vice versa, so as to avoid attracting the
scrutiny of tax authorities. Since VAT evasion and direct tax
evasion are correlated, a model that combines raw data from
both VAT returns and direct tax returns and performs joint audit
case selection for both should yield higher accuracy compared to
models addressing VAT and direct taxes separately. This remains
to be confirmed in the context of our future research endeavors.

Finally, it is worth to note that the greatest achievement of
this project was the stimulation of interest within the Cyprus
Tax Department for developing in-house state-of-the-art deep
learning tools. Indeed, the success of our project has fostered
a pro-research culture, which is especially favorable to further
investment in machine learning, in close collaboration with the
Academia.
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