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Abstract: The purpose of this study is to solve the problems of large number of iterations, 

limitations and poor fitting effect of traditional algorithms in predicting the yield rate of 

blockchain financial products. In this study, bitcoin yield rate is taken as the research object, and 

data from June 2, 2016 to December 30, 2018 are collected, totaling 943 pieces. The BP neural 

network, support vector regression machine algorithm and particle swarm optimization least 

square vector algorithm are respectively adopted to carry out model simulation and empirical 

analysis on the collected data, and it is concluded that particle swarm optimization least square 

vector algorithm has the best fitting effect. Subsequently, the Ethereum (ETH) yield rate is 

selected as the research object, and the model simulation and empirical analysis are carried out on 

it, which verifies that the optimized algorithm have better prediction and fitting on the time series. 

The results show that the particle swarm optimization algorithm among the three algorithms 

mentioned in this research has the best prediction effect. Therefore, the results of this study have a 

good fitting effect on the prediction of the yield rate of blockchain financial products, have a good 

guiding effect on the investors of blockchain financial products, and have a good guiding 

significance for the study of the yield rate of China's blockchain financial products. 

 

Keywords: particle swarm optimization; blockchain; financial product; earnings 

1.Introduction 

Since the beginning of the 20th century, the global economy has developed rapidly, and many 

factors that hinder economic development have been overwhelmed by the fast-growing economy. 

The financial market has developed rapidly. The financial market is the medium of economic 

development. It not only regulates the resource allocation of the entire economy and society, but 

also plays a vital role in economic development [1]. Since 2013, with the development of the 

Internet, many Internet financial products (such as Yu'E Bao, Baidu Financial Management, etc.) 

have been born, which has aroused the concern of the whole society. At present, emerging Internet 

finance with global influence includes crowdfunding, P2P, block chain and digital currency, which 

will play a crucial role in the future of global financial market [2]. 

Blockchain technology is an application under a new scenario developed based on computer 

technology, which has the characteristics of encryption algorithm, consensus mechanism, 

distributed node for data storage and point-to-point transmission. Consensus mechanism is an 
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important part of blockchain, which uses mathematical algorithm to establish trust and obtain 

interests between different nodes in the blockchain system [3]. As the first successful application 

of blockchain technology, bitcoin has become a hot topic in blockchain research [4]. Under the 

rapid rise of blockchain finance, many domestic financial institutions and academic fields have 

studied and explored it. Under the limitations of traditional methods, many researchers begin to 

use machine learning and other methods to process and quantify investment analysis of blockchain 

financial data. In the process of exploring data, after a large number of empirical analysis, the 

fruitful results are finally gotten. [5]. First, the model is trained by using time series analysis and 

learning historical input and output data. Then the new independent variable is input into the 

model to obtain the prediction of future data [6]. But for some non-linear and non-stationary 

financial data, the prediction effect of time series is not satisfactory. As an important component of 

artificial intelligence technology, data mining shows superior performance in model training and 

learning [7]. After using neural network to predict financial data, many scholars find that it has a 

good learning ability for non-linear functions, and begin to apply neural network to the prediction 

and fitting of financial data such as stocks. However, neural network learning algorithm needs a 

large number of samples, and its generalization ability is not ideal. Therefore, support vector 

machines based on statistical learning theory, a new technology, have begun to enter the field of 

view of many researchers. Because support vector machine (SVM) theory is rigorous, which can 

reduce the problem of over-fitting, many investors used to do quantitative investment analysis. As 

a kind of machine learning algorithm, support vector machine itself also has its shortcomings. 

However, its application in the field of finance is still worth further exploration. 

Under the characteristics and advantages of the above mentioned blockchain technology, its 

application in the financial industry has brought great improvement space and development 

opportunities to the financial industry. As the first successful application of bitcoin blockchain 

technology, investors are most concerned about its return and risk. Therefore, it is most 

representative to study the return efficiency prediction of bitcoin. And the prediction of the return 

rate of blockchain financial products based on the particle swarm optimization algorithm is mainly 

studied in this research. Firstly, the prediction effect of BT neural network algorithm, support 

vector regression machine on the rate of return of bitcoin is compared. Then, the prediction effect 

of BT neural network algorithm, support vector regression machine and particle swarm 

optimization least-squares support vector machine model on the yield rate of blockchain financial 

products is verified with the same type of financial products, namely ETH. 

2.Literation review 

With the rapid rise of blockchain finance, the model innovation of blockchain finance 

generates a strong impact on the traditional model of financial products, which has successfully 

attracted the attention of relevant scholars at home and abroad on the research of blockchain 

financial products. Due to limitations of traditional research methods, with the development of 

artificial intelligence algorithms, relevant scholars at home and abroad began to use mathematical 

algorithms to process and analyze quantitative financial data. Kiktenko et al. (2018) adopted the 

method of reducing dimensions to separate several major variables from many characteristic 

variables, and then used SVM algorithm for classification and identification. The results showed 

that this method could significantly improve the measurement accuracy [8]. Hussein et al. (2017) 

predicted the Taiwan stock market with support vector machine based on GA algorithm [9]. 

Mousavi et al. (2017) applied the POS algorithm model in solving the optimal securities portfolio Jo
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model and obtained a good effect [10]. Huang et al. (2017) respectively used BP neural network, 

linear discriminant analysis, SVM and secondary discriminant analysis to conduct prediction 

analysis on nikkei 225 index. The results showed that support vector machine had the best 

prediction effect among the four methods [11]. Boubaker et al. (2017) used GARCH model and 

EWMA method to obtain better results when studying the volatility of the benchmark interest rate 

yield issued by the central bank [12]. Zhu et al. (2017) used ARIMA model and GARCH model to 

predict interest rates of central bank, and compared the forecasting ability of the two models [13]. 

Jin et al. (2017) adopted a variety of research methods to predict the 7-day government securities 

repurchase rate of Shanghai stock exchange, and the research results showed that the addition of 

GARCH model had a better effect on the fitting effect [14]. Li et al. (2017) used VAR and 

single-equation regression model to study the relationship between yield rate and future 

development trend. The results showed that the fluctuation of interest rate was directly 

proportional to its future trend [15]. Zheng et al. (2017) adopted ARIMA model when predicting 

the overnight lending rate, and the results showed that it had a good prediction ability [16]. Zhao 

(2017) and Tang (2018) improved SVM algorithm by combining support vector machine and 

wavelet function, and the results showed that this method could better predict the trend change of 

stock market [17, 18]. Ren (2018) used two models, that is, ARIMA model and GARCH model, to 

study the prediction of bond repo rate, and the results showed that the prediction effect of ARIMA 

model was better than that of GARCH model [19]. Havangi et al. (2017) studied the risk of 

marketization of interest rates based on market interest rates [20]. Martínez et al. (2017) 

established a personal credit system by studying the historical borrowing conditions of investors 

and financiers on the online financial platform of the Internet, and improved the information 

symmetry between borrowers and lenders, thus promoting the development of online finance [21]. 

From the development of the above research, the algorithm model is very popular in the field 

of Internet financial products research, while the research on blockchain financial products is 

relatively rare. Therefore, this study aims to forecast the yield rate of blockchain financial 

products based on particle swarm optimization. It is hoped to solve the problems of large number 

of iterations, limitations and poor fitting effect of traditional algorithms in predicting the yield rate 

of blockchain financial products. 

3.Proposed method 

3.1 BP neural network 

BP neural network is an artificial intelligence method based on human neuron structure to 

simulate the memory and learning process of human brain. The BP neural network model is 

widely used in the fields of facial recognition and signal processing. The BP neural network 

consists of three sensing layers: the input layer, the middle layer, and the output layer [22]. 

The middle layer of BP neural network does not touch the outside of neural network, also 

known as hidden layer. The hidden layer can be not only a single layer, but also multiple layers, 

but the number of neurons in each layer is independent of each other. Figure 1 is a schematic 

diagram of a BP neural network model. 
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Figure 1 The Topology graph of BP Neural Network 

BP neural network is a supervised learning algorithm. The main idea is that learning samples 

need to pass through the input layer to enter the neural network system. The back propagation 

algorithm is used to train the sample data repeatedly. The output vector and the expectation vector 

are respectively mapped to the neurons of each hidden layer according to the weight information 

of the input data, and the sample data is trained until the prediction error range of the maximum 

number of iterations is required or allowed [23]. Figure 2 is the learning flow chart of BP neural 

network. 
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Figure 2 The flow chart of the BP neural network learning 

3.2 Support vector regression model 

3.2.1 Principle of support vector regression machine model 

Support Vector Machine (SVM) is an important index for studying the learning performance 

of functions defined by statistical theory in the study of uniform convergence and generalization 

[24]. The Support Vector Regression (SVR) is a kind of generalized linear classifier that conducts 

binary classification of data by supervised learning, and its decision boundary is the maximum 

margin hyperplane for solving learning samples. In the process of solving practical problems, SVR 

is first applied in the field of classification and pattern recognition. The support vector machine 

introduces an insensitive loss function in the classification process. This introduction method can 

make it achieve better results in the application of regression problems. 

When SVM is applied to classification problems, it works by constructing an optimal plane 

to distinguish two categories that need to be separated. Therefore, when SVM is used to solve 

regression problems, firstly, a plane should be constructed to minimize the distance from all 

training dataset to the plane. Linear regression mapped to high-dimensional space is used to Jo
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approximate the input and output [25, 26]. The basic idea of SVM is shown in Figure 3. 
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Figure 3 The basic idea of SVR 

3.2.2 The principle of support vector regression machine model algorithm 

The derivation process of the SVR algorithm is as follows. 

The first step is to give a sample pair of training dataset:  { , , 1,2, , }i iT x y i l   , 

d

ix R , and iy R . Equation (1) is a linear regression function established in the high 

dimensional feature space.  

                    +f x w x b                             (1) 

Among them, w  is the weight vector;  x  is nonlinear mapping function; b  representative 

bias. 

The C -linear insensitive loss function is defined as follows. 
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Among them,  f x  is the predictive value, y  is the corresponding true value,   represents 

the insensitive coefficient, which is used to control the accuracy of the fitting. 

The second step is to introduce the slack variables, that is, i  and 
j


, and a minimized 

objective function is constructed according to the SRM principle. 
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Among them, 0C   is penalty factor, that is, the degree of sample punishment when the 

training error is greater than  . 

In the third step, the Lagrange formula is introduced to obtain the dual optimization problem Jo
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as in equation (5): 
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Among them,      ,i j i jK x x x x    is the introduced kernel function. 

In the fourth step, ia  and ia
 can be solved from equation (6), and then w

 and b
 can 

be obtained. Then the regression function is as follows. 
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The schematic diagram of the support vector regression machine is shown in Figure 4. 
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Figure 4 Schematic graph of SVR 

 

3.3 Particle swarm optimization of least squares support vector machine model 

3.3.1 Principle of least squares support vector machine model 

Least squares support vector machine (LS-SVM) refers to the given sample set 
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   , if its corresponding linear regression equation is 

  ( )Tf x w x b   , among them, ix  is the ith input, iy  is the ith output, and l is the sample 

size, ,n
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the above problem can be transformed into the form of equations (8) and (9): 
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                           ( )T
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Among them, ie  is the error value between the ith predicted value and the estimated value, 

and   is regularization parameter. 

According to the comparison between equations (8) and (9), the squared error term is 

introduced into LS-SVM for optimizing. At this point, the constraint conditions of LS-SVM 

become equivalent conditions. The LS-SVM function expressed by Lagrange function is as 

follows. 
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The partial derivatives of , , ,w b e   are as follows. 
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The above optimization conditions can be transformed into the following form. 
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Among them,  1 1; 1 ; ( , ), , 1,kj k jK x x k j      l  is kernel function matrix,   is 
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Finally, the prediction function of LSSVM can be obtained: 
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In the formula, the nuclear function ( , )iK x x  can be replaced according to the MERCER Jo
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theorem. 

3.3.2 Principle of particle swarm optimization 

The mathematical method of particle swarm optimization is that n potential solutions 

(particles) form a population 1 2={ , , }nS x x x  in an m-dimensional space. Among them, the ith 

particle represents a D-dimensional vector,  1 2, , ,i i i iDX x x x  , 1, 2, ,i n  , that is, the 

position of the i-th particle in the m-dimensional space. 

According to the objective function, the fitness (such as distance) of each particle is 

calculated. 
t

iP  represents the optimal solution experienced by particle i iterating to t times, 

 2rand  represents the optimal solution experienced by the entire population iterating to t times, 

 1 2, , ,i i i iDV v v v   indicates the velocity of particle i. The iterative approach of the basic 

particle swarm algorithm is as follows. 

                1

1 21 2i t t t t t

i i i i g iV wV c rand P X c rand P X              (15) 

                             
1 1t t t

i i iX X V                              (16) 

Among them, 1, 2, ,i n   is particle label, t  is number of iterations, w  is inertia 

weight (The algorithm didn’t have this parameter when it was first proposed, and the defa

ult value is 1), 1c  and 2c  are learning factors (take the positive number),  1rand  and 

 2rand  are the random number between [0, 1]. 

For the moving speed 
k

idv  of particle i in the D dimension at time K, it should coincide with 

equation (17): 
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 max 1,max ,max ,max, ,d nv v v v   is the given maximum speed limit,   is the inertia 

weight factor, the   value of the standard PSO algorithm is determined by equation (5):  

max min max( ) , 1, ,k

w

k
k k

k
                        (18) 

max  indicates the maximum value of  , usually max 0.9  . min  indicates the 

minimum value of  , usually min 0.4  . maxk  is the specified maximum number of iterations, Jo
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and k is the current number of iterations. 

The flow of the least square’s method based on particle swarm optimization (PSO-LS-SVR) 

is shown in figure 5. 
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Figure 5 The flow graph of PSO 

4.Experiments 

4.1 Empirical analysis 

4.1.1 Selection of target data 

The research objects of this experiment adopt the rate of return of bitcoin as the target, and 

the data collection phase includes 943 days of data from June 2, 2016 to December 30, 2018. The 

rate of return of bitcoin is verified by model verification and experimental simulation. The target 

data is divided into training dataset and testing dataset according to the ratio of nearly 9: 1. The 

data of training dataset refers to the bitcoin yield data from June 2, 2016 to September 6, 2017, 

with a total of 830 pieces. The testing dataset refers to data from September 7, 2018 to December 

30, 2018, with a total of 113 pieces. The goal in the data processing stage is to obtain the best 

learning machine model by training a large number of training dataset. After training, testing 

dataset is used to predict on the learning machine model for model verification and modification. 

This process is repeated to achieve the learning goal. 

Since the return rate of financial products is expressed in the form of percentage, the return 

rate of bitcoin is no exception. In this study, for the convenience of calculation, the value before 

the percent sign is directly used for analysis. Figure 6 shows some data of yield rate of bitcoin. 

Due to the large amount of research sample data, only the data of the previous month and the last 

month in the collected data samples are shown. 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



2016/6/2
2016/6/4
2016/6/6
2016/6/8

2016/6/10
2016/6/12
2016/6/14
2016/6/16
2016/6/18
2016/6/20
2016/6/22
2016/6/24
2016/6/26
2016/6/28
2016/6/30

2018/12/2
2018/12/4
2018/12/6
2018/12/8

2018/12/10
2018/12/12
2018/12/14
2018/12/16
2018/12/18
2018/12/20
2018/12/22
2018/12/24
2018/12/26
2018/12/28
2018/12/30

0 1 2 3 4 5 6

D
a
te

Seven-day annualized rate of return/%
 

Figure 6 The Data selection of the Seven-day annualized rate of return of Bitcoin 

Statistical analysis was performed on 943 pieces of yield rate of bitcoin, and the results 

shown in Table 1 were obtained by SPSS. 

Table 1 Statistics of the annualized rate of return of Bitcoin 

N M SD of Mean SD variance β βk 

943 4.29 0.2991 0.96002 0.912 0.238 0.141 

It can be concluded from table 1 that the mean value of yield rate of bitcoin is 4.29 and the 

variance is 0.912, and the yield rate is non-normally distributed, while the skewness value of the 

distribution is 0.238 and the kurtosis value is -0.141. From the perspective of financial theory, 

Bitcoin's rate of return has an extreme value, which means that there is a risk in the investment of 

Bitcoin. Through the analysis of statistical data, the traditional time series analysis is not in line 

with the actual situation, because the distribution of bitcoin yield does not conform to the general 

rules. Therefore, an algorithm is needed to simulate and predict the yield data of bitcoin. 

4.1.2 Empirical analysis of BP neural network 

In this research, Matlab 2016 software is used to conduct BP neural network analysis on 

partial data of bitcoin yield rate. BP neural network has the function of feedback information in 

the hidden layer. Choosing the appropriate number of hidden layers can not only effectively adjust 

the transmission and feedback of prediction information, but also ensure the training speed of the 

model. Therefore, it is necessary to select the suitable number of nodes in the hidden layer, 

referring to equation (19): 

                              l m n a                               (19) 

In the formula, the number of nodes in the input layer is n, the number of nodes in the hidden 

layer is l, the number of nodes in the output layer is m, and a is a constant of 1-10. 

In order to ensure the generality of the BP neural network, it is necessary to consider 

selecting a double hidden layer neural network to analyze the data. Meanwhile, the number of 

nodes in the input layer should be set to 5, the number of nodes in the output layer should be set to Jo
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1, the number of nodes in the first hidden layer should be set to 6, the number of nodes in the 

second hidden layer should be set to 4, and the number of iterations should be set to 100. Firstly, 

830 pieces of data are trained, and then 113 steps of single-step prediction are carried out. The 

output results are shown in figure 7. 
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Figure 7 The prediction line of BT neural network of Bitcoin 
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Figure 8 The prediction error percentage line of BT neural network of Bitcoin 

As can be concluded from figure 7, although BP neural network can reflect the overall 

volatility of data in a timely manner on the whole, the overall fitting effect is not so ideal. At the 

beginning stage, the fitting effect between the output value and the predicted value is satisfactory. 

As time moves forward, the longer the time is delayed, the more the output value deviates from Jo
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the predicted value. The magnitude of the data itself also has an impact on the magnitude of the 

prediction error, so it uses the value between the predicted value and the actual output value to 

measure the error in this research. As can be concluded from figure 8, as time goes by, the 

percentage error of BP neural network prediction keeps increasing, and the final percentage error 

remains around 0.03. 

Furthermore, in the running of BP neural network, the maximum number of iterations set in 

this article is 100. However, the stability is reached by only 32 iterations of the model training and 

it indicates that the learning effect of the model is good. It can be concluded from the calculation 

results of MATLAB that the MAPE and MSE between the predicted output and the actual output 

are 3.2529 and 0.0098 respectively. Finally, it shows that the prediction effect of BP neural 

network on Bitcoin rate of return is very good, which can reflect the tendency and volatility of the 

rate of return data. 

4.1.3 Empirical analysis of support vector regression machine 

Similarly, the Matlab 2016 is used to analyze the bitcoin yield data according to the SVR. 

The predicted results are shown in figure 9. 
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Figure 9 The prediction line of SVR of Bitcoin 
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Figure 10 The prediction error percentage line of SVR of Bitcoin 

By comparing the fitting effect of images in figure 7 and figure 9, it can be concluded that the 

fitting effect of SVR on sample data is better than that of BP neural network. As can be concluded 

from figure 9, from September 27, 2018, the output of bitcoin yield rate first shows an upward 

trend, and keeps rising until the peak of the rising stage around October 5. After the peak point, 

the trend turns into a decline of volatility, and the predicted trend is almost consistent with the 

actual trend of bitcoin yield rate. It can also be concluded from figure 10 that the error percentage 

of data on September 20, 25, November 17 and 27, 2018 is relatively large, and the remaining 

error percentage ranges from 0 to 0.02. 

According to the results of SVR algorithm’s running, the MSE and MAPE of the bitcoin 

yield data’s training dataset part are 0.0006 and 0.3513, respectively, while the MSE and MAPE 

between the predicted output and the actual output of the testing dataset part are 0.0022 and 

1.2239. It shows that the learning ability and the corresponding generalization ability of SVR 

model is better than that of BP neural network. 

4.1.4 Empirical analysis of optimized least squares support vector machine model based on 

particle swarm optimization 

Similarly, Matlab 2016 is used for PSO-LS-SVR analysis of yield rate data of bitcoin. The 

predicted results are shown in figure 11. 
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Figure 11 The prediction line of POS-LSSVR of Bitcoin 

As can be concluded from figure 11, starting from September 27, 2018, the yield rate of 

bitcoin first shows an upward trend and reached the peak of the upward period around October 5, 

and then shows a downward trend of volatility. In the process of decline, there is a small 

fluctuation, and the predicted trend is completely consistent with the actual trend of the bitcoin 

yield rate. 

It can be concluded from figure 7 to figure 11 that before September 27, the prediction fitting 

effects of the three algorithms (namely BP neural network, support vector regression machine and 

particle swarm optimization least-squares support vector machine model) are significantly 

different, with relatively large deviations, and all of them amplify the volatility of time series data. 

After October 5, the trend and volatility of the original data are well fitted between the three 

algorithms. In general, PSO-LS-SVR has the best fitting effect. 

4.2 Model verification 

4.2.1 Selection of target data during model verification 

Bitcoin is a blockchain financial product. In order to verify the superiority of the 

PSO-LS-SVR model, it is necessary to select the yield rate data of representative blockchain 

financial products to verify it. Therefore, in this research, the ETH yield data is selected as the 

research object to ensure that the empirical analysis and algorithm are universal for the research of 

blockchain financial product data. The data selection time is from June 3, 2016 to February 1, 

2018, a total of 617 data. 

In order to avoid the influence of the data ratio adopted on the verification results, the data 

ratio of training dataset and testing dataset is adjusted to 8:2, resulting in 500 training dataset and 

117 testing datasets. 

In this research, Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE) 

are used to compare the accuracy. The calculation equations of MSE and MAPE are respectively 

as follows: Jo
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Among them, iy  represents the true value; iy  represents the predicted value; N is the 

number. 

4.2.2 Empirical analysis of model validation 

BP neural network, SVR and PSO-LS-SVR are used to train and test the yield of ETH. The 

predictions of the yields by the BP neural network, SVR, and PSO-LS-SVR are shown in figure 

12, figure 13, and figure 14, respectively. 
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Figure 12 The prediction line of BT neural network of Ethereum 
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Figure 13 The prediction line of SVR of Ethereum 
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Figure 14 The prediction line of POS-LS-SVR of Ethereum 

By comparing figure 12 to figure 14, it can be concluded that the best predictive and fitting 

effect on the ETH yield rate data is the PSO-LS-SVR algorithm, followed by the SVR and the BP 

neural network. The results of model verification are consistent with the above experimental 

results, and it is concluded that PSO-LS-SVR has the best effect in prediction of yield rate. 

Table 2 is a comparison table of the accuracy of the three algorithms in predicting Ethereum. 

It can be concluded from the table that MSE value of PSO-LSSVR is the smallest in the training 

dataset, then BP neural network, and finally SVR. However, the value of POS-LESSVR algorithm 

is the minimum for the MAPE evaluation criteria. Although the learning ability of the three 

algorithm models for Ethereum training samples is not ideal compared with that of the bitcoin 

training samples, but the overall learning ability of PSO-LSSVR is good. As for partial data of the Jo
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testing dataset, PSO-LSSVE has the best effect from the perspective of MSE evaluation criteria, 

followed by SVR, and finally BP neural network. From the final evaluation results of the training 

dataset and the testing dataset, the model fitting effect and prediction effect of SVR are not always 

better than that of BP neural network. However, the PSO-LSSVR algorithm can predict the 

financial time series well. 

Table 2 Comparison table of the accuracy of the three algorithms in predicting Ethereum 

Algorithm model 
Training dataset Testing dataset 

MSE MAPE MSE MAPE 

BP neural 

network 

0.0712 3.2356 0.1021 4.7372 

SVM 0.1091 4.7237 0.1132 4.5721 

PSO-LSSVR 0.0701 3.2126 0.0973 4.3531 

 

5.Discussion 

5.1 Result analysis 

In this research, the BP neural network, support vector regression machine and particle 

swarm optimization algorithm were used to optimize the least squares support vector model for 

empirical analysis and model verification. The verification results show that the particle swarm 

optimization algorithm least squares support vector regression machine has the best fitting effect 

on financial products in the three algorithms. According to the combination of figure 7 and figure 

8, the prediction of BP neural network is well fitted in the early stage, while the predicted value in 

the later stage is higher than the actual value, so it can be concluded that BP neural network can 

reflect the volatility and trend of data, and the prediction effect on yield rate of bitcoin is relatively 

good. Figure 9 and figure 10 show that SVR algorithm not only has better learning ability than BP 

neural network, but also has better model fitting effect and prediction effect than BP neural 

network. According to the comparison in figure 7, figure 9 and figure 11, the PSO-LS-SVR 

algorithm has the best performance and the best fitting degree, followed by the SVR algorithm and 

then the BP neural network. Subsequently, model simulation experiments were carried out to 

verify the results, and the comparison and analysis of the verification results showed that, among 

the three algorithms, PSO-LS-SV had the best fitting of prediction results of ETH. 

5.2 Discussion of results 

In this study, the rate of return of bitcoin was taken as the research object. Through the 

prediction analysis and error analysis of BP neural network, support vector regression machine 

and PSO-LS-SVR model, it was concluded that PSO-LS-SVR model has the best fitting prediction 

effect on the time series data of rate of return of bitcoin, followed by SVR algorithm and BP 

neural network. And PSO-LS-SVR model played a good guiding role in the prediction of yield 

rate of blockchain financial products. As the first successful financial product in the application of 

blockchain technology, the study on the income of bitcoin is of great guiding significance to the 

development of blockchain financial products. The results of this research show that the improved 

particle swarm optimization algorithm has achieved a better structure in predicting the return rate 

of bitcoin. The reason is that the RBF core is used in the prediction process. On the one hand, 

because RBF kernel can map samples from low dimension to high latitude, it is easy to solve the 

nonlinear situation between class labels and features. On the other hand, the proportion of RBF 

kernel as polynomial kernel has fewer parameters, which can make the model simple and feasible. Jo
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6.Conclusions 

In this research, the rate of return of bitcoin was taken as the research object, and three 

algorithms, namely BP neural network, SVR and PSO-LS-SVR, were adopted to carry out 

experimental simulation and model verification on the research object. The verification results 

showed that the experimental effect of SVM algorithm was better than that of BP neural network. 

The PSO-LS-SVR algorithm adopted in this research was an optimization of the algorithm of 

support vector regression machine. The above experimental results were verified with the rate of 

return data of ETH. And the verification results showed that among the three algorithms, the 

PSO-LS-SVR algorithm adopted in this research had the best fitting effect on the yield rate of 

blockchain finance. 

Just like traditional finance, although blockchain financial products develop rapidly by virtue 

of technological advantages, they are also faced with risks. The yield of any wealth management 

product will change with the change of economic market. Blockchain financial products are born 

out of Internet companies, and any Internet finance company has the potential to depreciate assets. 

If the company's assets shrink, its corresponding blockchain financial products will also encounter 

risks. Therefore, in this research, the rate of return of bitcoin was taken as the research object. 

Firstly, three algorithm models were used to predict the rate of return of bitcoin, and the optimal 

prediction algorithm model was obtained. It was then verified with the forecast of the rate of 

return of ETH. The results showed that PSO-LS-SVR had a good predictive effect on blockchain 

financial products. It is hoped that the content of this research can provide correct guidance for the 

majority of investors in the investment of block chain financial products. 
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