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A B S T R A C T

Today’s society must prioritize the design and development of platforms for Big Data processing. Smart cities
generate large volumes of valuable data which the government can use to manage cities more intelligently.
Aware of the value of data, many researchers have proposed architectures for optimized data collection and use.
This paper proposes a novel approach that enables smart cities to reuse the functionalities of old applications
by adapting them to new architectures. To be able to process large amounts of data and solve a variety
of problems, smart city platforms need extra computing power. Two case studies have been conducted to
verify the performance of the proposed platform. Those case studies have demonstrated that the development
process of a smart platform can be simplified by implementing functionalities and components taken from
earlier platforms.

1. Introduction

Smart cities promote a sustainable lifestyle. Infrastructure, innova-
tion and technology are the components that make smart cities efficient
and self-sufficient. Examples of sustainability measures include the
use of photovoltaic panels to provide electricity to buildings, street
signs or electric vehicles. In addition, wind turbines are used to power
street lights and the use of bicycles is encouraged as a means of
moving around the city etc. The degree of sustainability of smart cities
is measured according to a series of parameters, including: public
management, social cohesion, governance, technology, urban plan-
ning, environment, mobility and transport, international projection,
human capital and economy. Smart cities have got a huge variety of
applications to monitor and control each of those parameters [1].

However, one of the barriers to efficiency is that different companies
use different smart city applications to offer services to citizens. This
can cause communication problems and can therefore hinder efficiency.
Moreover, demand for new services is continuous in smart cities, so
companies that wish to provide new services must make new devel-
opments instead of reusing and customizing the old ones. In addition,
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current smart city applications encounter major scalability problems
due to the large amount of data they must process [2].

The problems described above evidence the importance of the so-
lution proposed in this paper. The developed platform has a modular
design which facilitates the efficient and transparent use of urban
resources. Each module is responsible for the management and mon-
itoring of a different element of a smart city. The platform interacts
with both human beings and computers; it collects data autonomously
and obtains data from users e.g. human interaction on social networks
or third party data sources. Moreover, all the technology that has been
used for its development is environment-friendly.

This platform has been designed to foster efficient habits among
users through persuasive recommendations and collective challenges,
leading to considerable changes in the behavior of citizens and fos-
tering efficiency in cities. Thanks to exhaustive data analyses, the
platform may identify the specific needs of the different areas of a city,
recommending the implementation of specific measures.

The platform is Cloud-based and it has a Big Data infrastructure
that makes it capable of processing heterogeneous smart-city data
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coming from multiple sources. The data that flows into the platform is
processed and analyzed in order to generate personalized recommen-
dations and motivate citizens to develop efficient and environmentally
friendly habits.

In addition, the platform must overcome a series of problems associ-
ated with the large amount of heterogeneous data it collects. Smart city
monitoring and control platforms experience the following problems:

• Scalability; the needs and characteristics of a smart city change
continually, existing platforms lack the ability to effectively adapt
to those changes. Monitoring and control platform must operate
in a dynamic environment, thus, the technology they use must be
scalable.

• Reuse; the process of developing a new platform from scratch
is very time consuming and complex. Greater development effi-
ciency must be achieved through the reuse and customization of
old functionalities in new platform.

This research presents a novel platform that reuses software in order
to simplify the application development process. It has the capacity to
process the large volume of data generated by smart cities. In addition,
its features respond to the needs of today’s smart cities; the platform is
scalable which means that it can adapt to the Internet of Things (IoT)
or Industry 4.0 paradigms.

The platform has been designed under the paradigm of social com-
puting and is based on Kafka, a distributed streaming platform. Kafka
Connect and Apache Arrow enable communication between applica-
tions, scalability and the reuse of software.

The purpose of the conducted case study has been to test the
performance of the proposed platform. A smart city model has been
employed to simulate the different situations and conditions that would
normally occur in a real smart city. This scenario addressed the problem
of energy optimization in the smart city. The platform has been used
to manage and analyze the data of the city, with the aim of optimizing
energy consumption.

The case study made it possible to assess whether there is a change
in the citizens’ energy consumption behavior and whether personalized,
persuasive recommendations and collective challenges help maintain
energy efficient habits. Automatic learning techniques have been ap-
plied to heterogeneous data (smart sensors, smart counters, social and
public data) in order to generate recommendations and challenges.
Moreover, recommendations are personalized through the segmenta-
tion of the target population according to gender, socio-economic,
demographic or cultural differences and through a sociological analysis
of the factors influencing consumer choices.

Furthermore, to test the platform in a real environment, the plat-
form has been connected to an intelligent control and automation
system deployed in homes/buildings. The platform obtained data from
the system in order to monitor consumption in real time and establish
more efficient schedules while maintaining a level of comfort.

A second case study has been conducted to show that the platform
can integrate multiple data sources of different nature; the data do not
necessarily have to come from sensors. In this case study, the platform
has used information retrieved from the Internet (social networks or
websites obtained in search results) to create profiles of real citizens.
It has also been demonstrated that the system can accept requests that
involve large volumes of information and take longer to process.

The main contribution can be summarized as follows:

1. The platform transforms the current understanding of client/
server communications. Its database has been converted into
an interface; this means that it is not necessary to have any
knowledge about the operation or programming of network
communications when establishing connections between various
applications, and only a basic understanding of DB is required.

2. The abstraction layer allows to execute scripts for the reuse of
modules.

3. Apache Arrow processes data and stores them in binary formats,
facilitating faster data transfer.

4. The platform is symmetrical, this means that scalability can be
achieved easily, making it suitable for any project.

The paper is organized as follows. Section 2 reviews related literature.
The proposed architecture is presented in Section 3. Then, Section 4
describes the two case studies that have been conducted to validate the
proposed architecture in both simulated and real scenarios. Finally, the
conclusions drawn from the results are presented in Section 5.

2. Related work

This section focuses on the current status of information manage-
ment platforms in smart cities. First, we review the current state of
the smart city concept and the work that is being carried out in this
area, then we describe the main smart city management platforms,
and finally we identify the shortcomings of the platforms and propose
possible solutions to be adopted in our proposal.

2.1. Smart city as the center of technological innovation

In recent years, smart homes have been a broadly discussed topic
in politics. ICT (Information and Communication Technology) infras-
tructure has received considerable attention, although much of the
research has also focused on the role of human capital/education, social
and relational capital and the environment; they have all been viewed
as important drivers of urban growth [3]. The European Union (EU)
has made a considerable effort to develop a strategy for ‘smart’ urban
growth in its metropolitan areas. The Intelligent Community Forum
conducts research on the local effects of ICTs which are now available
worldwide. The OECD (Oslo Manual and Eurostat, 2005) highlights
the role of innovation in the ICT sector and provides a set of tools
for determining the coherence of innovation policies to shape a sound
framework of analysis for researchers on urban innovation [4]. At the
regional level, there has been renewed interest in soft communica-
tion infrastructures and their effect on economic performance. There
are several applications that researchers are developing for a wide
range of fields, wireless sensors networks in smart cities [5,6] or in
agriculture [7,8], energy optimization [9–12], optimal resource allo-
cation [13], risks and challenges of adopting electric vehicles in smart
cities [14], vehicular networks [15,16] and route optimization [17–19].

IoT is the very backbone of smart cities [20,21]. IoT uses sensors to
collect and store data in the cloud for easy monitoring and control of
smart cities [22]. The city’s data can be used to effectively transform
and manage the city, and promote urban planning and development. To
the best of our knowledge, Big Data does not have a proper industrial
definition, but a survey shows that the key features of big data include
high volume, high velocity, and high variety.

A key feature of a Smart City architecture is its ability to acquire
and process data from multiple data sources (databases, crawlers, third-
party apps, sensors). Architectures require extra computing power to
process large volumes of data. The world of embedded systems has
changed dramatically over the last decade and its evolution is unlikely
to slow down in the years to come. Multicore processing (in the
form of symmetric multiprocessing (SMP) and asymmetric multipro-
cessing (AMP)) is becoming common, with embedded multicore CPUs
expected to grow by a factor of 𝑥6 in the next years (Venture De-
velopment Corporation). In addition, Field Programmable Gate Arrays
(FPGAs) have grown in capacity and decreased in cost, providing the
high-speed functionality that could only be achieved with Applica-
tion Specific Integrated Circuits (ASICs) [23]. Finally, virtualization is
blurring the connection between hardware and software by allowing
multiple operating systems to run on a single processor.

Through the aggregation of extra computing power we obtain an
architecture with high-performance computing, capable of solving com-
plex problems. To this end, the designed architecture relies on a dis-
tributed computing model which employs technologies such as clusters
or agent-based parallel computing. The majority of current distributed
computing proposals involve high-performance computing.

324



P. Chamoso, A. González-Briones, F. De La Prieta et al. Computer Communications 152 (2020) 323–332

2.2. Smart city platforms

Nowadays there are multiple platforms whose functionalities pro-
mote the IoT paradigm. These functionalities range from sensor net-
works to information analysis, which involves information transmis-
sion, information fusion, pre-processing, etc. The development of IoT
platforms is a trend in the IT sector which has resulted in the creation
of numerous private/open and general/specific platforms [24–26]. The
most popular IoT platforms are described below.

• FIWARE is a platform provides a series of APIs for the develop-
ment and deployment of Internet applications oriented toward
multiple vertical sectors. Many of those sectors are responsible
for offering numerous SC services.

• Carriots is a PaaS-type platform designated for IoT and M2M. It
can be used to connect the information-providing infrastructure
to a SC. However, the platform remains at this level, without
offering user-oriented services, a layer that would have to be
created independently of the platform.

• Kaa is an initiative that defines an open and efficient cloud plat-
form to provide IoT solutions. Among the most common solutions
is the connection of all types of sensors that can be found or
deployed in a SC.

• Sofia2 is a middleware that enables interoperability between mul-
tiple systems and devices, offering a semantic platform that makes
real-world information available to smart, mainly IoT-oriented
applications.

• Webinos is a web application platform that allows developers to
access native resources through APIs. Webinos makes it easy to
connect any IoT device.

• ICOS system is an open repository of solutions for SCs, offering
a set of existing applications and projects that can be reused for
application creation.

2.3. Deficiencies detected in current smart city platforms

Although a lot of research is being done on Smart Cities, there
is still a need for a compact system that would be more efficient
and scalable. None of the existing Smart City platforms perform a
comprehensive Big Data analysis that would consider the wide range of
aspects of a city. Thus, we have found a research gap in the literature
and propose a novel architecture capable of reusing the functionalities
of existing applications. This enables different applications to offer
the same functionalities within the same city or in other cities. As a
result, the development process is simplified and less time is required
to launch a new service and provide it to citizens.

As has been observed in the detailed study of the platforms for
application development and implementation, not all platforms pro-
vide user-oriented services so that these applications can be used on
different platforms. Similarly, the proposal stands out from the rest of
the platforms because it allows developers to use the technologies they
know best or those best adapted to the problem they want to solve. So
that these technologies can be integrated transparently in the platform.

As has been observed in the detailed study of the platforms for
application development and implementation, not all platforms are
capable of providing user-oriented services. Similarly, the proposal
stands out from the rest of the platforms because it allows developers to
use the technologies they know best or those best adapted to the prob-
lem they want to solve. So that these technologies can be integrated
transparently in the platform. The other platforms often do not allow
to work in a distributed and modular way. Similarly, the scalability and
calculation capacity are also deficiencies that the proposal covers.

In addition, one of the main characteristics of Smart Cities is the
heterogeneity of all its components [27], both in the final applications
and in the technology used in the deployed infrastructure. For example,
within the IoT sector, there are many manufacturers, protocols and

communication technologies [28,29]. As detailed below, one of the
main advantages of the platform presented in this paper is that it is
compatible with any technology or manufacturer.

To achieve this objective, high-performance computing (HPC) is
supported by computing technologies such as clusters, supercomputers
or parallel computing. The majority of current proposals on distributed
computing are based on high-performance computing.

3. Proposed architecture

The main novelty of the article lies in the proposed platform (a
scheme is shown in Fig. 1), which allows any city to offer a series
of applications as services in a simple way. The citizens and the
administration personnel of each city are the direct users of these
applications.

The platform consists of two distinct parts, the communication
architecture and the deployment architecture. These two parts are
described in-depth in separate subsections. Firstly, we focus on the
communication architecture, which makes it possible for simple nodes
to process information in a distributed way. Furthermore, we describe
how the central system enables communication between the different
elements that form part of the smart city, ensuring adaptation to the
size and computing needs of the elements that communicate. The
second subsection focuses on the deployment architecture.

3.1. Communication architecture

The development of applications is simplified thanks to the pos-
sibility of reusing previously developed components without having
to understand their implementation, technology or communication re-
quirements (there are no APIs to be called). In order to reuse the
functionality of any previously developed module or to create a new
module with a previously developed functionality, it is only necessary
to perform a data dump of the application database (of any type:
MongoDB, MariaDB, etc.). Then, an answer is generated by the corre-
sponding component and is delivered to the database. It is necessary to
perform an initial configuration by introducing some simple parameters
in the platform configuration scripts. The components that execute the
requests of each application in the platform are based on a mechanism
called Kafka, Kafka Connect and Apache Arrow. The architecture also
integrates a rules engine (JESS). JESS facilitates the definition of rules
which are executed once the conditions defined by the users are met.
These tools allow to send formatted data in real-time.

The information is exchanged with the developer in a transparent
manner by means of Kafka topics. More specifically, a topic is used to
send the input information to each of the developed modules (Devel-
opment input topics in Fig. 1). As many topics as needed are sent to
communicate with the applications that require a certain functionality
(Development-App output topics in Fig. 1). These topics are configured
through two bash scripts (included in the modules ‘‘App connector’’ and
‘‘Development connector’’ of Fig. 1). Kafka connectors have been imple-
mented to perform this exchange, which are in charge of transferring
the information from databases to topics and from topics to databases.
In addition, Apache Arrow is used as an auxiliary technology, which
makes it possible to convert binary data, speeding up both the informa-
tion transfer and the data parsing process. The platform runs in a fully
distributed manner and can use different existing cloud environments,
both externally (Azure, Amazon, etc.) and locally/privately managed.

Model of communication between an app and a development
through Kafka and Kafka Connect (see Fig. 2). Two topics (Kafka) are
used for this purpose: Application1 input topic: where input informa-
tion for App1 is dumped. Application1 client1 output topic: where
the content of the application1 output is dumped. There are four
Kafka connectors, of two types: (1) source connectors: they return
information from the database to the topic; (2) sink connectors: they
dump information from the topic to the database. Finally, it should be
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Fig. 1. Proposed architecture schema showing the three different levels: citizen and administration applications (top), information management block (middle) and developed
modules providing the main functionalities.

Fig. 2. Mechanism for the automatic exchange of information.

noted that in Application1input topic, the inputs (for Application1) of
all the Developments are dumped. And a new output topic is created
for each new development (Application1 Development1 output topic)
so that the respective connectors can perform the data transfer.

The collection of data through the use of sensors has been a crucial
aspect of the architecture design because it enables HPC. Since the
architecture is modular and performs big data analysis, it must be
capable of acquiring data from very diverse sources (crawlers, social
networks, other applications and sensors). The sensors the architecture
uses are KNX as middleware. KNX facilitates simple virtualization.
In this way, intelligent embedded automatisms can be created. Vir-
tualization blurs the connection between hardware and software by
allowing multiple operating systems to run on a single processor. This
enables the aggregation of computing power to solve complex energy
optimization problems in Intelligent Buildings or Smart Cities. Agent-
based architectures enable complex data analysis through distributed
computing [30,31]. In addition, these architectures allow to incorpo-
rate calculation capacity in individual agents through the use of the

GPU calculation power of the device in which it is running (an agent
or a group of agents can be deployed in different devices).

3.2. Deployment architecture

To support the central system in which the Kafka environment is
deployed in a distributed mode, it is necessary to calculate the number
of nodes that is needed to correctly perform the processing. This allows
to adapt the use of resources to the size of the city. In addition,
the nodes deployed optimally, in accordance with the consumption
predicted for any given moment, as described in the study in [32].

To determine the number of nodes that a city needs at each instant,
it is necessary to compute a prediction for an instant of time 𝑡, that
follows the current moment. The length of this instant depends on the
booting period (𝑏𝑝) of the servers in which the system is deployed. To
design a forecasting system it is important to consider both, the citizens’
usual behavior and any changes that may occur (such as festivities in
the city). Given that the prediction approach must be both static and
dynamic, the solution is based on a hybrid prediction system.
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The static part of the prediction system is in charge of estimating the
number of future predictions on the basis of historical request patterns.
According to the estimate, the required number of nodes is deployed. It
responds to requests in less than 𝑠 seconds (the restriction we have set
in this case is two seconds). The prediction system implements the static
approach, thanks to an SVR that detects patterns according to different
inputs, such as: weekday, day time, month, holiday period, number of
active users, number of deployed applications, current value, previous
value.

The dynamic approach is in charge of re-adjusting the system
in the event of an increased number of predictions. The static part
of the prediction system is not capable of detecting the increase in
requests/messages. Thus, the dynamic part of the prediction system
is based on the Poisson distribution [33], which predicts the number
of requests/messages according to the queuing theory. Thus, different
Poisson distribution formulas are applied to predict the number of
requests/messages within a confidence interval.

𝑃 (𝑘, 𝜆) = 𝑒−𝜆𝜆𝑘

𝑘!
= 𝑃 (𝑋 = 𝑥) (1)

where 𝜆 (𝜆 ∈ R, 𝜆 > 0), is the mean number of requests/messages for
every interval, 𝑘 is the number of requests/messages and 𝑒 represents
the Euler’s number. 𝑃 (𝑘, 𝜆) is the result of the equations, that is, the
probability of receiving 𝑘 (𝑘 ∈ N ∪ {0}) requests/messages.

The amount of nodes to be deployed in each period 𝑛 ∗ 𝑏𝑝 (where
𝑛 = 1, 2, 3... and 𝑏𝑝 is the ‘‘booting period’’ of each node) must be esti-
mated. For this reason, the prediction system is executed to calculate
the number of nodes needed in the interval 𝑛 ∗ 𝑏𝑝+𝑏𝑝 to 𝑛 ∗ 𝑏𝑝+2 ∗ 𝑏𝑝.
The SVR and the Poisson predictor need input information to be able
to estimate the required number of nodes. This input information is
obtained by the system.

The two parts of the node number prediction system are detailed
below:

3.2.1. Static approach
The static prediction system is based on an SVR (Support Vector

Regression) [34], which predicts the number of requests/messages (that
is used to calculate the number of nodes to deploy) considering the
patterns found in previous precedents, which are mainly associated
with the habits of the platform’s users.

This SVR predictor considers the following inputs:

• Weekday: the day of the week (1–7).
• Daytime: the time of the day in seconds (0–86400).
• Month: the month of the year (1–12).
• Public holiday: this parameter indicates if ‘‘today’’ is a working

day or not (0,1).
• Amount of active users on the city platform.
• Amount of the applications deployed in the system for that city.
• Amount of requests/messages in 𝑡.
• Amount of requests/messages in 𝑡 − 1.

This part of the system follows the static approach, it predicts the
number of requests/messages that will be received at a selected time
instant (𝑟𝑒𝑞𝑅) and the predicted number is used as output. The two
solutions given by the static and the dynamic approaches are then used
to calculate the number of nodes to be deployed to respond to those
requests/messages, even when they reach their highest number (this
aspect will be described further on).

3.2.2. Dynamic approach
The following equations have been defined to describe the dynamic

approach:

𝐶𝐷𝐹 = 𝑃 (𝑋 ≤ 𝑘) = 𝑒−𝜆
⌊𝑘⌋
∑

𝑖=1

𝜆𝑖

𝑖!
=

⌊𝑘⌋
∑

𝑖=0
𝑃 (𝑘, 𝜆) = 𝑃𝐴𝐶 (𝑘, 𝜆) = 𝑝𝑟𝑜𝑏 (2)

where 𝑝𝑟𝑜𝑏 ∈ [0, 1]

Fig. 3. Dynamic approach behavior — requests/messages vs. probability.

Eq. (2) is used to calculate the cumulative probability of the 𝑘
number of requests/messages.

𝐶𝐷𝐹−1 = 𝑚𝑎𝑥{𝑘 ∈ N ∪ {0} ∶ 𝑃𝐴𝐶 (𝑘, 𝜆) ≤ 𝑝𝑟𝑜𝑏} = 𝑃−1
𝐴𝐶 (𝑝𝑟𝑜𝑏, 𝜆) (3)

Eq. (3) represents the quantile function for the Poisson distribu-
tion (or inverse cumulative probability), that provides the number of
requests/messages up to the cumulative probability as a percentage.

𝐶𝐷𝐹−1 = 𝑘 = 𝑋𝑈 = 𝑃−1(𝑋 ≤ 𝑘) (4)

𝑝𝑟𝑜𝑏𝐸𝑟𝑟𝑜𝑟 = 1 − 𝑝𝑟𝑜𝑏 (5)

The value of 𝑝𝑟𝑜𝑏𝐸𝑟𝑟𝑜𝑟, represented in Eq. (5), is based on the
margin of confidence.

𝑅𝑃𝐶 = 𝑅𝑃𝑁 − (𝑋𝑈 − (𝑋𝑈 mod 𝑅𝑃𝑁)𝑅𝑃𝑁) (6)

𝑅𝑃𝐶 is the ‘‘Remaining Processing Capacity’’ and it is calculated
as defined in Eq. (6). It represents the number of requests/messages
𝑋𝑈 that can still be attended by the deployed nodes. The variable
𝑅𝑃𝑁 is the number of requests per node, which represents the highest
number of requests/messages that every node (all of them have the
same features) can manage to process in less than two seconds.

𝐿𝐼𝑀𝑈 = 𝐶𝐷𝐹−1(𝑝𝑟𝑜𝑏, 𝜆) + 𝑅𝑃𝐶 − 𝜆 (7)

The parameter 𝐿𝐼𝑀𝑈 calculated in Eq. (7) represents the increase
of the amount of requests/messages that can be managed by the nodes,
calculated by the dynamic component.

𝐺𝑅(𝑡) = {𝑥 ∶ 𝑥 = 𝑟𝑒𝑞(𝑡) − 𝑟𝑒𝑞(𝑡 − 1)} (8)

𝐺𝑅(𝑡) in Eq. (8) represents the request/message increase rate.

𝐺𝑅+1(𝑡) = {𝑥 ∶ 𝑥 = 𝑟𝑒𝑞(𝑡) − 𝑟𝑒𝑞(𝑡 − 2)} (9)

𝐺𝑅+1(𝑡) is the growth rate of the request/message that is calculated
using 𝑡 − 2, to determine the limit for the dynamic component, as
represented in Eq. (9).

𝑂𝑣(𝑥, 𝑦) =
𝑦
∑

𝑡=𝑥
|𝐿𝐼𝑀𝑈 (𝑡) − 𝐺𝑅(𝑡)| (10)

The parameter 𝑂𝑣(𝑥, 𝑦) calculated in Eq. (10) represents the over-
load in an interval between the instants 𝑥 and 𝑦, in other words, the
increase in the amount of requests/messages goes beyond the capacity
of the dynamic part with a fixed confidence interval, 𝑝𝑟𝑜𝑏.

Fig. 3 shows the Poisson probability distribution and Fig. 4 shows
the prediction built on this distribution. In the Poisson distribution
figure, each point represents the possibility of receiving a specific
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Fig. 4. Dynamic approach behavior — time vs. requests/messages and nodes to deploy.

amount of requests/messages in discrete distribution. The Poisson dis-
tribution depends on 𝜆 (as defined in Eq. (1)), that is determined
considering the values requested in the time window 𝑤𝑛. The value 𝑋𝑈
is obtained as defined in Eq. (4) on the basis of a confidence or error
interval, as shown in Eq. (5). 𝑋𝑈 represents the maximum amount of
requests/messages that can be predicted within the confidence interval.

In Fig. 4, the points represent the number of requests/messages
received until the current moment. As explained previously, the booting
period is represented by 𝑏𝑝 and it refers to the time needed to deploy
a node. It must be noted that the result of a prediction obtained in an
instant 𝑡, is used for the instant 𝑡 + 𝑏𝑝. Rectangles whose border is a
continuous line represent the amount of nodes that have already been
deployed, and the rectangles whose border is a dashed line indicate that
the nodes have been predicted depending on the values of the variable
𝑋𝑈 . Variable 𝑋𝐿 represents the minimum amount of requests/messages
predicted with the given probability.

The inverse cumulative probability is then estimated over an es-
tablished confidence interval (in our case the value chosen is 95%),
the amount of requests/messages whose probabilities are below that
amount is assumed to be the total number of requests/messages han-
dled by the system.

Once the number of requests/messages is estimated by the two
approaches, the system proceeds to calculate the required nodes to
provide the result to those requests/messages.

3.2.3. Number of nodes to deploy
To determine the amount of nodes that needs to be deployed to

attend all the requests/messages, the predictions provided by the SVR
predictor and the Poisson predictor are taken into account. Given that
the system’s priority is to ensure all the requests are replied to in under
two seconds, the amount of nodes to be deployed is calculated as shown
in Eq. (11).

After the combination of the two approaches (static and dynamic),
the amount of nodes to deploy is calculated using the higher of the
two predicted values. This solution encourages the assurance that
requests/messages are handled and processed to the detriment of saving
on the cost of processing capacity.

𝑛 =
⌈

max(𝑟𝑒𝑞𝑅, 𝑟𝑒𝑞𝑃 )
𝑅𝑃𝑁

⌉

(11)

where 𝑛 represents the predicted amount of nodes to deploy at the
moment 𝑡 + 𝑏𝑝, the variable 𝑟𝑒𝑞𝑅 represents the amount of requests/
messages predicted by the static approach (SVR), the variable 𝑟𝑒𝑞𝑃 is
the number of requests predicted by the dynamic approach, and finally,
𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠𝑃 𝑒𝑟𝑁𝑜𝑑𝑒 is the highest amount of requests/messages that every
single node can serve, ensuring that the response is dispatched in less
than two seconds.

Fig. 5. Representation of the dynamic system limits.

3.2.4. Node deployment system evaluation
Fig. 5 presents two charts: (i) the upper one shows the number

of requests/messages is represented as circles, the 𝑋𝑈 predictions as
triangles and the number of nodes predicted like rectangles; (ii) the
lower graphic shows the growth rate+1 following Eq. (9) as diamonds.
The squares represent the 𝐿𝐼𝑀𝑈 as shown in Eq. (7), that is also the
distance shown in the upper graphic.

It is important to notice that when a diamond is over a rectangle it
means that the number of deployed nodes is not enough to satisfy the
two seconds restriction. In this way, we have a measure of the system
performance because when there is overload respect to the restriction
the system begins to recover as soon as the growth of petitions is below
the limit. So the overload of the system can be calculated as defined
in Eq. (10).

In this case, despite not being able to satisfy the condition of
dispatching all requests/messages in less than two seconds as marked
as restriction, the designed system guarantees that all requests are dealt
with in due order even though there are overload points that imply that
the result is available later than the established two seconds.

One of the main advantages of the proposed system is that the
system can support a volume adapted to the needs, without the need to
have a static upper limit. In all the tests carried out, the upper limit has
been marked by the limitations of the hardware available to support,
not having found any restrictions of the system in terms of scalability
beyond the availability of hardware resources.

4. Results: Two citizen-oriented case studies

In this section, we describe the two case studies that have been
conducted to verify the performance of the proposed platform. In
particular, the case studies were designed to test the ‘‘Smart home
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Fig. 6. Monitoring the status of a smart home by means of the ‘‘Smart home platform’’ application.

platform’’ and the ‘‘Information analysis platform’’, as illustrated in
Fig. 1. Moreover, we have developed more applications in other fields
(such as industry 4.0, city incident management, etc.) to validate the
smooth performance and scalability of the platform.

4.1. Smart home platform

In this case study we describe a new IoT platform for improved
energy efficiency in homes. This platform has also been tested in
multiple industrial environments as an Industrial IoT (IIoT) solution,
although, due to data privacy reasons and similarity to the IoT scenario,
no specific cases of IIoT have been described.

Thanks to the developed smart home platform, unlimited installa-
tions can be deployed in homes with a limitless number of sensors that
collect a range of data, including: the status of the doors and windows,
temperature and humidity of each room, real-time power consumption
or presence in each of the rooms. The sensors can follow different
protocols, such as Z-wave, M-Bus, DALI, BACnet or Wi-beee over KNX.
Several algorithms that use Jade-developed smart agents, are applied
to the collected information [35]. Those agents use a set of rules and
inferences to recommend changes in the energy consumption habits
of the inhabitants of a home. The main objective is to reduce energy
consumption with all that this entails.

The application allows the user to monitor the state of their home in
real time, receive notifications, suggestions and define their preferences
to optimize energy consumption according to their comfort criteria (see
Fig. 6).

The system also obtains information from the Internet about energy
prices and tariffs available for the location, as well as information about
the user’s behavior (only if they approve of this kind of information
being collected). On the basis of the retrieved information, the rules
engine is fed to make new suggestions to the user, such as changing
the behavior of users in the domestic environment or changing the
electricity tariff. Suggestions for change of behavior may include doing
household chores at times when the price of energy is the lowest.
This is achieved through the use of the ‘‘Internet information recovery
module’’, which is also used in the case study presented below.

In this case study, a model designed by the BISITE research group
has been used. The model simulates the activity of a smart city so it can
be used in related case studies. different case studies related to, such as
case studies on energy optimization in homes or buildings, case studies
on transport or on the energy grid or on the sustainability of cities,
Fig. 7. In this specific case, only the residential area has been used,
which is the upper central zone marked in the image.

The present case study, Fig. 8 has proven that data management is
made possible by the architecture since it simulates the different pat-
terns of behavior. In this way, it is possible to verify if an optimization
of the energy takes place in the city or not.

The Automatic Lighting Management Module (ALMM) using the de-
veloped IoT platform has made it possible to simulate lighting manage-
ment in 60 homes using the previously presented model. The lighting

Table 1
Results of energy consumption in the different steps of the experiment.

Baseline period
(kWh)

Simulation
period (kWh)

Difference
(kWh)

Savings (%)

1st gr. 19.71 14.24 5.47 −27,75
2nd gr. 18.66 13.65 5.01 −26.84
3rd gr. 16.68 12.24 4.44 −26.61

in 30 of the 60 homes was managed automatically when the system
detected that the light intensity was lower than 200Lux, so that the
inhabitants of this house had sufficient light to carry out their daily
tasks. In the other 30 dwellings, the lighting was managed according
to real behavior (homes of the members of the BISITE Research Group
who have volunteered to replicate the daily lighting patterns in their
homes).

The use of this platform has allowed for an easy and fast integration
of the application for intelligent lighting management and has made it
possible to evaluate its effectiveness in 30 homes. The results of the
simulation are shown below, grouping the dwellings into three groups
of ten dwellings each (Average consumption). As can be seen in Table 1
there is a reduction in the three groups with respect to the same period
if they had not used the ALMM with an average percentage of 27%.

As shown in Table 2, the energy consumption is notably lower in the
case study. We can see how the p-value is always under 0.05, which
ensures the effectiveness of ALMM and the platform in integrating
various management modules into Smart Cities or intelligent buildings.

4.2. Information analysis platform

This case study has used all the publicly available information on
the Internet about users. This type of analysis can be very useful in
applications such as terrorist searches, analysis of suspect profiles, etc.
The system creates a series of crawlers that retrieve public data from
all pages that fulfill the criteria specified in the input form shown in
Fig. 9. Only two prior fields are required, which are the first and last
name, and the system is responsible for retrieving all the existing data.

Once all the data has been downloaded, a series of studies are
carried out on the sources from which they have been retrieved, the
information and the images they contained. As a result, it is possible to
create a set of clusters that classify the results into possible identities.
For example, hundreds of people called ‘John Doe’ can be found and the
system is able to classify them according to the analyzed results. From
each cluster, we obtain their profiles on social networks, their most
relevant images (we analyze the pictures in which their faces are visible
and compare the faces in different images in existing libraries to check
if they are the same person), their addresses, emails, companies with
which they are associated, related users, phone numbers, nationality,
etc. At the moment, the system works in Spanish and English, however,
since it mainly uses the Stanford NLP development [36], it is adaptable
to new languages.
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Fig. 7. BISITE Research Group Mock-Up to simulate transport and energy case studies.

Fig. 8. Different stages of consumption simulation in intelligent buildings of the mock-up.

Table 2
Result of the Student’s t-test and Levene’s test performed to assess the difference of means and variances between the Baseline data and the Evaluation period for the three groups.

Baseline period Evaluation period

Mean (kWh) Stdr. Deviation (kWh) Mean (kWh) Stdr. Deviation (kWh) t Sig. (2-Tailed) F Sig.

1st gr. 19.71 2.40 14.24 5.16 5.25 0.000 9.42 0.003
2nd gr. 18.66 2.09 13.65 4.63 5.39 0.000 10.19 0.002
3rd gr. 16.68 2.41 12.24 4.22 5.00 0.000 7.73 0.007

Although Kafka has some limitations in the passage of messages,
its use to connect IoT devices in the platform proposed for the man-
agement of Smart Cities offers certain improvements over existing
technologies, as can be seen in Table 3. The data shown in the table
have been retrieved from [37].

It can be observed in the comparative table that the proposal
presented in this work allows for an unlimited connection of devices
which is not offered by the rest of the state of the art platforms. In
addition, the data transfer is far superior to its strongest competitor
AWS IoT, having the ability to send 10,000 messages/second. These
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Fig. 9. Input form shown in the frontend of the ‘‘Information analysis platform’’ application.

Table 3
IoT platforms comparison.

Max. allowed devices Data transference

Azure IoT Hub [38] 500 8000 messages/day
AWS IoT [39] No limit 8300 messages/day
Watson IoT [40] 500 200 MB/month
Proposed platform No limit 10,000 messages/second

features are a prerequisite for managing the data produced in a city
such as those used in the case study.

5. Conclusions and future work

A distributed and modular platform has been developed. Thanks
to its modularity, it is possible to provide the citizen with a set of
applications that reuse functionalities. Not only citizens benefit but
also the developers who can use the technologies they know best or
those that adapt best to the problem they want to solve. Furthermore,
those technologies can be integrated transparently in the platform. The
required scalability and computing capacity, as well as other aspects,
directly depend on the preferences of the system administrator or on the
city’s needs. Nevertheless, the infrastructure that supports the proposed
platform is completely transparent for the system, making it possible to
use the module that best adapts to the needs of each city. Despite the
great benefits of using Kafka, it also has some limitations, especially in
large cities. The maximum number of messages that can be handled per
second is 100,000. Nevertheless, the system could be scaled for large
cities so as to make it capable of dealing with high information traffic.
Kafka also has a limitation on the number of topics that can be created,
which is less than a thousand. However, this does not impede the
scalability of the system, because if it is necessary to create more than
a thousand topics in a large city, different information transmission
systems can be created in a single city using Kafka.

Although there are certain limitations due to the use of the selected
technology, those limits can be overcome easily. As it has been shown,
the architecture has extra computing capacity for the analysis of large
amounts of data. Although only two case studies have been conducted,
there are currently more than ten functionalities that the different
applications can perform almost automatically. We continue working
on providing new functionalities to meet all the possible needs that
may arise in any type of city. One of the use cases on which we are
currently working, is the integration of Salamanca’s public transport
information, which includes buses (15 lines) and bicycles for rent (more
than 160). We are working on developing the applications fully, so that

they can be offered to end-users. These applications will help improve
the quality of life in the city.
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