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A B S T R A C T

The emergence of Software Defined Networking (SDN) and Network Function Virtualization (NFV) enables
flexible service provisioning and deployment. However, with the continuous expansion of network scale and
sharp increasing of end users, how to flexibly provide network services across multiple SDN domains for
users is becoming a critical issue. A major challenge in the multi-domain network service provisioning is the
network service deployment method taking into account energy efficiency. In this paper, we study the problem
of how to optimally deploy network services across multiple SDN domains with the target of saving energy
while achieving the load balancing of multi-domain networks. Specifically, firstly, we propose a novel multi-
domain network service deployment framework by integrating SDN architecture and NFV technology, which
can intelligently deploy virtual network functions (VNFs) into multi-domain networks. Secondly, we formulate
this problem as a multi-objective optimization model to achieve the minimization of energy consumption and
load balancing of multi-domain networks. Furthermore, we present a heuristic network service deployment
algorithm to solve it. Finally, simulation results demonstrate that the proposed heuristic service deployment
algorithm is efficient and outperforms comparison algorithms in terms of energy consumption and load
balancing degree.

1. Introduction

In recent years, a large number of middleboxes (e.g., Network
Address Translator (NAT), Firewall (FW) and Intrusion Detection Sys-
tem (IDS)) have been developed and deployed in current networks to
provide various network services. However, it is inefficient for service
provisioning due to the ossified architecture of traditional network and
middleboxes’s heavy dependence on specific hardware equipment [1].
Fortunately, the emergence of Network Function Virtualization (NFV)
brings new opportunities to address the challenge [2,3]. It implements
network functions in software rather than hardware devices, running
on virtual machines hosting on commodity servers [4]. One network
service in NFV can be represented as one Service Function Chain (SFC),
which is composed of a series of Virtual Network Functions (VNFs)
in a given order. To provide efficient service, the SFC is deployed in
several different servers and traffic is steered to pass through a set of
VNFs in a specific sequence. NFV supports flexible service provisioning,
significantly reducing Capital Expenditures (CAPEX) and Operational
Expenditures (OPEX). On the other hand, Software Defined Networking
(SDN), as an emerging networking paradigm, achieves the separation
of control plane and data plane, and provides logically centralized con-
trol capacity as well as powerful programmable capability [5–10]. By
integrating SDN with NFV, flexible network service deployment can be
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realized [11]. Specifically, when we deploy network services, the SDN
controller can provide elastic and efficient resource management for
VNFs to optimize network performance by leveraging the centralized
control capacity.

One of the key issues in NFV is the optimal deployment of SFC tak-
ing into account energy efficiency [12]. Recently, energy efficiency has
currently become a critical issue with the explosive growth of network
traffic and electricity consumption. In such environment where SFCs
are created and VNFs are deployed on virtual machines that utilize the
resources provided by the physical servers, the decision on deployment
location of SFC has a significant impact on efficient use of resource
and energy consumption. High power consumption results in energy
waste and excessive carbon emissions, and exacerbates greenhouse
effect. The Internet devices and network infrastructures need to be
significantly more energy efficient and nowadays network operators
and service providers are required to pay more attention to energy
consumption [13]. Energy efficiency has been considered when dealing
with the SFC deployment in current studies. Despite these efforts [14–
19], most existing works focus on single domain networks rather than
multi-domain networks. However, the rapidly growing network traffic
and constant enlargement of network scales pose serious challenges to
single domain networks in terms of energy saving and load balancing.
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Internet has evolved from single-domain networks to multi-domain
networks in recent years. With the sharp increasing of network users
and continuous expansion of network scale, the Internet is composed
of several different domains which are managed by different operators
and service providers. In such networks, each domain presents different
internal policies, such as resource usage and energy consumption. As a
result, the complexity of the SFC deployment problem in multi-domain
networks has increased manifold. The main challenge of provisioning a
SFC request in multi-domain networks is the lack of global information
for all the domains. Moreover, unlike SFC deployment in single domain
networks, the VNFs in multi-domain networks are deployed into several
different domains due to limited resource capacity of each domain, and
virtual links between VNF nodes are mapped into inter-domain physical
links if source and destination are in two different domains. The servers
in different domains consume different resources to run the VNFs
for service provisioning. During service provisioning, servers consume
enormous amounts of powers and generate lots of energy consumption.
This imposes serious challenges to service providers and end users.
First, the growth of network devices’ power significantly increases
service provider’s OPEX. Second, excessive energy consumption affects
network performance and degrades user’s QoE. Hence, it is necessary
to design an energy efficient multi-domain service deployment scheme.

To efficiently save energy, the traditional SFC deployment meth-
ods [20–24] try to share physical server as much as possible for
activating fewer servers. Different VNFs may be consolidated on the
same physical servers in a same domain, and all the VNFs may not be
uniformly deployed in multiple domains. It results in load imbalance
of the multi-domain network system, thereby affecting the overall QoE
of end users. Thus, it is desirable to achieve load balancing when
we determine an optimal multi-domain SFC deployment scheme to
maximize energy efficiency.

Recently, several proposals have been conducted to address the
multi-domain SFC deployment issues [25–30]. However, there are few
efforts to improve the energy efficiency of the SFC placement in multi-
domain networks. Although several attempts in [26–28] have been
made, they ignore the load balancing of multi-domain networks. Fur-
thermore, the multi-domain SFC deployment requires an efficient al-
location of resources for different service requests at a reduced cost.
Thus, it is expected that an energy efficient solution can dynamically
adapt to the usage of resources according to service demands.

To this end, in this paper, we study the multi-domain network
service deployment problem by jointly taking energy consumption
and load balancing into account. An intelligent multi-domain network
service deployment framework is proposed to jointly optimize energy
consumption of the servers and load balancing of the multi-domain
network system. Our main contributions are as follows.

• By integrating SDN architecture and NFV technology, we present
a novel energy efficient network service deployment framework
to intelligently deploy the SFC into multi-domain networks,
wherein the global network knowledge and centralized decision
making mechanism of SDN make it efficiently realize energy
optimization and load balancing.

• We formulate the problem of multi-domain network service de-
ployment as a multi-objective optimization model with the target
of minimizing energy consumption and load balancing degree by
considering resource allocation as the constraint.

• To solve the multi-objective optimization model, we propose a
heuristic service deployment algorithm.

• We conduct extensive simulations for performance evaluation.
And simulation results demonstrate that the proposed heuristic
algorithm can efficiently reduce energy consumption and achieve
the load balancing of the multi-domain network system.

The remainder of this paper is organized as follows. Section 2
reviews the related work. The system framework is proposed in Sec-
tion 3. Section 4 introduces the problem formulation, and the heuristic
deployment algorithm is presented in Section 5. Section 6 shows the
performance evaluation. Finally, we conclude this paper in Section 7.

2. Related work

The energy efficient SFC deployment problem has been studied [14–
24] over the past decades. It is generally formulated as an optimization
model by considering different constraints in most existing work, and
different optimization approaches have been proposed to save energy.

In [14], Tajiki et al. formulated the resource allocation problem
of SFC deployment as an Integer Linear Programming (ILP) model by
jointly considering energy consumption and SFC parameters. In [15],
Kar et al. presented an energy saving model for dynamic VNF placement
and formulated it as an optimization model by considering server
capacity and delay. Jang et al. [16] established a multi-objective opti-
mization model with the aim of acceptable flow rate maximization and
energy cost minimization, and transformed it into a single objective
optimization model. Huin et al. [17] studied the problem of energy
consumption minimization while satisfying link and node capacity con-
straints as well as SFC constraints. Yang et al. [18] addressed the energy
aware SFC placement problem in data centers by jointly considering the
energy consumed by servers and switches. Tajiki et al. [19] proposed
a resource allocation architecture for VNFs by jointly considering VNF
placement and QoS routing.

Similarly, Eramo et al. [20] proposed a VNF migration policy to
minimize consolidation and migration energy cost, and formulated it
as an ILP model. Pham et al. [21] studied the traffic aware and energy
efficient SFC placement problem and formulated it as a combinatorial
NP-hard model. The authors in [22] presented a robust VNF placement
and routing optimization model to minimize the energy consumption
caused by computing and network infrastructure. Sun et al. [23] de-
signed a first-fit and greedy algorithm based SFC deployment method to
reduce energy consumption. In [24], the VNF placement and chaining
problem was formulated as a decision tree model with aim at saving
energy. Meanwhile, an extension of the Monte Carlo tree search method
was employed to achieve resource consolidation and VNF sharing
between multiple tenants.

Although many significant efforts have been input to save energy,
they only focus on SFC deployment in single domain networks rather
than in multi-domain networks. Most works try to save energy by
minimizing the total number of active servers or simply closing idle
network devices. For example, the authors in [18] consolidated SFCs
in the minimum set of servers, and used as few switches and links as
possible to save energy. Similarly, Kim et al. [31] dynamically consol-
idated the VNFs with low service traffic into other servers to reduce
the number of idle servers, thereby minimizing energy consumption.
In [32], by leveraging the adaptive rate strategy, servers dynamically
adjusted the processing capacity based on the coming workload to
reduce energy consumption. However, different from single domain
networks, the VNFs are deployed in different SDN domains in multi-
domain network. Although, SFCs are consolidated in the minimum set
of servers, and as few switches and links as possible are used, it easily
results in load imbalance, thereby affecting network performance and
user’s QoE. Most existing approaches are not unfeasible for our problem
since energy efficiency and load balancing of multi-domain networks
are not together guaranteed.

To cope with load balancing, several researches have conducted
recently. Wang et al. [33] explored the problem of multi-resource load
balancing for VNFs, and formulated it as an optimization problem.
Specifically, the dominant load that is defined as the maximum load
for all resource types was proposed as the load balancing metric. Thai
et al. [34] proposed a load balancing system for VNF chaining, to
diminish control and data plane overheads in existing service chaining
solutions by steering network traffic to different VNFs via multiple
paths. Fei et al. [35] proposed a novel framework for VNF assignment
in geo-distributed NFV infrastructure to achieve cost efficiency and
balancing of both computing and bandwidth resource. Carpio et al. [36]
tried to achieve load balancing by optimizing VNF placement with
replication.
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Fig. 1. System framework.

The above attempts address the load balancing problem efficiently.
However, their researches are limited to single domain networks and
ignore energy efficiency optimization. Different from the above works,
this paper tries to optimize SFC deployment across multiple SDN do-
mains with the aim of energy saving while achieving load balancing
of multi-domain networks. In particular, the load balancing degree
is proposed as the load balancing metric. The load balancing degree
represented by CPU utilization ratio is defined as the variance of
domain loads, described as in Eq. (6). When the VNFs are deployed in
different SDN domains more evenly, the load balancing degree becomes
smaller; otherwise, the VNFs are centrally deployed in some specific
SDN domains, the load balancing degree becomes larger.

With regard to the multi-domain SFC deployment, there are few
related researches at present. Our previous work in [25] focused on SFC
deployment in multi-domain SDN networks to optimize service cost.
However, we do not consider optimizing energy efficiency in [25]. Sun
et al. [26] formulated the online multi-domain SFC provisioning prob-
lem as an ILP model to minimize energy consumption, and presented a
heuristic algorithm to solve it. Xu et al. [27] proposed a hierarchical
control architecture for multi-domain service function chaining, and
designed an energy aware SFC placement algorithm and an energy
aware migration algorithm to reduce energy consumption. Their main
idea is to occupy as few resources as possible to accommodate as many
as service request. Kaur et al. [28] established a multi-objective opti-
mization model with the target of the maximum deployment of VNFs
and the minimum energy consumption taking into account resource
constraints, and presented an improved NSGA-II algorithm to solve it.

Similarly, we study the multi-domain SFC deployment problem,
and establish a multi-objective optimization model. However, different
from their optimization objectives, we aim to jointly optimize energy
consumption and load balancing of multi-domain networks by consid-
ering resource allocation. To solve the optimization model, we present
a heuristic service deployment algorithm.

3. System framework

The proposed energy efficient multi-domain network service deploy-
ment framework is illustrated in Fig. 1. Similar to [19], the overall

framework consists of two parts, i.e., orchestration part and network
infrastructure. In the orchestration part, we only consider VNF Manage-
ment and Orchestration (MANO). It is composed of three components
(i.e., NFV Orchestrator component, Service Deployment component and
SDN Controller component) that interact with each other to perform the
SFC deployment.

(1) NFV Orchestrator component
It corresponds to the NFV Orchestrator (NFVO) component in the

NFV architectural framework defined by European Telecommunica-
tions Standards Institute (ETSI) [4], and manages the VNF lifecycle.
It is responsible to receive service requests from the SDN controller
component and obtain the SFC deployment solution by communicating
with the service deployment component. After that, it sends the multi-
domain SFC deployment solution to the SDN controller component for
service provisioning.

(2) SDN Controller component
The SDN controllers can be divided into two categories. One is

the centralized controller (e.g., 𝐶0 in Fig. 1) and the other is the
domain controller (e.g., 𝐶1, 𝐶2 and 𝐶3 in Fig. 1). The whole network
is composed of multiple SDN domains, for example, there are three
SDN domains in Fig. 1. All the domain controllers are controlled
and managed by the centralized controller. The domain controller is
responsible to control and manage all the underlying network devices
in each domain including forwarding devices and physical servers. The
former is responsible to forward data flow, and the latter is used to
instantiate the VNFs.

To support energy efficient service provisioning, depicted in Fig. 1,
four functionality modules (i.e., topology discovery module, energy
detection module, network monitoring module and resource collection
module) and one knowledge database are added into the SDN controller
component. Their main functions are described as follows.

• Topology discovery module: It can get the global topology
view of multi-domain networks to control all the underlying net-
work devices. The obtained topology is stored in the knowledge
database, and used to compute the optimal deployment location
of each VNF.
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• Energy detection module: It is responsible to detect the energy
consumption of different servers in each SDN domain. The energy
consumption information of each SDN domain is recorded in the
knowledge database, and used to realize energy saving and load
balancing of multi-domain networks.

• Network monitoring module: It is responsible to monitor the
change of network status and workload of each server. Once
network status or server workload changes, they are stored in
the knowledge database, and used to calculate an optimal deploy-
ment solution for each service request.

• Resource collection module: It is responsible to collect resource
information of each server. It can provide useful resource infor-
mation to guide the resource allocation for the multi-domain SFC
deployment.

• Knowledge database: It is responsible to gather the informa-
tion on different types of VNFs and their resource requirements,
energy consumption of each server, network status, server load,
etc. Such information is useful to achieve the energy efficient
multi-domain SFC deployment.

In summary, the SDN controller component is responsible to dis-
cover network topology, detect server energy change, monitor network
status and collect resource capacity information. It sends these in-
formation to the service deployment component. On the other hand,
it receives service requests from end users (e.g., 𝑈𝑠𝑒𝑟𝐴 and 𝑈𝑠𝑒𝑟𝐵
in Fig. 1) and forwards the service requests to the NFV orchestrator
component. Moreover, it updates flow tables in forwarding devices
based on the multi-domain SFC deployment solution from the NFV
orchestrator component.

(3) Service deployment component
To deploy the network service, the NFV orchestrator component

sends the SFC and its resource demand to the service deployment
component. The service deployment component determines the optimal
servers to deploy all the VNFs by using the proposed heuristic service
deployment algorithm. In order to achieve energy efficient network
service deployment, the service deployment component requires real
time resource and workload status information for the optimal server
selection. The information can be obtained via the SDN controller com-
ponent. Upon determining the optimal server candidates, the service
deployment component sends the service deployment solution to the
NFV orchestrator component.

The proposed multi-domain service deployment framework is
aligned with the NFV framework proposed by ETSI, which is com-
posed of NFV Infrastructure (NFVI), VNFs and NFV management and
Orchestration (MANO) [11]. These components can be also identi-
fied in our proposed framework. In the proposed service deployment
framework, NFVI refers to the combination of hardware and software
resources distributed in multiple SDN domains. VNFs refer to the
virtual network functions deployed on virtual machines, running on
the physical servers. NFV MANO covers the lifecycle management of
physical resources as well as the management and orchestration of
VNF instances. In the proposed service deployment framework, NFV
MANO is mainly implemented by the NFV orchestrator component, the
service deployment component and the SDN controller component. The
NFV orchestrator component performs the same functionalities as the
NFV orchestrator defined by ETSI. The service deployment component
is responsible to determine the service deployment solution. In fact,
the service deployment solution can be also determined by the SDN
controller or the NFV orchestrator. However, to highlight the impor-
tance of energy efficiency SFC deployment function, we set the service
deployment component as a single component. The SDN controller
component is responsible to maintain the interaction between VNFs and
network resource.

Moreover, the Virtualized Infrastructure Manager (VIM) and VNF
manager (VNFM) in NFV MANO proposed by ETSI remain the same
in our proposed framework. Although the VIM proposed by ETSI is

responsible to manage network resources, the SDN controller in our
proposed framework plays the role of resource collection and allocation
by leveraging its centralized control capacity.

The main innovation of the proposed system framework is that we
integrate NFV technology and SDN architecture to realize the optimal
deployment of multi-domain network service (in forms of SFC) in
an energy efficient manner. Specifically, the global network topology
view, resource status and energy consumption information of each SDN
domain can be used to guide the SFC deployment in multi-domain
networks. It can achieve energy consumption minimization of server
nodes and load balancing degree minimization by taking advantages
of the global network knowledge and centralized decision making
mechanism of SDN.

The specific workflow of the proposed multi-domain service deploy-
ment framework is described as follows.

(1) When an end user enters multi-domain networks, it sends a
service request to the SDN controller for service provisioning.

(2) The SDN controller forwards the service request to the NFV
orchestrator, and the NFV orchestrator transforms this service request
to a SFC.

(3) The NFV orchestrator sends resource demands of the SFC to the
service deployment component.

(4) The service deployment component obtains the current global
network resource and energy status by communicating with the SDN
controllers.

(5) According to current resource status and server workload in-
formation, the service deployment component determines the appro-
priate server candidates by executing the proposed heuristic service
deployment algorithm.

(6) The service deployment component sends the SFC placement
solution to the NFV orchestrator, and the NFV orchestrator forwards
it to the SDN controller.

(7) The CPU, storage and memory resources are allocated to the
corresponding servers according to resource demand of VNFs, and flow
tables in the underlying forwarding devices are updated.

(8) When network status or server workload changes, they are
recorded in the knowledge database.

4. System model and problem formulation

In this section, we introduce the system model and problem formu-
lation. To facilitate the understanding, some key mathematical symbols
used in the paper are summarized in Table 1.

4.1. Assumptions

We make four assumptions on the multi-domain network service
deployment problem as follows. Firstly, multiple VNFs can be deployed
on the same server node, but one VNF cannot be split to deploy on
multiple servers. Secondly, we assume that the resource capacity of
each serve is limited, but the multi-domain networks have abundant
resource capacities for each service request. Thirdly, we only take
into account three kinds of resources (i.e., CPU, storage and memory
resource) for server resources. Finally, we assume bandwidth and delay
demand of each service request can be satisfied. Therefore, bandwidth
and delay demand of each service request is not considered in this
paper.

4.2. System model

4.2.1. Network model
The multi-domain physical network is modeled as an undirected

graph 𝐺 = (𝑉 ,𝐸), where 𝑉 is the set of physical nodes, and 𝐿 is
the set of physical links. The nodes are divided into two categories,
i.e., forwarding nodes (e.g. switch) and server nodes, denoted as 𝑉𝐹𝑁
and 𝑉𝑆𝑁 , respectively. Then, 𝑉 can be expressed as 𝑉 = 𝑉𝐹𝑁

⋃

𝑉𝑆𝑁 .
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Table 1
Summary of key mathematical symbols.

Notation Description

𝐺 The multi-domain physical network
𝐺𝑖 The 𝑖th SDN domain
𝑁𝐺 The total number of SDN domains
𝑉 The set of nodes
𝑉𝐹𝑁 The set of forwarding nodes
𝑉𝑆𝑁 The set of server nodes
𝑉 𝑖
𝑆𝑁 The set of server nodes in 𝐺𝑖

𝑉 𝑖,𝑗
𝑆𝑁 The 𝑗th server node in 𝐺𝑖

𝑟𝑝𝑖,𝑗𝑐𝑝𝑢 The CPU capacity of server 𝑉 𝑖,𝑗
𝑆𝑁

𝑟𝑝𝑖,𝑗𝑠𝑡𝑜𝑟 The storage capacity of server 𝑉 𝑖,𝑗
𝑆𝑁

𝑟𝑝𝑖,𝑗𝑚𝑒𝑚 The memory capacity of server 𝑉 𝑖,𝑗
𝑆𝑁

𝑏𝑤𝑖,𝑚,𝑗,𝑛 The bandwidth resource capacity of link 𝑒𝑖,𝑚,𝑗,𝑛
𝑓 The set of different types of VNFs
𝑓𝑖 The 𝑖th type of VNF
𝑟𝑑𝑖

𝑐𝑝𝑢 The CPU demand of VNF 𝑓𝑖
𝑟𝑑𝑖

𝑠𝑡𝑜𝑟 The storage demand of VNF 𝑓𝑖
𝑟𝑑𝑖

𝑚𝑒𝑚 The memory demand of VNF 𝑓𝑖
𝐹 The set of service requests
𝐹𝑖 The 𝑖th SFC
𝑁𝐹 The total number of SFC
𝐹𝑖,𝑗 The 𝑗th VNF in 𝐹𝑖

𝑥𝑖,𝑗𝑚𝑛 A binary variable. 1 if 𝐹𝑖,𝑗 is deployed on server 𝑉 𝑚,𝑛
𝑆𝑁 ; 0 otherwise

𝑦𝑘𝑖,𝑗 A binary variable. 1 if 𝐹𝑖,𝑗 belongs to 𝑓𝑘; 0 otherwise

With respect to each SDN domain, let 𝐺𝑖 = (𝑉 𝑖, 𝐸𝑖) denote the 𝑖th
SDN domain, where 𝑉 𝑖 and 𝐸𝑖 represent the set of physical nodes and
links in the 𝑖th SDN domain, respectively. Thus, 𝐺 =

⋃𝑁𝐺
𝑖 𝐺𝑖, where 𝑁𝐺

is the total number of SDN domains. The set of server nodes in domain
𝐺𝑖 is defined as 𝑉 𝑖

𝑆𝑁 , and the 𝑗th server in domain 𝐺𝑖 is denoted by
𝑣𝑖,𝑗𝑆𝑁 ∈ 𝑉 𝑖

𝑆𝑁 ⊆ 𝑉𝑆𝑁 .
The servers in different SDN domains have different resource ca-

pacities, including computing, storage and memory capacity. Therefore,
each server 𝑣𝑖,𝑗𝑆𝑁 is associated with three attributes 𝑟𝑝𝑖,𝑗𝑐𝑝𝑢, 𝑟𝑝

𝑖,𝑗
𝑠𝑡𝑜𝑟 and 𝑟𝑝𝑖,𝑗𝑚𝑒𝑚

to represent three available resource capacities, respectively.

4.2.2. Service request model
Let 𝑓 = {𝑓1, 𝑓2, 𝑓3,… , 𝑓𝑁𝑓

} be the set of different types of VNFs,
where 𝑓𝑖 is the 𝑖th type of VNF, and 𝑁𝑓 is the total number of all the
VNF types. Different types of VNFs have different resource demands.
Running the VNF consumes various types of server resources. Thus, we
define CPU, storage and memory resource demand of VNF 𝑓𝑖 by 𝑟𝑑𝑖𝑐𝑝𝑢,
𝑟𝑑𝑖𝑠𝑡𝑜𝑟 and 𝑟𝑑𝑖𝑚𝑒𝑚, respectively.

We define 𝐹 = {𝐹1, 𝐹2, 𝐹3,… , 𝐹𝑁𝐹
} to identify the set of service

requests, where 𝐹𝑖,𝑗 ∈ 𝐹𝑖 ∈ 𝐹 denotes the 𝑗th VNF in the 𝑖th SFC 𝐹𝑖,
and 𝑁𝐹 denotes the total number of service requests.

4.3. Problem formulation

4.3.1. Decision variables
The following two decision variables are defined for the multi-

domain SFC deployment decision.
𝑥𝑖,𝑗𝑚,𝑛: A binary variable. 1 if VNF 𝐹𝑖,𝑗 is deployed on server 𝑉 𝑚,𝑛

𝑆𝑁 ; 0
otherwise.

𝑦𝑘𝑖,𝑗 : A binary variable. 1 if VNF 𝐹𝑖,𝑗 belongs to 𝑓𝑘; 0 otherwise.

4.3.2. Energy consumption
In most existing works, the energy consumption is generally com-

posed of energy caused by servers and link energy consumption. How-
ever, according to [18], the link energy consumption only accounts
for a small proportion of total energy consumption [18]. Therefore,
some researches, e.g. [16,18,19,21,26,31], only focus on optimizing
server energy consumption in the network service function chain de-
ployment. Similarly, we only consider the energy consumption caused

by server nodes in this paper. In multi-domain networks, there exist
several heterogeneous clusters that use different kinds of servers with
different energy consumption. However, according to [31], the energy
consumption of a physical server increases linearly depending on the
CPU utilization of the server. Thus, we make the assumption that the
energy consumption of the server is proportional to the total number
of CPU resources required by the VNFs.

There are three kinds of working states for a server, i.e., in idle
mode, or in active mode, or in off mode. In off mode, the server is
shut down and stops working without any energy consumption. In idle
mode, the server waits for working and generates some energy even if
it does not host any VNFs. Once a VNF is deployed on the server, the
server is transformed from idle state to active state to run the VNF. With
the increase of server workload, the server will generate more energy
consumption. The energy consumption of server 𝑣𝑚,𝑛𝑆𝑁 can be expressed
as follows.

𝑒𝑚,𝑛 =

⎧

⎪

⎨

⎪

⎩

𝑒𝑚,𝑛𝑖𝑑𝑙𝑒 in idle mode
𝑒𝑚,𝑛𝑖𝑑𝑙𝑒 + 𝑒𝑚,𝑛𝑎𝑐𝑡𝑖𝑣𝑒 in active mode
0 in off mode

(1)

𝑒𝑚,𝑛𝑎𝑐𝑡𝑖𝑣𝑒 = 𝑝𝑚,𝑛 ⋅ 𝑒
𝑚,𝑛
𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥 (2)

𝑝𝑚,𝑛 =
𝑐𝑝𝑚,𝑛
𝑐𝑝𝑚,𝑛𝑚𝑎𝑥

(3)

𝑐𝑝𝑚,𝑛 =
∑

𝐹𝑖,𝑗∈𝐹𝑖

∑

𝐹𝑖∈𝐹

∑

𝑓𝑘∈𝑓
𝑥𝑖,𝑗𝑚,𝑛 ⋅ 𝑦

𝑘
𝑖,𝑗 ⋅ 𝑟𝑑

𝑘
𝑐𝑝𝑢 (4)

where 𝑒𝑚,𝑛𝑖𝑑𝑙𝑒 is the energy consumed by server 𝑣𝑚,𝑛𝑆𝑁 in idle state. 𝑒𝑚,𝑛𝑎𝑐𝑡𝑖𝑣𝑒
is the energy consumption caused by CPU resource consumption in
active state. 𝑝𝑚,𝑛 is the CPU utilization of server 𝑣𝑚,𝑛𝑆𝑁 . 𝑐𝑝𝑚,𝑛 is the
total number of CPU resources consumed by server 𝑣𝑚,𝑛𝑆𝑁 . 𝑐𝑝𝑚,𝑛𝑚𝑎𝑥 is the
maximum CPU resource capacity which server 𝑣𝑚,𝑛𝑆𝑁 consumes. 𝑒𝑚,𝑛𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥
is the maximum energy caused by server 𝑣𝑚,𝑛𝑆𝑁 consuming CPU resource.

Thus, the total energy consumption generated by all the SFCs 𝐹 can
be formulated as

𝐸𝐶 =
∑

𝑚

∑

𝑛
𝑒𝑚,𝑛 (5)

4.3.3. Load balancing degree
In order to evaluate the load balancing of multi-domain networks,

we define the concept ‘‘load balancing degree’’. We use the CPU utiliza-
tion ratio of the server to represent the load balancing degree, which
can be computed by Eq. (4). The smaller the load balancing degree
is, the better load balancing effect is. It can be observed from Eq. (4)
that its value is between 0 and 1. When the load balancing degree
is close to 1, it indicates that the multi-domain network system is in
serious load imbalance. When the load balancing degree is close to 0,
it indicates that the multi-domain network system is in near optimal
load balancing.

𝐿𝐵𝐷 = 1
𝑁𝐺

√

√

√

√

𝑁𝐺
∑

𝑚=1
‖𝑙𝑑𝑚 − ̄𝑙𝑑‖2 (6)

̄𝑙𝑑 = 1
𝑁𝐺

𝑁𝐺
∑

𝑚=1
𝑙𝑑𝑚 (7)

𝑙𝑑𝑚 = 1
𝑁𝑚

𝑆𝑁

𝑁𝑚
𝑆𝑁
∑

𝑛=1
𝑝𝑚,𝑛 (8)

where ̄𝑙𝑑 is the average server load of all SDN domains. 𝑁𝐺 is the total
number of SDN domains. 𝑙𝑑𝑚 is the total loads of servers in domain 𝐺𝑚.
𝑁𝑚

𝑆𝑁 is the total number of servers in domain 𝐺𝑚.
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4.3.4. The multi-objective optimization model
Our aim is to minimize the total energy consumption cost while

achieving the load balancing of multi-domain networks. Hence, the
proposed multi-objective optimization model is formulated as follows.

𝑚𝑖𝑛 𝐸𝐶 (9)
𝑚𝑖𝑛 𝐿𝐵𝐷 (10)

𝑠.𝑡.

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

∑

𝑚
∑

𝑛 𝑥
𝑖,𝑗
𝑚,𝑛 = 1 (a)

∑

𝐹𝑖,𝑗∈𝐹𝑖
∑

𝐹𝑖∈𝐹
∑

𝑓𝑘∈𝑓 𝑥𝑖,𝑗𝑚,𝑛 ⋅ 𝑦𝑘𝑖,𝑗 ⋅ 𝑟𝑑
𝑖
𝑐𝑝𝑢 ≤ 𝑟𝑝𝑚,𝑛𝑐𝑝𝑢 (b)

∑

𝐹𝑖,𝑗∈𝐹𝑖
∑

𝐹𝑖∈𝐹
∑

𝑓𝑘∈𝑓 𝑥𝑖,𝑗𝑚,𝑛 ⋅ 𝑦𝑘𝑖,𝑗 ⋅ 𝑟𝑑
𝑖
𝑠𝑡𝑜𝑟 ≤ 𝑟𝑝𝑚,𝑛𝑠𝑡𝑜𝑟 (c)

∑

𝐹𝑖,𝑗∈𝐹𝑖
∑

𝐹𝑖∈𝐹
∑

𝑓𝑘∈𝑓 𝑥𝑖,𝑗𝑚,𝑛 ⋅ 𝑦𝑘𝑖,𝑗 ⋅ 𝑟𝑑
𝑖
𝑚𝑒𝑚 ≤ 𝑟𝑝𝑚,𝑛𝑚𝑒𝑚 (d)

𝑥𝑖,𝑗𝑚,𝑛 ∈ {0, 1} (e)

𝑦𝑘𝑖,𝑗 ∈ {0, 1} (f)

(11)

Constraint (11)(a) ensures that each VNF should be deployed on
just one server node instead of multiple server nodes. For each server,
it needs to consume enough resources to run the deployed VNFs for
service provisioning. Thus, constraint (11)(b) ensures that the CPU
resource allocated to the server should meet the CPU demand of the
deployed VNFs. Similarly, constraints (11)(c) and (11)(d) guarantee
that the server has enough storage and memory resources to run the
VNFs, respectively. Moreover, the two decision variables should satisfy
the integrality constraints in formulas (11)(e) and (11)(f).

5. The heuristic deployment algorithm

In order to address the above optimization problem, we proposed
a novel heuristic network service deployment algorithm. In this sec-
tion, we describe the proposed heuristic algorithm and analyze its
complexity.

5.1. Algorithm description

High energy consumption and severe load imbalance result in server
performance degradation and affects user’s service level agreements.
Therefore, in order to avoid excessive energy consumption of each
server 𝑉 𝑚,𝑛

𝑆𝑁 , a maximum energy consumption threshold value (𝐸𝑚𝑎𝑥) is
set. Specifically, when we deploy a VNF 𝐹𝑖,𝑗 in multi-domain networks
𝐺, we select the server 𝑉 𝑚,𝑛

𝑆𝑁 with the minimum additional energy con-
sumption cost to deploy each VNF 𝐹𝑖,𝑗 . If the total energy consumption
generated by the selected server 𝑉 𝑚,𝑛

𝑆𝑁 exceeds the set threshold value
𝐸𝑚𝑎𝑥, we re-select another suitable server to deploy the VNF 𝐹𝑖,𝑗 .

On the other hand, in order to achieve the load balancing of multi-
domain networks 𝐺, a maximum workload threshold value (𝐿𝑚𝑎𝑥) and
a minimum workload threshold value (𝐿𝑚𝑖𝑛) are set to avoid each
server 𝑉 𝑚,𝑛

𝑆𝑁 from getting overloaded and underloaded, respectively.
Specifically, when we select server 𝑉 𝑚,𝑛

𝑆𝑁 for a VNF 𝐹𝑖,𝑗 , we judge
whether its workload is higher than the set threshold value 𝐿𝑚𝑎𝑥 or not.
If yes, we will re-select another suitable server to deploy the VNF. After
completing the SFC deployment, we make SFC deployment adjustment
to reduce the number of used servers. Specifically, the servers whose
workload is smaller than the set threshold value (𝐿𝑚𝑖𝑛) are switched off,
and all the VNFs deploying on the underloaded servers are re-deployed
on the other appropriate servers.

Moreover, we deploy the VNFs in all the SDN domains as uni-
formly as possible by means of the round-robin scheduling algorithm.
Specifically, at different moments, each SDN domain 𝐺𝑖 has different
number of deployed VNFs and different server workloads. In order to
keep the load balancing of multi-domain networks 𝐺, we set that the
probability of it being selected for next VNF deployment is smaller if an
SDN domain has bigger workload. Upon determining a candidate SDN
domain, we select an optimal server to deploy the VNF.

The main idea of the proposed heuristic service deployment algo-
rithm is that we deploy the VNFs on the servers which can generate

Algorithm 1 The Heuristic Network Service Deployment Algorithm

INPUT: 𝐺: The multi-domain networks
𝐹 : The set of service requests

OUTPUT: 𝐸𝐶: The total energy consumption
𝐿𝐵𝐷: The load balancing degree

BEGIN
01: Sort all the VNFs in descending order by CPU demand;
02: 𝑖 = 0;
03: for each VNF 𝑣𝑓 ∈ 𝐹 , do
04: Select an SDN domain 𝐷𝑖 by using the round-robin scheduling algorithm;
05: 𝑠 = 𝑆𝑒𝑙𝑒𝑐𝑡𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑆𝑒𝑟𝑣𝑒𝑟(𝐷𝑖 , 𝑣𝑓 );
06: if 𝑠! = 𝑁𝑈𝐿𝐿 then
07: Deploy VNF 𝑣𝑓 on server 𝑠;
08: Update the energy cost and load of server 𝑠 by Eq. (1);
09: Delete VNF 𝑣𝑓 from 𝐹 ;
10: else
11: goto step 4;
12: end if
13: end for
14: 𝐿𝐸𝑆 = 𝑆𝑒𝑙𝑒𝑐𝑡𝐿𝑜𝑤𝐸𝑛𝑒𝑟𝑔𝑦𝑆𝑒𝑟𝑣𝑒𝑟(𝐺);
15: 𝐿𝐿𝑆 = 𝑆𝑒𝑙𝑒𝑐𝑡𝐿𝑜𝑤𝐿𝑜𝑎𝑑𝑆𝑒𝑟𝑣𝑒𝑟(𝐺);
16: for each server 𝑙𝑠 ∈ 𝐿𝐿𝑆, do
17: for each VNF 𝑙𝑣𝑓 deployed on server 𝑙𝑠, do
18: 𝑚𝑒𝑠 = 𝑆𝑒𝑙𝑒𝑐𝑡𝑀𝑖𝑛𝑎𝑑𝑑𝑖𝑡𝑜𝑛𝑎𝑙𝐸𝑛𝑒𝑟𝑔𝑦𝑆𝑒𝑟𝑣𝑒𝑟(𝐿𝐸𝑆);
19: if 𝐸𝑚𝑒𝑠 ≤ 𝐸𝑚𝑎𝑥 and 𝐿𝑚𝑒𝑠 ≤ 𝐿𝑚𝑎𝑥, then
20: Deploy 𝑙𝑣𝑓 on server 𝑚𝑒𝑠;
21: Update the energy cost and load of server 𝑚𝑒𝑠 by Eq. (1);
22: end if
23: end for
24: end for
25: Switch all the servers in idle mode into off mode;
26: Calculate the total energy consumption by Eq. (5);
27: Calculate the load balancing degree by Eq. (6);
END

the smallest additional energy consumption to reduce the total server
energy consumption. Meanwhile, we deploy them into all the SDN
domains as uniform as possible to achieve the load balancing of multi-
domain networks. The pseudo code of the proposed heuristic service
deployment algorithm is described in Algorithm 1.

In the initial stage, all the VNFs are sorted in descending order by
their corresponding CPU demand 𝑟𝑑𝑖𝑐𝑝𝑢, illustrated in line 1.

In the second stage, each non-deployed VNF is repeated to execute
the following procedures until all the VNFs are successfully deployed
in multi-domain networks, illustrated lines 2–13.

(1) As illustrated in line 4, we execute the round-robin scheduling
algorithm to select a candidate SDN domain 𝐷𝑖 for the un-deployed
VNF 𝑣𝑓 .

(2) Next, we select the optimal server 𝑠 from the selected SDN do-
main 𝐷𝑖 for VNF 𝑣𝑓 by executing the optimal server selection algorithm
(Please See Algorithm 2), described in line 5.

(3) If the optimal server cannot be found from the current SDN
domain 𝐷𝑖 due to lack of CPU resources, we continue to search from the
other SDN domains by leveraging the round-robin scheduling algorithm
until we find the optimal server 𝑠. Then, we deploy VNF 𝑣𝑓 on the
selected server 𝑠, described in line 7.

(4) After deploying VNF 𝑣𝑓 on server 𝑠, we update server’s (𝑠) total
energy consumption and workload by Eq. (1), described in line 8, and
delete VNF 𝑣𝑓 from 𝐹 , described in line 9.

In the third stage, we make the multi-domain SFC deployment
adjustment after deploying all the SFCs in multi-domain networks 𝐺,
described in lines 14–24. Specifically, we first determine the set (𝐿𝐸𝑆)
of the servers whose energy consumption is less than 𝐸𝑚𝑎𝑥, and the set
(𝐿𝐿𝑆) of the servers whose workload is less than 𝐿𝑚𝑖𝑛, respectively.
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And then, we iteratively execute the following operations for each VNF
𝑙𝑣𝑓 , which is deployed on the underloaded server 𝑙𝑠 in sequence.

(1) We search for the optimal server 𝑚𝑒𝑠 from 𝐿𝐸𝑆, which satisfies
the resource demand of VNF 𝑙𝑣𝑓 and generates the minimum additional
energy consumption for VNF 𝑙𝑣𝑓 deployment, described in line 18. If
there exist appropriate servers, we will randomly select one server from
the candidate servers.

(2) If server 𝑚𝑒𝑠 satisfies the maximum energy consumption con-
straint and the maximum load constraint, we deploy VNF 𝑙𝑣𝑓 on server
𝑚𝑒𝑠, and allocate the corresponding resource to server 𝑚𝑒𝑠, described
in lines 19–20.

(3) We update the total energy consumption and workload of server
𝑚𝑒𝑠 by Eq. (1), described in line 21.

Next, we turn off all the servers on which no VNF is deployed,
to reduce the total energy consumption of multi-domain networks,
described in line 25. Finally, as described in lines 26–27, we compute
the total server energy consumption by Eq. (5) and load balancing
degree of multi-domain networks by Eq. (6), respectively.

Algorithm 2 The Optimal Server Selection Algorithm

INPUT: 𝐷𝑖: The 𝑖th SDN domain
𝑣𝑓 : Virtual network function

OUTPUT: 𝑠𝑣𝑓 : The optimal server
BEGIN
01: Determine the type 𝑘 of VNF 𝑣𝑓 by constraint (11)(f);
02: Get the resource demand (𝑟𝑑𝑘𝑐𝑝𝑢 , 𝑟𝑑

𝑘
𝑠𝑡𝑜𝑟 , 𝑟𝑑

𝑘
𝑚𝑒𝑚) of VNF 𝑣𝑓 ;

03: Select the servers 𝑆𝑅 which satisfy resource constraints (11)(b)–(11)(d) from 𝑉 𝑖
𝑆𝑁 ;

04: 𝑆𝐸 = 𝑒𝑚𝑝𝑡𝑦;
05: 𝑗 = 1;
06: for each server 𝑟𝑠 ∈ 𝑆𝑅, do
07: Calculate the total energy cost 𝑇𝐸𝑟𝑠 of server 𝑟𝑠 by Eq. (1);
08: Calculate the additional energy cost 𝐴𝐸𝑟𝑠 of server 𝑟𝑠;
09: Calculate the total load 𝑇𝐿𝑟𝑠 of server 𝑟𝑠;
10: if 𝑇𝐸𝑟𝑠 ≤ 𝐸𝑚𝑎𝑥 and 𝑇𝐿𝑟𝑠 ≤ 𝐿𝑚𝑎𝑥, then
11: 𝑆𝐸[𝑗] ← (𝑟𝑠, 𝐴𝐸𝑟𝑠);
12: 𝑗 = 𝑗 + 1;
13: end if
14: end for
15: Select optimal server 𝑠𝑣𝑓 with least additional energy cost from 𝑆𝐸;
END

Algorithm 2 illustrates the optimal server selection procedure for a
VNF 𝑣𝑓 . First of all, we determine the type 𝑘 of VNF 𝑣𝑓 by Eq. (11)(f),
and obtain CPU, storage and memory demand (𝑟𝑑𝑘𝑐𝑝𝑢, 𝑟𝑑

𝑘
𝑠𝑡𝑜𝑟, 𝑟𝑑

𝑘
𝑚𝑒𝑚) of

VNF 𝑣𝑓 , described in lines 1–2. Next, we select the servers 𝑆𝑅 from all
the servers 𝑉 𝑖

𝑆𝑁 in current SDN domain 𝐷𝑖, which meet the resource
demand of VNF 𝑣𝑓 by constraints (11)(b)–(11)(d). Then, we execute
the following operations for each selected server 𝑟𝑠 in 𝑆𝑅 iteratively.

In lines 4–15, we select the optimal server from 𝑆𝑅 according to
energy consumption cost and the total server load. Here, we use 𝑆𝐸
(described in line 4) to store the candidate server nodes and their corre-
sponding additional energy consumption. Then, the following operation
is completed for each server in 𝑆𝑅:

(1) For a specific server 𝑟𝑠, by Eq. (1), we first calculate its total
energy consumption 𝑇𝐸𝑟𝑠 when VNF 𝑣𝑓 is deployed on server 𝑟𝑠,
described in line 7.

(2) We compute its additional energy consumption 𝐴𝐸𝑟𝑠 caused by
the VNF 𝑣𝑓 deploying on server 𝑟𝑠, described in line 8.

(3) We compute its total workload 𝑇𝐿𝑟𝑠 when VNF 𝑣𝑓 is deployed
on server 𝑟𝑠, described in line 9.

(4) If the total energy consumption and total workload of server
𝑟𝑠 are smaller than the maximum energy consumption 𝐸𝑚𝑎𝑥 and the
maximum load threshold 𝐿𝑚𝑎𝑥 simultaneously, server 𝑟𝑠 and its addi-
tional energy consumption 𝐴𝐸𝑟𝑠 caused by VNF 𝑣𝑓 are recorded in the
candidate server set (𝑆𝐸), illustrated in lines 10–13.

Fig. 2. A simple example.

Finally, we choose an optimal server 𝑠𝑣𝑛𝑓 with the minimum addi-
tional energy consumption from the candidate server set 𝑆𝐸, to deploy
VNF 𝑣𝑓 , illustrated in line 15.

5.2. A simple example

In order to facilitate the understanding of the proposed heuristic
service deployment algorithm, we give a simple example as follows.

As shown in Fig. 2, there are four SDN domains (i.e., 𝐷1 ∼ 𝐷4)
and fourteen servers (i.e., 𝐴 ∼ 𝑁) in multi-domain networks. With
respect to the service requests, we assume that there are three different
SFCs, denoted by 𝐹1 = {𝑓1, 𝑓3, 𝑓5}, 𝐹2 = {𝑓2, 𝑓4, 𝑓5} and 𝐹3 =
{𝑓1, 𝑓2, 𝑓4}, respectively. The specific deployment workflow of three
SFCs is described as follows.

(1) We sort all the VNFs (i.e., 𝑓1 ∼ 𝑓5) by the CPU demands of
different types of VNFs in descending order. We assume that the got
consequence is (𝑓1, 𝑓2, 𝑓3, 𝑓4 and 𝑓5) after sorting the VNFs.

(2) Based on CPU resource demand sorting, we determine the
set of all the VNFs that needs to be deployed, denoted by 𝐷𝑒𝑝𝑠 =
{𝐹11, 𝐹31, 𝐹21, 𝐹32, 𝐹12, 𝐹22, 𝐹33, 𝐹13, 𝐹23} where 𝐹𝑖𝑗 is 𝑗th VNF in SFC 𝐹𝑖.

(3) For VNF 𝐹11, we select an SDN domain (e.g., 𝐷2) by leveraging
the round-robin scheduling algorithm.

(4) For each server (i.e., 𝐸 ∼ 𝐺) in the selected SDN domain
𝐷2, we calculate its total energy consumption, the additional energy
consumption caused by VNF 𝐹11 and the total workload.

(5) We select an optimal server (e.g., 𝐹 ) for VNF 𝐹11, which satisfies
the maximum energy consumption threshold 𝐸𝑚𝑎𝑥 and maximum load
threshold 𝐿𝑚𝑎𝑥, and has the minimum additional energy consumption.

(6) If there is no an appropriate server in the selected SDN domain
𝐷2, we re-select another appropriate SDN domain by executing the
round-robin scheduling algorithm, and determine the optimal server
candidate from the recent selected SDN domain by executing the same
steps mentioned above again.

(7) For all the remaining undeployed VNFs, we select an SDN
domain randomly and determine the optimal server for each VNF by
following the same step mentioned above. Here, we assume that they
are deployed on servers 𝐶, 𝐼 , 𝑀 , 𝐽 , 𝐺, 𝐵, 𝐸 and 𝐾, respectively.

(8) From the selected servers on which the VNFs are deployed, we
select the servers with small workload and the servers with low energy
consumption, and re-deploy the VNFs on the former into the latter. We
assume that the server 𝐸 is in low load and the server 𝐺 has small
energy consumption. Then, we re-deploy VNF 𝐹13 (deploying on server
𝐸) on server 𝐺.

(9) We switch all the servers (i.e., 𝐴, 𝐷, 𝐸, 𝐻 , 𝐿 and 𝑁) which are
in idle mode into off mode.

5.3. Complexity analysis

The proposed heuristic service deployment algorithm mainly in-
volves two important procedures, i.e., SFC deployment (Lines 1–13 in

455



C. Zhang, X. Wang, A. Dong et al. Computer Communications 151 (2020) 449–462

Algorithm 1) and SFC deployment adjustment (Lines 14–24 in Algo-
rithm 1). The time complexity and space complexity are analyzed as
follows.

We assume that the total number of VNFs in all the SFCs is 𝑁𝑣𝑛𝑓 .
The total number of VNF types is 𝑁𝑓 . The maximum number of server
nodes in each SDN domain is 𝑁𝑠. Therefore, the time complexity of
Algorithm 2 is 𝑇𝑎2 = 𝑂(𝑁𝑓+𝑁𝑠), and the space complexity of Algorithm
2 is 𝑆𝑎2 = 𝑂(𝑁𝑓 +𝑁𝑠).

The time complexity of the first procedure in Algorithm 1 is 𝑇𝑎11 =
𝑂(𝑁2

𝑣𝑛𝑓 )+𝑂(𝑁𝑣𝑛𝑓 ⋅(𝑁𝑓+𝑁𝑠)) ∼ 𝑂(𝑁2
𝑣𝑛𝑓 ). Similarly, the space complexity

of the first procedure in Algorithm 1 is 𝑆𝑎11 = 𝑂(𝑁2
𝑣𝑛𝑓 ).

The time complexity of the second procedure in Algorithm 1 is
𝑇𝑎12 = 𝑂(𝑁𝑠) + 𝑂(𝑁2

𝑠 ⋅𝑁𝑣𝑛𝑓 ) ∼ 𝑂(𝑁2
𝑠 ⋅𝑁𝑣𝑛𝑓 ), and the space complexity

of the second procedure in Algorithm 1 is 𝑆𝑎12 = 𝑂(𝑁2
𝑠 ⋅𝑁𝑣𝑛𝑓 ).

Thus, according to the above analysis, the total time complexity of
the proposed heuristic service deployment algorithm (i.e., Algorithm
1) is 𝑇𝑎1 = 𝑂(𝑁2

𝑠 ⋅ 𝑁𝑣𝑛𝑓 + 𝑁2
𝑣𝑛𝑓 ). The total space complexity of the

proposed heuristic service deployment algorithm (i.e., Algorithm 1) is
𝑆𝑎1 = 𝑂(𝑁2

𝑠 ⋅𝑁𝑣𝑛𝑓 +𝑁2
𝑣𝑛𝑓 ).

5.4. Discussion

We assume that the total number of network domains is 𝑁𝐺, the
total number of server nodes in multi-domain networks is 𝑁𝑠𝑒𝑟, the total
number of nodes in multi-domain networks is 𝑁𝑣, the total number of
service requests is 𝑁𝑠𝑓𝑐 . The time complexity of comparison algorithms
is analyzed as follows.

The time complexity of the random deployment (RANP) algo-
rithm [37] is 𝑂(𝑁𝐺 ⋅ 𝑁𝑠 ⋅ 𝑁𝑣𝑛𝑓 ); the time complexity of first-fit de-
ployment (FFP) algorithm [38] is 𝑂(𝑁𝑠𝑒𝑟 ⋅ 𝑁𝑣𝑛𝑓 ); the time complexity
of energy aware SFC placement (EASP) algorithm [18] is 𝑂(𝑁𝑠𝑒𝑟 ⋅
𝑁𝑣𝑛𝑓 ); the time complexity of multi-domain SDN SFC deployment
(MDSP) algorithm [25] is 𝑂(𝑁4

𝑣 ); the time complexity of energy effi-
cient multi-domain SFC provisioning (MDEP) algorithm [26] is 𝑂(𝑁2

𝑣 ⋅
𝑁𝑠𝑓𝑐 ).

Compared with the above five algorithms, although the proposed
heuristic deployment algorithm can efficiently reduce server’s energy
consumption and keep load balancing of multi-domain networks, its
time complexity is higher. In particular, as the total number of VNFs
and servers increases, the time cost of the proposed heuristic deploy-
ment algorithm becomes large.

6. Performance evaluation

In this section, we introduce simulation setup and evaluation met-
rics. And then, we analyze the simulation results.

6.1. Simulation setup

The simulation experiments are implemented using MATLAB, run-
ning on Windows 7 personal computer with Inter (R) Core(TM), 2.93
GHz CPU, 4GRAM. In order to simulate multi-domain networks, we
select CERNET2 topology [39] and Interoute topology [40] as the test
topologies, and randomly divide CERNET2 (CR) network and Interoute
(IR) network into 4 and 10 domains, respectively. CERNET2 network is
composed of 20 nodes and 22 links, and Interoute network is composed
of 110 nodes and 148 links.

The main parameters used in the simulations is summarized in
Table 2. In order to make our simulation scenarios more generic,
similar to [41], ‘‘units’’ is adopted to quantify resource consumption
and energy cost. With respect to resource capacity, the CPU, storage
and memory resource capabilities of each server in CERNET2 network
scenarios are a real number uniformly distributed between 15 and
20 units, respectively. While, the CPU, storage and memory resource
capabilities of each server in Interoute network scenarios are uniformly
distributed within [3, 5] units, respectively.

Table 2
Summary of simulation parameters.

Parameter Value

𝑟𝑝𝑖𝑗𝑐𝑝𝑢 (CR) 𝑈 (15, 20)

𝑟𝑝𝑖𝑗𝑠𝑡𝑜𝑟 (CR) 𝑈 (15, 20)

𝑟𝑝𝑖𝑗𝑚𝑒𝑚 (CR) 𝑈 (15, 20)

𝑟𝑝𝑖𝑗𝑐𝑝𝑢 (IR) 𝑈 (3, 5)

𝑟𝑝𝑖𝑗𝑠𝑡𝑜𝑟 (IR) 𝑈 (3, 5)

𝑟𝑝𝑖𝑗𝑚𝑒𝑚 (IR) 𝑈 (3, 5)
𝑚𝑖𝑛𝐸 𝑈 (5, 10)
𝑚𝑎𝑥𝐸 𝑈 (40, 60)
𝐸𝑚𝑎𝑥 85%
𝐿𝑚𝑎𝑥 85%
𝐿𝑚𝑖𝑛 15%
𝑁𝑓 6
𝑟𝑑𝑖

𝑐𝑝𝑢 𝑈 (0, 1.2)
𝑟𝑑𝑖

𝑠𝑡𝑜𝑟 𝑈 (0, 1.2)
𝑟𝑑𝑖

𝑚𝑒𝑚 𝑈 (0, 1.2)
𝑁𝐹𝑖

𝑈 (2, 5)
𝑁𝐹 50

In both network scenarios, the minimum energy consumption
(𝑚𝑖𝑛𝐸) of each server is assumed to be uniformly distributed within
[5, 10] units, and the maximum energy consumption of each server
(𝑚𝑎𝑥𝐸) is uniformly distributed within [40, 60] units. The maximum
energy consumption threshold (i.e., 𝐸𝑚𝑎𝑥) of each server is assigned to
85%. The maximum and minimum load thresholds (i.e., 𝐿𝑚𝑎𝑥 and 𝐿𝑚𝑖𝑛)
of each server are assigned to 85% and 15%, respectively.

Similar to [36], we assume that both network scenarios can sup-
port six VNF types, i.e., NAT, FW, IDS, Load Balancer (LB), WAN
Optimization and Flow Monitor (FM). The CPU, storage and memory
demands in each type of VNF are a real number uniformly distributed
with [0, 1.2] units, respectively. In particular, to analyze the impact
of resource demand per VNF on network service deployment scheme,
the resource demand per VNF is divided into three categories, i.e,
𝐷(0, 0.4), 𝐷(0.4, 0.8) and 𝐷(0.8, 1.2). 𝐷(𝑎, 𝑏) represents that the resource
demand per VNF obeys the uniform distribution between 𝑎 and 𝑏 units.
For example, 𝐷(0.8, 1.2) denotes that the CPU, storage and memory
resource demands per VNF are uniformly distributed within [0.8, 1.2],
respectively.

Similar to [40], all the SFCs are generated randomly, and the
number of VNFs in each SFC is uniformly distributed with [2, 5]. For
service requests, we assume that the total number of SFCs is 50.

To evaluate the performance of the proposed heuristic deployment
(Heuristic) algorithm, we select RANP algorithm, FFP algorithm, EASP
algorithm, MDSP algorithm and MDEP algorithm as comparison algo-
rithms. In particular, EASP algorithm is used to solve the problem of
energy efficient network service deployment in single domain network
scenarios. We conduct the comparisons between Heuristic algorithm
and EASP algorithm to show that EASP algorithm is not suitable for
solving our proposed energy efficient multi-domain network service
deployment problem.

In order to obtain more exact simulation results, in our simulation
experiments, each experiment is repeated 20 times, and the average is
calculated as the final result. The confidence intervals for all the results
are set to 95%.

6.2. Performance metrics

Three metrics including energy consumption, load balancing de-
gree and time overhead are selected to comprehensively evaluate the
performance of the proposed heuristic deployment algorithm.

• Energy consumption: It refers to the total energy consumption
of all the active server nodes, calculated by Eq. (5).

• Load balancing degree: It refers to the load balancing degree of
multi-domain networks, calculated by Eq. (10).
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Fig. 3. Energy consumption [𝐷(0, 0.4)].

• Time overhead: It refers to the time overhead spent by the
service deployment algorithm deploying a set of SFCs in multi-
domain networks.

6.3. Simulation results

6.3.1. Energy consumption
Figs. 3–5 show energy consumption comparison results of six de-

ployment algorithms under different resource demands in both network
scenarios, respectively. We can observe that with the increase of SFCs,
the total energy consumption generated by six deployment algorithms
becomes big. This is because as the number of SFCs increases, the total
number of VNFs becomes bigger. Accordingly, more VNFs are deployed
in multi-domain networks. To provide efficient service, the servers
require more CPU resource, storage resource and memory resource
to instantiate the deployed VNFs, further generating a lot of energy
consumption. Similarly, it can be also observed from Figs. 3–5, with
the growth of resource demand per VNF, the total energy consumption
in both network scenarios shows a increasing tendency. This is because
to instantiate the VNFs, the servers consume more resources, especially
CPU resource.

Fig. 4. Energy consumption [𝐷(0.4, 0.8)].

Compared with five comparison algorithms, we can observe that
the proposed heuristic deployment algorithm can produce the lowest
energy consumption in both network scenarios. Meanwhile, compared
with the MDSP algorithm, first-fit deployment algorithm and ran-
dom deployment algorithm, the MDEP algorithm and EASP algorithm
can produce smaller energy consumption. The detailed reasons are as
follows.

In the first-fit deployment algorithm, each VNF is deployed on the
server which is the first to satisfy its resource demand. However, in the
random deployment algorithm, each VNF is randomly deployed on a
server. Compared with the first-fit deployment algorithm, the random
deployment algorithm can occupy more servers to deploy the VNFs,
further resulting in higher energy consumption. The MDSP algorithm
tries to deploy the VNFs in the same SFC in few SDN domains with
small resource usage cost as possible. However, the first-fit deployment
algorithm, random deployment algorithm and MDSP algorithm do not
consider reducing energy consumption. Different from them, all of
the other three algorithms regard energy saving as their optimization
objectives. Although the EASP algorithm tries to save energy, it is
limited to single domain network scenarios rather than multi-domain
network scenarios. Its energy efficiency is lower than that of the heuris-
tic deployment algorithm. The simulation results demonstrate that the
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Fig. 5. Energy consumption [𝐷(0.8, 1.2)].

EASP algorithm is not suitable for solving the proposed problem in
this paper. Different from the MDEP algorithms, the proposed heuristic
deployment algorithm deploys each VNF on the server with the smallest
additional energy consumption cost. Moreover, the proposed heuristic
deployment algorithm further adjusts the SFC deployment and switches
off all idle servers to reduce energy consumption.

In addition, by comparing CERNET2 and Interoute network scenar-
ios, we can observe that the total energy consumption in CERNET2
network scenarios is less than that in Interoute network scenarios. This
is because compared with CERNET2 network scenarios, Interoute net-
work scenarios has a larger number of SDN domains and server nodes,
and each server in it has smaller resource capacity. When we deploy
the same number of VNFs with same resource demands in CERNET2
and Interoute network scenarios respectively, the total number of used
servers in CERNET2 network scenarios is less than that in Interoute
network scenarios.

6.3.2. Load balancing degree
Figs. 6–8 show six different service deployment algorithms compari-

son results on load balancing degree under different resource demands,
respectively. We can observe from Figs. 6–8 that, among six service

Fig. 6. Load balancing degree [𝐷(0, 0.4)].

deployment algorithms, the proposed heuristic deployment algorithm
can generate lowest load balancing degree, and the first-fit deployment
algorithm can generate the biggest. In our design, the smaller the
load balancing degree is, the better the load balancing effect can be
achieved. In other words, the proposed heuristic deployment algorithm
can achieve better load balancing effect than the other five comparison
algorithms. The detailed reasons are as follows.

Regarding with the first-fit deployment algorithm, it centrally de-
ploy the VNFs on a limited number of server nodes. This easily results
in serious server load imbalance. However, the random deployment
algorithm randomly selects a server with satisfying each VNF’s resource
demand to deploy it. Compared with the first-fit deployment algorithm,
the random deployment property can improve the load balancing effect
of multi-domain networks. On the other hand, although the MDEP
algorithm and EASP algorithm attempt to reduce energy consumption,
they ignore the load balancing effect of multi-domain networks. Similar
to the proposed heuristic deployment algorithm, the MDSP algorithm
considers optimizing multi-domain SFC deployment. However, it does
not consider optimizing load balancing of multi-domain networks.
Different from five comparison algorithms, the proposed heuristic de-
ployment algorithm deploys all the VNFs in all the SDN domains as
uniformly as possible. More importantly, to achieve the load balancing
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Fig. 7. Load balancing degree [𝐷(0.4, 0.8)].

of multi-domain networks, it also sets the maximum and minimum load
thresholds, respectively.

It can be also observed from Figs. 6–8 that six deployment algo-
rithms show different load balancing degree under different resource
demand. This is because each server node has different resource capac-
ity (i.e., CPU, storage and memory), and each VNF is deployed on the
server node which can satisfy the changing resource demand, rather
than a fixed server node. With respect to different resource demands
per VNF, the same deployment algorithm selects different server nodes
in different SDN domains to deploy all the VNFs. Different deployment
locations of the VNFs can make different effects on load balancing of
multi-domain networks.

6.3.3. Time overhead
Figs. 9–11 show time overhead comparison results of six deploy-

ment algorithms, respectively. We can observe that as the total number
of SFCs increase, the time overhead of each deployment algorithm
shows an increasing tendency. This is because with the increase of
SFCs, more VNFs are generated. To deploy the VNFs in multi-domain
networks, each deployment algorithm requires more time to search

Fig. 8. Load balancing degree [𝐷(0.8, 1.2)].

the optimal servers for all the VNFs. Moreover, compared with five
comparison algorithms, the proposed heuristic deployment algorithm
generates higher time overhead. This is because compared with five
comparison algorithms, the process procedure of the proposed heuristic
deployment algorithm is more complex. Specifically, it first deploys all
the VNFs into multi-domain networks by leveraging the optimal server
selection algorithm. And then, it makes the SFC deployment adjustment
wherein all the VNFs deployed on the servers with low load are re-
deployed on another appropriate servers whose energy consumption is
smaller than the set threshold. The complex process procedure takes
a lot of time. In particular, the total number of VNFs has a great
influence on the time complexity of the proposed heuristic deployment
algorithm. As illustrated in Figs. 9–11, with the increase of VNFs,
the time overhead generated by the proposed heuristic deployment
algorithm increases rapidly.

By comparing CERNET2 and Interoute network scenarios, we can
observe that the time overhead of each service deployment algorithm in
Interoute network scenarios is much higher. The explanations are as fol-
lows. Compared with CERNET2 network scenarios, Interoute network
scenarios has more server nodes and more network domains, and the
resource capacity of its each server is smaller. When we deploy a set of
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Fig. 9. Time overhead [𝐷(0, 0.4)].

VNFs, each service deployment algorithm need traversal more servers
and takes more time to search the optimal servers in Interoute network
scenarios. In particular, the total number of servers also has a great
influence on the time complexity of the proposed heuristic deployment
algorithm. As illustrated in Figs. 9–11, compared with CERNET2 net-
work scenarios, the proposed heuristic deployment algorithm generates
higher time overhead in Interoute network scenarios.

In addition, we can also observe that with the increase of resource
demand per VNF, the time overheads of each deployment algorithm
gradually becomes big. This is because each server has the limited
resource capacity. When the resource demand per VNF increases, the
total number of servers which can satisfy the resource demand of VNFs
becomes less. In this case, each service deployment algorithm takes
more time to search the suitable servers to deploy all the VNFs in the
SFC.

In summary, we draw the conclusions from the above performance
comparisons that the proposed heuristic deployment algorithm is ef-
ficient and outperforms comparison algorithms in terms of energy
consumption and load balancing degree.

Fig. 10. Time overhead [𝐷(0.4, 0.8)].

7. Conclusion

In this work, we present an energy efficient service deployment
framework to realize flexible SFC deployment in multi-domain net-
works. A multi-objective optimization model is proposed to minimize
energy consumption and load balancing degree. To solve it, we pro-
pose a heuristic service deployment algorithm. The extensive simula-
tions demonstrate that the proposed algorithm is efficient and outper-
forms comparison algorithms in terms of energy consumption and load
balancing degree.

There is no a mature and unified simulation platform for SFC
deployment in SDNFV environments so far. Our work only verify
the proposed heuristic algorithm. In the future, we try to build a
real network environment using real machines to verify the proposed
scheme. Moreover, in real scenarios, network topologies and user’s
service demands in different SDN domains usually change with time
dynamically. However, this work is limited to static multi-domain SFC
deployment. To improve users’ QoE, our future work will also explore
how to achieve dynamic multi-domain SFC deployment with the aim of
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Fig. 11. Time overhead [𝐷(0.8, 1.2)].

optimizing server and link energy consumption and load balancing by
considering additional constraints, such as bandwidth, delay, hop, loss
and the agreements between different operators on pricing models.
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