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A B S T R A C T

In this paper we investigate whether continuous oscillations are probable for the wind turbines dynamics when
connected to the grid. This can have negative consequences on the mechanical parts of the system, the power
grid and, possibly, on other power systems connected to the same grid. We consider the wind turbine when the
pitch control is activated, exposing it to higher wind speeds. In order to find out if there are continuous oscil-
lations in the state variables that may realistically occur, we investigate if there are periodic attractors for the
dynamics that are still allowed within the control limits suggested by many in industry, such as, and not limited
to General Electric. The paper provides rigorous mathematical proofs for boundedness of the systems state
variables and their derivatives under the imposed control limits by industry. This establishes the existence of
attractors in a bounded system under the controls. We then find that there is a Hopf bifurcation in which periodic
attractors within the control limits exist. The results are supported by simulations. The nonlinear model used in
the analysis is validated versus a real measured data to magnify the finding of this paper. The conclusion of this
paper is significant for the nonlinear dynamics and control literature for wind turbines complex system, and the
possible consequences on studying/questioning the control limits (limeters) suggested by industry.

1. Introduction

According to the US Department of Energy [1], wind is the fastest
growing energy resource being used. This rapid expansion requires
more scientific research and studies to comprehend the dynamics of
Wind Turbine Generators (WTGs), if we are to gain the most from this
valuable resource. Governments and corporations are working on un-
derstanding the challenges and consequences of integrating WTGs
within large cities with/without other power systems. As a result of the
complexities of the WTG mechanical and electrical systems, dynamic
and control studies have increased recently. This has been observed by
the comprehensive review article [2]. Additionally, the reader may
consider [3,4] for studies that are looking into the challenges facing the
future of power grid with large share of wind and renewable energies.

According to [5], three-bladed (type-3) WTGs are more efficient in
extracting power from the air streams, when compared to other types.
Coefficients of Performance ( curves) of type-3 can go to up 0.4-0.5 ef-
ficiency (also see [6]). Most agree that Doubly Fed Asynchronous/In-
duction Generator (DFAG/DFIG) is mostly the technology used with
WTGs systems. A detailed study describing this can be found in the lit-
erature review of [2] with citations to many sources in the literature that
focus mainly on investigating the implementation and advantageous of
DFAG/DFIG technologies. Also, it is noticeable that General Electric (GE)

[7,8] and Electric-Power-Institute/National-Renewable-Energy-Lab
(NREL) [9] used DFAG/DFIG-based models in their work. Therefore, we
consider Type-3 DFAG/DFIG in our study. In [7] the block diagrams of
WTGs were introduced, covering the basic wind power extraction model,
rotor models, discussion about the reference speed, pitch control, and
reactive power control. In [8], they discuss in greater detail the coeffi-
cients of performance (Cp curves) and added two optional control blocks
(active Power and inertia Controls) to make the model more realistic.
Summary of GE results can be found in [10]. The GE studies have been
validated and compared to measured data in [7,8,11]. Also, the GE team
confirmed in their studies the reliability of using their model to represent
WTG models for other versions of WTGs. Other modeling, foundation
and control literature of WTGs can be found in [12–18].

Having the WTG working under pitch control has been unequivocally
the most interesting case to study. This is due the fact that pitch control is
only activated when the WTG is exposed to higher wind speeds (see
[19–21]). Therefore, a literature of developing, introducing, and im-
proving pitch control, in specific, has emerged in both theoretical and
experimental setups. An example of that can be found in [22] for two-
bladed WTG, [23] for three-bladed one and [24] for an alternating two-
bladed and three-bladed WTG. In [20,25], a WTG model involving pitch
control, was introduced and Simulink simulations were done while they
cited GE studies mentioned in the previous paragraph, in addition to [26].
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We would like to emphasize that only very recently, large scale
nonlinear differential-algebraic models in time domain started to enter
the literature to study WTGs dynamics and control. This has been in-
vestigated and explained in our very recent series of publications
[19,27–32], which for the most part, are time domain transformations
of the major models discussed in the previous paragraph (GE [7,8],
NREL [9] and [20,25]). In [19], the WTG system was introduced as a
differential-algebraic model. In the same paper [19], the WTG full
model was reduced to be concerned about the WTG being exposed to
higher wind speeds, which is the case when the pitch control is acti-
vated and usually is the operating condition in practice. The importance
of the study [19] is that the WTG system under pitch control was
parametrically studied to identify the parameters that can cause sen-
sitivity problems. The parameters that actually were identified to cause
sensitivity, were the wind speed vwind, the impedance of the power grid
(in particular the reactance X ). As a result, the paper [27], investigated
further the sensitivity study in [19] to see if actually a stability problem
may show up consequently. Interestingly, it was found that a drop in X
can cause instability, which introduced the possibility of a bifurcation
because of the change in X . This has been confirmed further in [29],
where the eigenvalues were shown sensitive to X using the same model
as in both [19,27]. An interesting observation in both [28,30] is that
the algebraic constraint resulting from the network connection to the
power grid, can be eliminated through a rigorous mathematical proof as
done in [31], and still be accurate in the reduced versions of the model
in [28,30]. This accuracy was validated in multiple scale analysis and
data validation in [32]. The reader can refer to the detailed explanation
of converting the WTGs transfer functions into system of differential-
algabraic equations in [21].

1.1. The motivation and the objective of this paper

The study in [25] has observed that the system may transition to
unstable status when a drop in the impedance occurs. This observation
was made in [33], where the possibility of bifurcation and instability
was introduced based on eigenvalue sensitivity. The study [27] has
investigated this observation further by performing a complete

eigenvalue analysis (local stability analysis) and introduced the ex-
istence of a Hopf bifurcation for a severe drop in the reactance X, while
the system had the pitch control activated (WTG exposed to higher
wind speeds, which is usually the case of interest). This phenomenon
was reported by the NREL in [34] that as the load from the grid reduces,
the WTG acts “funny” and “break”. The author of this paper has dis-
cussed this observation with the NREL team during his visit to the NREL
as a part from the IEEE Green Technology Summit taking place near
NREL and with coordination with the lab. In this same conference the
papers [27,28] were presented and published. So, can we connect the
dots between some of the theoretical investigations ([25,33] and most
recently in [27]) in one side, and the practical observation by the NREL
[34] in another? This connection of dots can help us understanding how
under current control limits (limiters) suggested by industry, the WTG
still show this unstable response for large drops in the grid impedance,
especially that our recent work [20] raised a lot of questions regarding
the limiters themselves and their accuracy. This, consequently, can help
us to introduce a new control condition/system that addresses the
problem, or at least improve the existing control limiters. The reason
why searching for a Hopf bifurication is useful and desirable for this
analysis, is that the Hopf bifurcation can have a family of periodic at-
tractors on one side of the bifurcation point, which causes the oscilla-
tions to be consciously happening, bounded and on the attractor or
converging to it. This nonlinear dynamical analysis, combined with the
control limits effect and NREL observation, has not been investigated
(to the best of our knowledge) in the theoretical/practical literature of
design, dynamics and control for WTGs. This is kind of expected, as we
believe our work [31,32] is the first to provide full rigorous mathe-
matical analysis for the nonlinear dynamics and control of the WTG
system. Now, one can see that if the WTG control system and its control
limits (limiters) allow for the existence of periodic attractors, and in the
same time enforce bounded trajectories, then this can be the explana-
tion for the phenomenon of interest. In another words, the WTG system
and its limiters can allow for bounded continuous oscillations when the
impedance of the power grid drops, and therefore the WTG shows a
strange response even when the limiters are in place. In Section 2 of this
paper, we introduce the model for the WTG being exposed to higher

List of symbols

, Ar , vwind air density, rotor area m( )2 , wind speed (m/s)
Cp, wref aerodynamic power coefficient, reference speed

P,i j, mech empirical constants, mechanical power
w w,0 base initial speed, base angular frequency
Pelec, V electrical (active) power, terminal voltage
R, X , E infinite bus parameters: resistance, reactance, infinite bus

voltage
Qgen, Iplv reactive power, active current
, tip ratio, pitch angle in degrees

w w,t g dynamic turbine and generator speeds
m integral of of difference between dynamic turbine and

generator speeds
f1, f2 integrals of differences of speeds and powers
Pstl, Kpp rated power, and pitch control proportional
pinp, P1elec power order, filtered electrical power
Tpc, Kptrq time constant, torque control proportional
Vref , Eqcmd reference voltage, reactive voltage command
H , Hg turbine inertia constant, generator inertia constant
Dtg, Kvi shaft damping constant, reactive voltage command time

constant
Kitrq, Kpc torque control gain, pitch compensation proportional
Kip, Kic integral gains
Kpp, KQi pitch control proportional, reference voltage's gain
Ktg, Tpwr shaft stiffness constant, filtered electric power time

constant
Kvi, Eq reactive voltage command time constant, generator re-

active variable
min lower control limit of
max upper control limit of

mmin lower bound of m

mmax upper bound of m
f1 min lower bound of f1
f1 max upper bound of f1
f2 min lower bound of f2
f2 max upper bound of f2
Pelecmax upper bound of Pelec
Pelecmin lower bound of Pelec
Pmechmax upper bound of Pmech
Pmechmin lower bound of Pmech
Vmax upper control limit of Vref
Vmin lower control limit of Vref
Vmnm lower bound of V
Vmxm upper bound of V
wgmax upper bound of
wgmin lower bound of wg
XlQmax upper control limit of Eqcmd
XlQmin lower control limit of Eqcmd
wtmax upper bound of wt
wtmin lower bound of wt
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wind speeds and having the pitch control activated as in [19,21,27].
Also, in the same section, the model will be verified vs. Simulink si-
mulations of GE and NREL models, and validated vs. real time data to
support the reliability of the model used in this paper and the con-
sequent findings. In Section 3, we provide a boundedness proof for the
WTG state variables under control limits (limiters), which implies im-
mediately the existence of attractors. In Section 4, numerically it is
shown that there is a family of periodic attractors on one side of the
bifurcation point. This family of periodic attractors can actually gen-
erate trajectories that are both bounded and under the imposed control
limits (limiters) suggested by industry, and commonly used in practice
by GE, NREL and others. Lastly, Section 5 concludes the paper and
emphasizes the finding of the analysis.

2. The model

We consider the WTG control dynamics and system as described and
explained in [19–21,27] with two mass model, pitch control, reactive
power control, electric control, power order block, and DFIG/DDFAG
generator connected to infinite bus grid model. The state variables,
parameters, and control functions are explained in detail while building
the model in [19–21,27]. The transfer functions can be seen in
[8,20,21], while the network equation is derived in [20,21,25]. For the
convenience of the reader, the WTG model utilized in this paper is
presented in block diagrams and transfer functions in Figs. 1–6, fol-
lowed by the differential-algebraic equations representation used in the
analysis of this paper.

In order to avoid incomprehension, the reader should keep in mind
that wbase, w0, wref , wg and wt are not all dynamic speeds. As explained
by detail in [20,21], and demonstrated in Figs. 1 and 2, wbase, w0 and
wref are parameters, whereas wt and wg are state variables. In particular,
both the turbine and generator speeds are consistent of dynamic terms
wt and wg respectively and an initialized constant w0 (turbine speed =
wt+w0 and generator speed = wg+w0, see Fig. 1). In the steady state,
the system should aim at having both the generator and turbine speeds
in equivalence to the reference speed wref , which is a fixed parameter
(rated speed) when the WTG is under pitch control (the case in this
paper, see also [21]). Note that the base angular velocity wbase is a fixed

parameter for a given natural frequency, and it acts as an integrator
gain in the two mass model (see Fig. 1).

2.1. The differential equations model

The model in nonlinear differential-algebraic equations re-
presentation is as follows:
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Fig. 1. Two mass model of WTG.

S.A. Eisa Electric Power Systems Research 180 (2020) 106098

3



where =Q V E V X( )/qgen eq, =Q Ptan(PFE)cmd 1elec, PFE is small angle,

= =
= =

P C A v A v1
2

( , ) 1
2

,p r
i j

i j
i j

rmech wind
3

0

4

0

4

, wind
3

and = +w w v( )/t 0 wind. The algebraic constraint can be eliminated by
proving that there is a unique solution for Eq. (13) that is representing
the dynamics of the system. We introduced the proof in Section 2.2 in
[31]. The unique terminal voltage solution is given by

= = +V f I E X R E B B
A

( , ; ; ; ) 4AC
2qplv

2

(14)
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eq
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2 2

eq
and

= + ++C R X I E( )R X
X

2 2
plv
2 22 2

eq
.

2.2. Verification of the model and comparison with general electric and
NREL

We built Simulink models that simulate the blocks and transfer
functions similar to the model given by GE [7,8] and NREL [9] to verify
the similarity of the results between the Simulink simulations and the
numerical solutions of the differential equations (Eqs. (1)–(12) in ad-
dition to using Eq. (14)). We built a Simulink model for the system of
GE and NREL and ran an autonomous case for a fixed wind speed of

=v 8.2wind m/s. We found the results similar for all the state variables;
Pmech, Pelec, and V . Fig. 7 shows a sample of the results for V by setting
the initial conditions to be the same in both Simulink and Matlab-
ODE15s (numerical solver) and captures the behavior until it settles
down to the steady state. The reason we choose this sample is thatV is a
direct function of two state variables, the main term to calculate both
the active and reactive power, and the most indicative factor for faults.
Thus, it is important to capture its behavior. Fig. 8 shows the Simulink
project used for simulation. Note that while only one verification figure
was given in Fig. 7, all the scopes points in Fig. 8 were tested for si-
milarity with a successful result.

2.3. Comparing our model vs. others and data validation

Comparing our model versus others and real measured data would
suggest better seriousness of any nonlinear analysis done by this paper.
In order to compare the proposed model with another one, we need to
select a model that includes most of the WTG control blocks similar to
how our model is. The model proposed and studied by [25] mainly
cited [26], both of which are highly cited from scholars working on
WTGs studies. Therefore, we will focus on one of the differences be-
tween the proposed model and the models [25,26]. To test the model
used in this paper vs. [25,26] and measured real data, we generated the
power-wind profile for all models vs. dynamic measured data for an
entire day. Fig. 9 shows this validation and comparison with real
measure data. With a large set of dynamic data, it is expected to have
the steady state simulations by the models averaging the data fluctua-
tions. It is clear that the model used in this paper averages the data
better and fit better the real measured data.

3. Global boundedness under control limits

In this section, a rigorous mathematical proof for boundedness of
the model's state variables is given in a similar structure to the large
scale mathematical proofs given in [31]. However, in this section the
proof is only concerned about the model adopted in Section 2. Note that
proof of boundedness for a finite dimensional ordinary differential
equations system such as the one adopted in this paper, establishes the
existence of attractors, as it is widely known in nonlinear dynamical
systems theory. Then, it remains to explore numerically if there are
periodic attractors that would allow for continuous oscillations under
the control limites (limiters) causing the boundedness in the first place.
The numerical exploration will be conducted in the next section, while
the boundedness proof under control limits is introduced below.

Summary of the control limits imposed by industry, such as in [8], is
given in Table 1. The non wind up controls, operator and threshold
controls, and physical consequences of the controls (discussed and

Fig. 2. Pitch control of WTG.

Fig. 3. Reactive power control of WTG.
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explained by details in section 3.1, [31]) give boundedness for the
variables f1, f2, m, wg, wt, Pmech, and Pelec. Those boundedness leads to
the formal listing of condition 1.

Conditions 1.0. f1, f2, m, wg, wt, Pmech, and Pelec have real lower and
upper bounds such that the following inequalities hold:

f f f ,1 min 1 1 max (15)

f f f ,2 min 2 2 max (16)

,mmmin mmax (17)

w w w ,ggmin gmax (18)

w w w ,ttmin tmax (19)

P P P ,mechmin mech mechmax (20)

P P P .elecmin elec elecmax (21)

Remark 1.0. Boundedness of P V E f f, , , , , , minp ref qcmd 1 2 follow from
Table 1 and Conditions 1.0.

Lemma 1.0. Suppose P1elec, Eq, Iplv , and their derivatives are continuous in
t [0, ), then we have P1elec, Eq, and Iplv are bounded.

Proof. From condition (21), we have P P P[ , ]elec elecmin elecmax , such that
Eq. (8) can be rewritten as:

T
P P

T
P P1 [ ] dP

dt
1 [ ]

pwr
elecmin 1elec

1elec

pwr
elecmax 1elec

Then it follows that:

+P
T

P
T

P
T

dP
dt

elecmin

pwr

1elec 1elec

pwr

elecmax

pwr (22)

Multiplying by e
t

Tpwr (the integrator factor), then we get:

P
T

e d P e P
T

e[ · ]
dt

elecmin

pwr

1elec elecmax

pwr

t
T

t
T t

Tpwr
pwr

pwr
(23)

Since P1elec, dP
dt
1elec are continuous in t , then the function and its

derivative are Riemann integrable. By applying ()dtt
t
0

to the
estimate (23), we get:

P e e P e P t e

P e e

( ) · ( )·

( ).

elecmin 1elec 1elec 0

elecmax

t
T

t
T

t
T

t
T

t
T

t
T

pwr
0

pwr pwr
0

pwr

pwr
0

pwr (24)

By rearranging the estimate (24), we get:

+

+

P e P t P e P

P e P t P e

( ( ) )

( ( ) ) .

elecmin 1elec 0 elecmin 1elec

elecmax 1elec 0 elecmax

t
T

t
T

t
T

t
T

0
pwr pwr

0
pwr pwr (25)

Then as t , P1elec is bounded such that:

P P P .elecmin 1elec elecmax (26)

Boundedness for P1elec can be shown independent on t as,

+

P P

e P t P t

| | | |

( ( ) ) .

1elec elecmax

1elec 0 elecmax
t

T
0

pwr
(27)

From Table 1, Eqs. (11) and (12), and following similar steps as the
previous boundedness proof in estimates (22)–(26) we get:

+

E

e E t t

| | |Xl |

( ( ) Xl ) ,

q

q

Qmax

0 Qmax
t0

0.02 (28)

and,

+

I I

e I t I t

| | | |

( ( ) ) .

plv pmax

plv 0 pmax
t0

0.02 (29)

This proves Lemma 1.0.

Results 1.0. Boundedness of f1, wg, wt, m, Pinp, P1elec, Vref , Eqcmd, Eq,
Iplv, f2, and implies the boundedness of their derivatives. This follows
directly by applying the absolute value for the derivatives in Eqs.
(1)–(12) with V as in Eq. (14).

Fig. 4. Powe order of WTG.

Fig. 5. Electrical control of WTG.
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Theorem 1.0. The system given in Eqs. (1)–(12) with V as in Eq. (14), has
globally bounded state variables and derivatives.

Remark 1.1. The proof for Theorem 1.0 follows from Table 1, Lemma
1.0, and Remark 1.0.

4. Hopf bifurcation and periodic attractors

4.1. Hopf bifurcation

Since we proved boundedness for the state variables and derivatives
of the system, we have a working dynamics under the control limits in
which things change in a bounded way, which protects the electrical
and mechanical components from many problems. Based on eigenva-
lues calculations in [19], the system guarantees local stability for the
full range of wind speeds and their steady states. However, the same
paper suggested that eigenvalues and state variables are sensitive to
some of the system's parameter, in particular, vwind and the grid para-
meters such as X and R. The eigenvalues were sensitive to vwind, but the
local stability not shown to be affected. Since the wind turbine is as-
sumed to be connected to the grid, then a drop in R or X values is
realistically possible. In order for us to understand that possibility, we
focused on a high resolution rectangle in R and X space. We built a
code that discretized the domain in R and X space. For every given
point, the code linearizes and computes the eigenvalues. The results
suggest that there are unstable steady states for very small values. Based
on our trial, we found that for R [0.01–0.03] (include the sample value
of R given in [19–21,27]), steady states transitioned from unstable at

=X 0.0021 to stable at =X 0.0022. We noticed a drop from the sample
value of =X 0.02987 to = 0.00199X

15 with the same sample value of R
taking the steady state from a stable state to an unstable one. The code
then focused in to test values of X in order of 10 16 accuracy to get as
close as possible to the transitioning point as Matlab's sensitivity allows.

We found that the transitioning point is between =X 0.002131816712831
(Unstable) and =X 0.00213181671283412 (Stable). Table 2 shows the
eigenvalues’ computation at those two values of X .

Assuming that C X X X XReal( ) ( ), [ , ]9,10 1 2 (as in Table 2) then
by the Intermediate Value Theorem =X X X s t* [ , ] . Real( * ) 01 2 9,10 .
This is one of the indications that there is a Hopf bifurcation. Since the
system is 12 by 12 nonlinear differential equations, it might be hard to do
further analytical verification for the existence of Hopf bifurcation. There-
fore, we solve this numerically and try to observe the behavior of solutions
near the transition point of X while fixing R. If this is a Hopf bifurcation, a
family of periodic attractors, leading to continuous oscillations, are expected
to exist in the neighborhood of the bifurcation point. Our numerical simu-
lations identified that, it is the case, we do have a Hopf bifurcation.

4.2. Periodic attractors under control limits

Since we have a Hopf bifurcation, the important part now is whe-
ther the family of periodic attractors would cause the system to have
oscillations under the control limits given in Table 1. What we have
found is that there exists a family of periodic attractors corresponding
to neighboring values of X on the unstable side of the bifurcation in
which the attractor is under the allowed control limits!

To strengthen our point, we ran a numerical solution for the system
with an initial condition of x1.001 state, where xstate is the vector of the
system's steady state when =X X1. We ran the code for 30,000 time
units. Figs. 10–12 illustrate the results for V E,ref qcmd, and Iplv. Note that
the simulations close to a the Hopf point can be very tricky. One has to
be careful and keeping in mind that simulations with small time units
may mislead the observer as trajectories can be extremely slow. For
instance, let us run the simulation represented in Fig. 10, with zoomed
in time units, one trial with a 10,000 time units (Fig. 13) and another
trial with 100 time units (Fig. 14), instead of 30,000 time units. It is
clear that the information we get from the zoomed in simulations are

Fig. 6. Single-Machine Infinite-Bus test system.

Fig. 7. Response of implementations in Matlab ODE15s solver (solid line) and Simulink simulation (stars) to the same initial conditions.

S.A. Eisa Electric Power Systems Research 180 (2020) 106098

6



Fig. 8. Simulink project for a fixed wind speed trial.

Fig. 9. Real data of a WTG (stars) vs. power-wind speed curves for the proposed model (solid) and [25,26] (dashed).

Table 1
Control limits to be applied.

Variable Lower bound Upper bound

Qcmd =Q 0.436min =Q 0.436max
Vref =V 0.9min =V 1.1max
Eqcmd =Xl 0.5Qmin =Xl 1.45Qmax
Iplv
V

>I 0pmin =I 1.1pmax

= 0min = 27max
Pinp =P 0.04wmin =P 1.12wmax
dPinp

dt
=dP 0.45min =dP 0.45max

d
dt

=d 10 =d 10

Table 2
Eigenvalues for two different values of X around a suspected bifurcation with

=R 0.02.

=X 0.002131816712831 =X 0.00213181671283412

= 52.60791 = 52.60791
= 50.03442 = 50.03342
= 203 = 203
= 16.11894 = 16.11894

= ± i1.3504 12.10065,6 = ± i1.3504 12.10065,6
= ± i0.3692 0.74897,8 = ± i0.3692 0.74897,8

= × ± i97 10 2.27339,10 14 = × ± i5 10 2.27339,10 15

= 2.771711 = 2.771711
= 0.150312 = 0.150312
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misleading as they may indicate a completely inaccurate conclusions,
such as reaching a settled oscillation (attractor) that is not the right one,
which is the case of Fig. 14, or wrongfully trick us to think we have
instability (divergent oscillations) in the case of Fig. 13. Therefore, we
have made the choice for 30,000 time units in our simulations after
even trying excessively larger time units with the same results.

4.3. Periodic attractors out of control limits

It is expected that, as we get further away from the bifurcation point

on the unstable side, the periodic orbits will be wider. At some point
they will exceed the control limits, which means that the limiters will
be enforced before the solutions make it to the attractors. We repeated
the same trial we had in the last subsection, but with 10,000 time units
at =X 0.0021. Figs. 15–18 illustrate the result for V E, ,ref qcmd, and Iplv.

4.4. Discussion and observations

Let's start the discussion by Figs. 19 and 20, as where we can see
both Eqcmd and Vref plotted together. The resulting graphs represent

Fig. 10. Vref approaching a periodic attractor without exceeding the control limits.

Fig. 11. Eqcmd approaching a periodic attractor without exceeding the control limits.

Fig. 12. Iplv approaching a periodic attractor without exceeding the control limits.
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periodic orbits that are the result of running the simulation for 30,000
time units with x1.001 state. As we observed in the past two trials in the
past two subsections, one of the periodic attractors is fully under the
control limits while the other one is fully out. We expect then that there
is a family of periodic attractors that are allowed under the control
limits. Given that the initial condition is a negligible disturbance of the
steady state (the order of 10 3), we see that the wind turbine state
variables can enter a state of continuous oscillations that will have a
great effect on Eqcmd and, therefore, the generator variable Eq (see Eq.
(11)). Another generator and grid variable that is affected is Iplv. Also,

the oscillations are relatively high for Vref , which directly affects the
terminal voltage V (see Eq. (9)). This will make the wind turbine
connection with the grid unstable from an engineering point of view
and have unwanted effects on the other power systems interacting with
the wind turbine in the common grid.

We observed that the most oscillating variables are Eqcmd and Vref .
We noticed that those variables have the highest weights in the ei-
genvectors corresponding to the eigenvalues 9,10 (see Table (2)). As
noticed from Eqs. (9) and (11), the oscillation effect will occur in Eq and
V . We observed small oscillations with , which can cause mechanical

Fig. 13. Vref appears wrongly to be in a divergent oscillation.

Fig. 14. Vref approaching appears wrongly to have reached a periodic attractor.

Fig. 15. approaching a periodic attractor exceeding the control limits.
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problems to the pitch mechanism. Iplv has a small oscillation as well.
The oscillations are stronger as we get further from the bifurcation
point, so they are stronger with =X 0.0021 for example.

4.5. Connecting the dots

One can see now that after establishing the existence of attractors
analytically in Section 3, numerically it is tested and found that there
are periodic attractors taking place under the allowable control limits

for small values of X . This should be an explanation to what was dis-
cussed in the introduction about the motivating problem for this paper.
The current imposed control limits and control design of the WTG al-
lows for strange response in the case the impedance of the power grid
drops. Now the finding of this paper suggests that this phenomenon,
which is reported by the NREL [34], can be theoretically tracked,
especially that the model used in this paper is verified and validated
versus GE, NREL and real data. Research should reveal more how to
move the bifurcation curve, so that the family of periodic attractors can

Fig. 16. Vref approaching a periodic attractor exceeding the control limits.

Fig. 17. Eqcmd approaching a periodic attractor exceeding the control limits.

Fig. 18. Iplv approaching a periodic attractor exceeding the control limits.
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be fully, or at least optimally, eliminated. Also, it may be important to
study the effect of changing the control limits (mentioned in [20]) and/
or adding more controls between the WTG and the power grid to
eliminate this issue.

5. Conclusion

Wind turbines dynamics and control with the pitch activated under
control limits is mathematically analyzed. This analysis was through
proof of boundedness of the system's state variables and their deriva-
tives under the control limits proposed by GE. Under the control limits,
the dynamics have a Hopf bifurcation, which allows the existence of
periodic attractors. We have shown a case for X value in which con-
tinuous oscillations happen and cannot be stopped by the control limits
imposed by industry, because it is bounded within them. This explains
what the NREL reported about the WTG that it responds strangely to
low power grid impedance. We also presented a case in which the
periodic attractors can be prevented by the control limits as they exceed
them. These results, which are crucial in understanding the nonlinear
behavior of current WTGs, need to be seriously addressed among the
community members and further studied if we are to implement wind
turbines into the common power grid with other power systems, and in
large scale. Noting that the model used in this paper is compared and
validated versus manufacturers models and real data, the seriousness of
the claims made by this paper are more likely to be captured practi-
cally. Also, more effort needs to be done to communicate findings like

these in this paper with industry for further experimentation and vali-
dations.
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