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Communication is a core component of effective healthcare that impacts many patient and doctor
outcomes, yet is complex and challenging to both analyse and teach. Human-based coding and audit
systems are time-intensive and costly; thus, there is considerable interest in the application of artificial
intelligence to this topic, through machine learning using both supervised and unsupervised learning
algorithms. In this article we introduce health communication, its importance for patient and health
professional outcomes, and the need for rigorous empirical data to support this field. We then discuss
historical interaction coding systems and recent developments in applying artificial intelligence (AI) to
automate such coding in the health setting. Finally, we discuss available evidence for the reliability and
validity of AI coding, application of AI in training and audit of communication, as well as limitations and
future directions in this field. In summary, recent advances in machine learning have allowed accurate
textual transcription, and analysis of prosody, pauses, energy, intonation, emotion and communication
style. Studies have established moderate to good reliability of machine learning algorithms, comparable
with human coding (or better), and have identified some expected and unexpected associations between
communication variables and patient satisfaction. Finally, application of artificial intelligence to
communication skills training has been attempted, to provide audit and feedback, and through the use of
avatars. This looks promising to provide confidential and easily accessible training, but may be best used
as an adjunct to human-based training.
© 2020 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).
1. Health communication

Communication in healthcare is a core clinical skill essential to
effective clinical diagnosis, treatment decision-making and
achievement of optimal patient outcomes. Research has demon-
strated strong positive relationships between health professionals’
communication skills and patients’ capacity to understand, recall
and follow medical recommendations, self-manage chronic ill-
nesses, and adopt preventive health behaviors [1e6]. In addition,
studies have shown that the clinician’s ability to listen and empa-
thize with patients’ emotions can have a profound effect on pa-
tients’ psychological and functional outcomes, as well as their
experience of, and satisfaction with, care [7,8].

Furthermore, clinicians’ experience of and confidence in their
house Level 6-North (C39Z),
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communication with patients can impact their own levels of
occupational satisfaction, as well as of stress and burnout [9,10].
Poor physician communicators also face a higher risk of being sued
by dissatisfied patients. One study that examined plaintiff de-
positions [11] found that 71% of the malpractice claims were initi-
ated as a result of a physician-patient relationship problem, with
most litigious patients perceiving their physicians as uncaring, poor
deliverers of medical information, and poor listeners.

Recognition of the fundamental role of communication in health
care has informed the development of doctrines such as informed
consent, shared decision-making and patient-centred care, now
enshrined in legislation in many countries, thus legally requiring
health practitioners to practice in ways that conform to these ap-
proaches. There is, however, good evidence that health practi-
tioners vary widely in their communication skills, and that these
skills do not necessarily improve over time without intervention
[12]. In response to these documented deficiencies, communication
skills training is now provided in most medical and nursing pro-
grams, as well as for specialist trainees in disciplines such as
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medical oncology and palliative care. However, some studies have
suggested that such training teaches only basic skills, and that these
are not sustained into clinical practice [13,14].

It is important that communication skills training is theoreti-
cally and empirically based, and that current skills can be reliably
and validly assessed. Furthermore, trainees need to be provided
with concrete and accurate feedback, while skills should be reliably
audited over the long term to ensure standards are maintained.
However, this is not easy to achieve. Communication is complex,
with messages sent via verbal, para-verbal (e.g. voice tone) and
non-verbal (e.g. eye-gaze, expressions) channels. Multiple partici-
pants (doctor, nurse, patient, caregiver) may be involved in the
interaction, each with differing expectations, goals, roles, capabil-
ities and vulnerabilities [15]. Tasks within consultations can be
diverse, including information gathering, education, decision-
making, relationship-building and managing emotions. Some
topics discussed in medical consultations, such as prognosis, end of
life care, pain and lost fertility, can be highly emotive. Thus,
building comprehensive theory, and gathering empirical data to
support training, can be difficult.

While there is evidence supporting models such as shared-
decision-making and patient-centred care [16,17], there remains
significant controversy in the field. For example, some studies have
reported data suggesting that many patients do not want to share
decisions when they feel they have inadequate expertise and are
vulnerable and in need of reassurance rather than autonomy [18].
Some patients report wanting a paternalistic style of communica-
tion from their doctors for some medical tasks (such as when
explaining the diagnosis and process of treatment), while prefer-
ring a more patient-centred style when discussing emotive issues
such as prognosis [19]. Fundamental to resolving these contro-
versies, and emerging with a sufficiently nuanced understanding of
doctor-patient communication, is the accurate documentation of
existing communication. Only then, can the relationships between
communication and patient outcomes be reliably explored.

2. Coding health-professional-patient encounters

Attempts to document medical communication have largely
utilized interaction analysis systems. Systems analyses “decompose
a system into its component pieces for the purpose of studying how
well those component parts work and interact to accomplish their
purpose” [20]. Interaction analysis systems analyse communication
between the doctor, patient, family, and other health professionals
(HPs) in a qualitative and/or quantitative fashion. Interaction
analysis systems typically describe task oriented and/or socio-
emotional behaviours, but differ in their clinical focus (e.g., gen-
eral practice or specialty), extent of coverage (whole consultation
or specific behaviours only), and communication modes encoded
(verbal, paraverbal, non verbal, or all) [21].

Ong et al. [22] conducted a systematic review of whole
consultation interaction analysis systems, identifying twelve. Other
systems have since emerged, such as CN-LOGIT (later re-named
CANCODE) [23] and the Siminoff Communication Content and
Affect Program (SCCAP) [24]. However, the most commonly applied
interaction analysis system is the Roter Interaction Analysis System
(RIAS) [25]. The RIAS codes every doctor and patient utterance into
one of 37 mutually-exclusive and exhaustive categories. The RIAS
captures socio-emotional behaviours e.g. agreement, showing
concern, reassurance; and task-oriented behaviours e.g. giving di-
rections, asking medical/therapeutic questions, giving lifestyle-
related information. These categories can be combined to reflect
the total amount of talk in broader categories such as patient-
centred exchanges. Additionally, global ratings of anger, anxiety,
dominance, interest, responsiveness, and warmth are allocated.
Some interaction analysis systems look for specific behaviours
within a consultation, rating them as present or absent. Sometimes
an overall qualitative rating is also applied (such as basic/extended,
or poor/good). Such interaction analysis systems record aspects
such as: response to emotion [26], information giving [27], shared
decision making [28] and patient centred care [29,30]. Both whole
consultation and more specific coding systems have been shown to
be reliable and valid, and have generated much useful data about
health-professional-patient communication [21].

Most of these interaction analysis systems, however, are oper-
ationalised by hand coding, with or without some computerised
support (for example, to time exchanges). They are laborious, time-
consuming and expensive to use. Funding for such exercises may be
available for research, but is rarely available within educational
facilities to enable accurate feedback to trainees on their commu-
nication skills, or at population levels to enable auditing of
communication. Artificial intelligence (the ability of a computer
algorithm or computer-controlled robot to perform tasks
commonly associated with intelligent beings) [31] holds great
promise inmaking this process muchmore cost-effective, as well as
allowing exploration of communication outside of established
theories. Ultimately, inexpensive, easy and always available
communication audit through artificial intelligence could trans-
form the field by providing evidence-based communication targets
that may become required practice.

3. Artificial intelligence

While the exact definition of artificial intelligence (AI) remains
controversial, there is significant enthusiasm regarding its potential
in this field, based on its latest successes in machine learning and
deep learning. Machine learning allows the development of novel
algorithms that can automatically make decisions by relying on
patterns and inferences, without the need for any explicit in-
structions. There are two types of learning algorithms: 1) super-
vised and 2) unsupervised. Supervised algorithms require
availability of labelled data fromwhich to learn. The performance of
the algorithms is determined by testing them on “unseen” data
with known labels. For example, if the algorithm performs with
95% accuracy on unseen data, it can then be deployed to make
decisions in real-life scenarios, with the caveat that it will make
mistakes 5% of the time. Nevertheless, a well-recognised problem
with AI is transferability between settings, which is similar to the
contrast between efficacy and effectiveness in traditional inter-
vention research.

In many practical applications, the non-availability of labelled
data, or inaccurate or biased labelling, are the major bottlenecks
delaying or preventing effective supervised learning. For those
scenarios, a different set of algorithms exist that can group unla-
belled data based on similarities, patterns and differences without
any prior information. This group of algorithms is called unsuper-
vised learning.

While the application of machine learning on carefully crafted
data has shown great promise, its utility in the real world is still
limited by its ability to encompass the full complexity of human
communication. For example, training an AI system to recognize
human nonverbal behaviour, essential to understanding commu-
nication, is extremely complex. Consider the extensively studied
computational challenge of playing chess. In chess, the first player
can open with any of 20 moves, and the second player can do the
same; thus, after the first two moves, there are 20 � 20 ¼ 400
outcomes to specify. By extension, according to Avinash K. Dixit and
his coauthors [32], the number of possible moves in chess is in the
order of 10120. A computer making a billion calculations a second
would take approximately 3 � 10103 years to consider all these
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possible moves. Because of the complexity involved, chess has
become a common platform for computer theorists designing new
optimization algorithms and performing complexity analysis.

Human nonverbal behaviors are by comparison significantly
more complex. Using the 43 muscles of our face, it is possible for
humans to produce approximately 10,000 unique facial expressions
at any given time (which, for humans, can be counted in millisec-
onds) [33]. In other words, for two people, the number of possible
facial paths after the opening “move” is 10,000 � 10,000 ¼ 100,
000, 000. Adding to the challenge, while a chess player might have
up to a minute betweenmoves, those engaged in social interactions
have barely a moment to register and interpret each facial move-
ment. People who have trouble deciphering the social “games”
others play confront an important challenge: the instantaneity of
changing facial expressions. Factor in the complexity imposed by
other nonverbal modalitiesdsuch as prosody (the pattern of stress
and intonation in a language), gesture, and body movementdand
the range of possible socialeemotional moves in human interaction
is truly astronomic, dwarfing that of chess. Rich real-time recog-
nition and understanding of natural nonverbal communication is
thus a great challenge for AI, requiring breakthroughs in multiple
areas. Despite the challenges, however, the AI community has
progressed significantly in developing computational frameworks
that can model the interplay, redundancy, and dependency among
behavioural modalities. We provide a brief summary of some of the
key developments that have allowed new opportunities for prac-
titioners and non-experts to take advantage of them.

Over the last few years, the field of AI has seen tremendous
growth in terms of enabling new practical and reliable systems.
After decades of effort in speech recognition, in 2017, Microsoft
researchers reported a historical milestone by creating a technol-
ogy that recognizes words in a conversation as well as a person
does. The speech recognition accuracy was optimized by using
several deep learning models. The automated speech recognition
system yielded a word error rate which was as low as that of 4
professional human transcribers working together on the same
benchmark [34]. Being able to reliably transcribe speech from an
audio file has enabled the automated sensing of many other psy-
cholinguistic cues, including word level prosody analysis, pauses,
energy, and intonation.

In addition to machine recognition of what has been said and
how this has been said, there is also a significant need to automate
the understanding of the semantics and sentiment of the utter-
ances. With many years of effort, IBM Watson recently released a
prototype that understands emotion and communication style in
text [35]. It works on a document as well as on sentences. On a
document level, the system can provide an overall tone of the
document, and on the sentence level, it is possible to identify
specific content areas with strong emotional undertone. The types
of sentiment captured include anger, fear, joy, sadness, analytical,
confident and tentative. IBM Watson provides a cloud Application
Programming Interface (API) allowing anyone with limited
knowledge of AI to access it and use it to develop interactive
applications.

The face is perhaps the most important channel for non-verbal
communication. Facial expressions encode many different affec-
tive states, including confusion, stress, pain and empathy, which are
very relevant and important states in healthcare communication.
Paul Ekman first introduced the notion of a Facial Action Coding
System which is a taxonomy of facial movements, correlated with
certain expressions [33]. For example, lip corner pull (AU 12) and
cheek raiser (AU6) are often correlated with a genuine smile. After
many years of research, there is now a commercially available tool
called Affectiva and an opensource toolbox called openFace [36].
They both can automatically and in realtime recognize the facial
landmark, estimate head pose and eye gaze, and using those data
calculate action units as defined by Paul Ekman. This new devel-
opment now allows for an automated coding of facial movement
and mental states which otherwise is very laborious and expensive
to do with human experts. In the following sections, we examine
how these systems have been applied to, and evaluated in, the
health setting.

4. Artificial intelligence applications in communication
research

Examples of metrics that could be identified through AI, guided
by communication theory, are: a) the proportional time spent by HP
and patient talking during the consultation, as an indicator of the
power dynamic and the HP’s willingness to listen; b) overlapping
talk or interruptions, as an indicator of respect and acceptance of
the other’s agenda; c) the number of pauses longer than
two seconds, as an indicator of comfort with silence and encour-
agement to continue; laughter and social talk as indicators of
relationship-building and trust; d) word and sentence length and
structure, and use of clinical jargon, as indicators of complexity and
ease of understanding; e) turn-taking as an indicator of the inter-
activity of the consultation; and intonation, pitch, energy and pace,
as an indicator of stress, anger, or interest. Once identified, associ-
ations between these attributes with important patient outcomes
can be explored.

5. Is AI reliable, timely and valid in the context of
communication analysis?

Many studies are in the formative stage of establishing the
reliability and validity of AI communication coding, compared with
human coders. An example is Durieux et al.’s analysis of audiotapes
of at least one of the first three consultations between palliative
care practitioners and 225 patients with advanced cancer (het-
erogeneous cancers, including breast cancer) [37]. The analysis
used a machine learning approach to identify a relatively simple
characteristic, pauses, which were further categorised as connec-
tional silences (which feel comforting, affirming, and safe) or not,
by human coders. The study showed that the machine learning
algorithm demonstrated moderate to substantial reliability (kappa
0.62; 95% confidence interval: 0.47e0.76). Human Coders alone
required 61% more time than the machine learning method. No
connectional silences were missed by the machine learning
screening algorithm.

Similarly, Mayfield et al. compared machine learning with hu-
man coding of 415 audiotaped routine outpatient visits of HIV pa-
tients [38]. They trained the machine to identify information giving
(doctor) and requesting (patient) speech acts and calculated the
ratio of information giving to requests. Automated coding produced
moderate reliability with human coding (accuracy 71.2%, k ¼ 0.57),
with high correlation between machine and human prediction of
the information-giving ratio (r ¼ 0.96).

In a more ambitious project, Gaut et al. [39] explored the ability
of machine learning to identify subjects (161 possible codes) and
patient symptoms (48 possible codes) discussed in audiotaped
psychotherapy encounters. Subjects and symptoms were coded for
each session in binary form (discussed or not). In addition, talk-
turns in which a symptom was discussed were rated for the
representativeness of that symptom on a scale of 1 (atypical) to 7
(typical), to test the system’s ability to code more fine-grained
detail. Six graduate students also rated the representativeness of
symptoms.

The authors compared the ability of the semi-supervised ma-
chine learning labelled latent Dirichlet allocation (L-LDA) model to
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learn associations between text and codes, to predict codes in
psychotherapy sessions, and to identify specific passages of within-
session text representative of a session code, and compared it with
a baseline lasso regression model. The L-LDA model out-performed
the logistic regression model at predicting the occurrence of codes
at the session level (average area under the ROC curve (AUC) score
over all codes for the L-LDA model was 0.789 (SD ¼ 0.137)
compared to 0.702 (SD ¼ 0.145) for the regression model, and was
able to identify specific talk-turns representative of symptom
codes, although not quite as reliably as human coders (e.g. human
coders had an average AUC score of 0.94 compared to 0.89 for the L-
LDA model, for the symptom anger). The authors concluded that
the L-LDA model has the potential to be an objective, scalable
method for accurate automated coding of psychotherapy sessions.
It certainly shows promise, although translating these findings into
the real world to demonstrate utility has yet to be done.

6. Can AI studies identify specified communication elements
and demonstrate their association with patient satisfaction?

Other studies have used AI algorithms to identify pre-specified
characteristics in health professionals’ communication (thought
to be important on theoretical grounds) and examine their asso-
ciation with patient outcomes, usually collected via patient re-
ported outcomemeasures (PROMs). An example is work byWallace
et al., [40] who divided doctors treating HIV patients into thosewho
received positive patient ratings on a post-consultation survey,
versus those who received negative ratings. A number of doctor
variables were audited by AI, and associated with these doctor
clusters. They found that doctors who did more advising without
permission (doctor-centred) were significantly more likely to be in
the poorly rated cluster (p < 0.001).

In the Mayfield study quoted above [38], the researchers
explored associations between the ratio of information giving to
patient requests, and patient reports of communication quality
from post-visit surveys. The regression significantly predicted four
of five patient-reported measures of communication quality
(r ¼ 0.263e0.344).

AI can also produce novel and helpful ways to display data. An
example is the Discursis program, designed to display a conversa-
tion diagonally turn-by-turn, and show the extent to which
speakers repeat their own conceptual content in the short, medium
or long term, or howmuch they engage with speakers’ content (see
Fig. 1). This is based on Platt et al.’s assertion [41] of the importance
of engagement (showing interest in and rapport with the patient’s
perspective) and enlistment (inviting the patient to collaborate on
decision-making and treatment planning). Angus et al. [42,43] used
this method to display data from medical consultations, and were
able in a small demonstration set, to identify communication pat-
terns that distinguished between doctors who did and did not
balance task orientation and rapport.

While theory can guide algorithm development for AI analysis,
unsupervised learning freely looks for patterns that optimally
distinguish participants known to vary on important outcomes,
potentially revealing new behaviours not previously thought to be
important communication determinants. Epstein and colleagues
recently used this approach in a fascinating study of communica-
tion in the context of stage 3 and 4 cancer [44]. This team analysed
transcripts of 122 visits between cancer patients and their oncol-
ogists, and post-visit patient ratings of satisfaction with physician’s
communication. They employed AI unsupervised clustering of
conversation features into “styles” and used machine learning
models to automatically predict whether a doctor-patient interac-
tion was rated high or not on patient satisfaction, with a best-
performing 71% test set accuracy. The results showed that doctors
who spoke more words (p < 0.05), and repeated themselves less,
weremore likely to be rated high on patient satisfaction (see Fig. 2),
although the latter finding did not quite reach significance (p-0.06).
This finding flies in the face of theories of communication regarding
behaviours that facilitate patient understanding and shared
decision-making, which would predict the opposite. The authors
conclude that further research is required to understand more
about the context, and patient and doctor factors, that might
explain these results. Nonetheless, this research demonstrates the
value of unsupervised learning in raising new hypotheses and
challenging accepted assumptions. It could also be argued that
these results reflect limitations in this approach which may not
take into account the complexity of the situation, and the factors
modifying or mediating these relationships, which human quali-
tative coding can better achieve.

7. Artificial intelligence applications in training and audit

Glyn Elwyn and colleagues have recently provided a useful
overview of potential applications of AI in medical communication
training [45]. These authors suggest that AI analysis of communi-
cation elements such as words and phrases, turn-taking, tone and
style could be used to provide detailed and confidential feedback
and comparison with peers to trainees, in a safe, confidential
setting, at regular intervals. Such methods could additionally be
used as part of formal assessments of communication skills using
metrics that are standardized, repeatable and objective. These and
other authors have emphasised the need for automated approaches
to be able to comprehensively provide all health professionals with
the opportunity to receive feedback on their communication, at
reasonable cost. These communication training modules can be
rapidly scalable ensuring equality in medical training.

Whether this approach would be acceptable and useful to
trainees remains to be seen. Texts on communication skills training
suggest the importance of maintaining safety and dignity during
this training, using a learner-centred approach which focuses on
what the learner wants to explore, as well as receiving feedback
perceived as authentic from simulated patients, and having the
opportunity to try different strategies in repeated encounters [46].
Skilled facilitators can ensure these elements are present during
communication skills training and can learn to adapt; it is not clear
that AI feedback will achieve the same. Perhaps, the ideal scenario
would be to allow AI driven training as supplemental materials in
addition to expert human facilitators.

Others have suggested the use of avatars (a computerised image
to represent a person within a virtual reality environment), in this
case a patient, in order to train communication skills, arguing that
they have advantages over simulated patient (SP) encounters in
roleplay [47]. Avatars can be created to depict physical symptoms
and deformities more easily than SPs, can be used repetitively to
improve behaviour, and provide a secure, confidential, low-risk
environment that is less threatening to students [47].

For example, Pan et al. [48] have investigated the use of avatars
to provide health professionals with the opportunity to respond to
ethical dilemmas and challenging situations, in this case, a patient
and daughter strongly requesting antibiotics for a probably viral
infection. Participants in their study (12 experienced GPs and 9
trainees) reported high immersion in the interaction, and that the
avatar produced believable and appropriate responses. Further-
more, experienced doctors were more resistant to prescribing an-
tibiotics than junior trainees, suggesting that the methodology
could distinguish differential levels of skill.

Kleinsmeith et al. [47] investigated the use of avatars to teach
empathy, a somewhat more challenging goal than teaching argu-
ment or information skills. 110 3rd yearmedical students interacted



Fig. 1. Example of computerised visualisation of a consultation used by Angus et al., 2012.

Fig. 2. Comparative histograms of the number of words spoken by doctor for best rated doctors and other doctors. From Sen et al., 2017.
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with an avatar and an SP (in random order) that amongst other
responses, provided four cues for empathy, by expressing in varying
levels of intensity, concerns or emotions. The study found that the
students responded more empathetically and with longer replies,
to the avatar than to the SP, perhaps because they felt less pressure
to respond quickly. The authors suggested that this less pressured
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environment may have facilitated cue recognition, which could be
generalised to real interactions, although that remains to be tested.

8. Limitations and future directions

Clearly this application of AI andmachine learning to the field of
health professional communication is an emerging area, withmuch
potential for further development. The possibility of analysing large
amounts of data in a very cost-effective manner is enticing, while
the potential to offer individualised, objective and repeated feed-
back to large numbers of learners is exciting. Often, an individual
may feel hesitant to seek help from a human trainer due to
scheduling constraints, or the possible stigma involved in seeking
more practice time. An AI driven training systemwhich is available
whenever and wherever, addresses such constraints and takes
away the stigma associated with seeking practice/help to enable
more effective communication. However, to date, most applications
have been limited, targeting only a few concepts, and not yet
investigating complex inter-relationships between variables. It re-
mains important that we generate evidence about the feasibility,
reliability, acceptability and effectiveness of this approach before
broad implementation. Further research will need to explore how
authentic the experience of obtaining computerised feedback is to
learners, and whether machine learning can produce insights that
reflect the true complexity of health-professional-patient
communication.
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