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Abstract Artificial Intelligence in the form of machine learning is employed in games to control non-human 
computer-players, agents or bots. However, most of these games such as Atari took place in 2D environments that 
were fully observable to the agents. Currently, it is of extreme significance to employ such machine learning 
techniques and methods in 3D environments such as Doom. Therefore, In this paper, we train agents on the health 
gathering scenario of the classical first-person shooter game Doom by first presenting the Direct Future Prediction 
to train an agent that uses a simple architecture with no additional supervisory signals, then differentiate and 
compare the performance of the agents trained by using several different machine learning techniques, and the AI 
reinforcement learning platform ‘VizDoom’, a 3D partially observable environment, with interesting enhanced 
properties that makes agents to stand out from inbuilt AI agents and human players. We have continued to use 
computer games as a benchmark for the performance of AI as having been so successful in the past. We also 
compared the results of our findings to conclude the performance of the agents trained with different machine 
learning techniques. The agents performed well against both human players and inbuilt game agents.

Keywords Artificial Intelligence, Artificial Neural Network, Autonomous Systems, Computational Intelligence, 
Intelligent agents, Visual Deep Reinforcement Learning, Machine Learning

1. INTRODUCTION AND RESEARCH MOTIVATION
In the last few decades, due to the progress in artificial intelligence, a revolution and sudden change have been 
observed in the technology both in hardware and software [1]. This change is seeping and taking over in our lives 
up to a certain extent, affecting how we live, work and entertain ourselves such as employing domestic robots 
servants, healthcare uses,  electronic trading, remote sensing,  expert systems, traffic control systems, 
autonomously-powered self-driving vehicles, and from behavioral algorithms to suggestive searches [2], etc. In 
the same way, gaming is a widely recognized part of our cultural landscape and as old as our human ancestors. 
The earliest computers were very slow and the interaction with the user was limited to basic principles. In the 
early '40s, computers evolved, and programmers started to develop new virtual worlds and surprising ways of 
interaction between the user and the machine [3]. But now due to advancements in technology such as GPU’s[4], 
TPU’s[5] and the revolution in deep neural networks [6] it has become possible for artificial intelligence to step-
in in video games as well where massive graphical data in the form of frames, or to be more specific a huge 
amount of multidimensional data is required to be processed and execute [7].  In the recent past, machine learning 
techniques and methods were employed in Atari games for training agents, where later, the agents performed on 
49 different Atari games with better and improved results. However, most of these Atari games took place in 2D 
environments that were fully observable to the agents [8]. Currently, it is of extreme significance to employ such 
machine learning techniques and methods in 3D environments such as Doom [9] a first-person-shooter game 
shown in fig. 1, Starcraft [10] a third person shooter game based on real-time strategies, and sandbox open-world 
games such as Grand Theft Auto V and Minecraft [11] because the research community in AI think and consider 
that computer video games are the best test-beds for testing different artificial intelligence techniques, methods, 
and algorithms before evaluating them in real-world life. Thus, in this paper, state-of-the-art machine learning 
techniques that were before partially tested in 2D environments are now employed in a 3D environment known 
as Doom, to train, differentiate and compare agents performances, such as advantage actor-critic (A2C) [12], 
advantage actor-critic long short-term memory (A2C-LSTM) [13], asynchronous advantage actor-critic (A3C) 
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[14], Deep Q-network (DQN) [15], Deep recurrent Q-network (DRQN) [16], Double deep Q-network (DDQN) 
[17], C51-DDQN [18], Dueling deep Q-network (DDQN) [19], and Reinforce [20] whereafter applying most of 
the agents are found useful and effective. In addition, this paper presents one of the 4 best techniques that 
performed well on the VizDoom AI platform [21]. It was suggested that making such research available is 
beneficial for the community researching on first-person-shooter games which may set up a base for further 
research and improvement. 
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were fully observable to the agents. Currently, it is of extreme significance to employ such machine learning 

techniques and methods in 3D environments such as Doom. Therefore, In this paper, we train agents on the health 

gathering scenario of the classical first-person-shooter game Doom by first presenting the Direct Future Prediction 

to train an agent that uses a simple architecture with no additional supervisory signals, then differentiate and 

compare the performance of the agents trained by using several different machine learning techniques, and the AI 

reinforcement learning platform ‘VizDoom’, a 3D partially observable environment, with interesting enhanced 

properties that makes agents to stand out from inbuilt AI agents and human players. We have continued to use 

computer games as a benchmark for the performance of AI as having been so successful in the past. We also 

compared the results of our findings to conclude the performance of the agents trained with different machine 

learning techniques. The agents performed well against both human players and inbuilt game agents.

Keywords Artificial Intelligence, Artificial Neural Network, Autonomous Systems, Computational Intelligence, 

Intelligent Agents, Machine Learning, Visual Deep Reinforcement Learning 

1. Introduction and Research Motivation

In the last few decades, due to the progress in artificial intelligence, a revolution and sudden 

change has been observed in the technology both in hardware and software. This change is 

seeping and taking over in our lives up to a certain extent, affecting how we live, work and 

entertain ourselves such as employing domestic robots servants, healthcare uses,  electronic 

trading, remote sensing,  expert systems, traffic control systems, autonomously-powered self-

driving vehicles, and from behavioural algorithms to suggestive searches, etc. In the same way, 

gaming is a widely recognized part of our cultural landscape and as old as our human ancestors. 

The earliest computers were very slow and the interaction with the user was limited to basic 

principles. In the early '1940s, computers evolved, and programmers commenced to develop 

new virtual worlds and surprising ways of interaction between the user and the machine. But 

now due to advancements in technology such as GPU’s[1], TPU’s[2] and the revolution in deep 

neural networks [3] it has become possible for artificial intelligence to step-in in video games 

as well where massive graphical data in the form of frames, or to be more specific a huge 

amount of multidimensional data is required to be processed and executed [4].  In the recent 

past, machine learning techniques and methods were employed in Atari games for training 

agents, where later, the agents performed on 49 different Atari games with better and improved 

results. However, most of these Atari games took place in 2D environments that were fully 

observable to the agents [5]. Currently, it is of extreme significance to employ such machine 

learning techniques and methods in 3D environments such as Doom [6] a first-person shooter 

game shown in fig. 1, StarCraft [7] a third-person shooter game based on real-time strategies, 

and sandbox open-world games such as Grand Theft Auto V [8] and Minecraft [9] because the 

research community in AI think and consider that computer video games are the best test-beds 
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for testing different artificial intelligence techniques, methods, and algorithms before 

evaluating them in the real world. Thus, in this paper, state-of-the-art machine learning 

techniques that were before partially tested in 2D environments are now employed in a 3D 

environment known as Doom, to train, differentiate and compare agents performances, such as 

advantage actor-critic (A2C) [10], advantage actor-critic long short-term memory (A2C-LSTM) 

[11], asynchronous advantage actor-critic (A3C) [12], Deep Q-network (DQN) [13], Deep 

recurrent Q-network (DRQN) [14], Double deep Q-network (DDQN) [15], C51-DDQN [16], 

Dueling deep Q-network (DDQN) [17], and Reinforce [18] whereafter applying them most of 

the agents are found useful and effective. In addition, this paper presents one of the 4 best 

techniques that performed well on the VizDoom Game-AI research platform [19]. It was 

suggested that making such research available is beneficial for the community researching on 

first-person shooter games which may set up a base for further research and improvement. 

1.1.  The Academic Motivation of AI in Games 

Why use machine learning (AI) techniques and algorithms to research on games? because the 

future belongs to artificial intelligence in games, particularly machine learning has immense 

potential and role in games designing and development. The possibilities abound, however, the 

challenges are also innumerable. Without a doubt, game development will experience a 

proliferation of these machine learning concepts, which is only a matter of time. 

In addition, the more primary use of AI in games is to train games agents or bots in an intelligent 

way so that they could perform and act intelligently similar to human being’s. By achieving 

such objectives, it creates more fun, challenge, and understanding to human players as for as 

playing or interacting with games is experienced and concerned. While playing against skilful 

human players AI agents or bots need to understand what a player does and how a player feels 

during the play. To gauge and enhance AI agent’s vs human player’s in-game experience, 

machine learning scientists, practitioners, games researchers, and developers use machine 

learning methods, such as reinforcement learning, supervised learning like support vector 

machines or neural networks to build and train the models to make them more effective and 

intelligent. Such advancements are particularly significant for the progress and development of 

computer video games industry.



Fig. 1. A sample screen from Doom showing the first-person perspective

2. Research On Doom Using the VizDoom Game-AI Research Platform

These days, game AI is one of the focused and active research areas in artificial intelligence as 

computer games are the best test-beds for testing theoretical ideas in AI before practically 

applying them in the real world. In this regard, many Game AI research platforms are 

familiarized for research on computer video games such as DeepMind, OpenAI gym, Unity 

and VizDoom which is based on first-person shooter (FPS) game Doom used for visual deep 

reinforcement learning from raw screen pixels in 3D game environments. The speed of the 

learning agent greatly depends on the number of frames the agent is permitted to skip. In other 

words, the frame skipping rate influences the agent’s learning and final performance greatly 

particularly using deep Q-learning, experience replay memory, and the VizDoom Game AI 

research platform. The agents can be trained and tested on several of Doom’s scenarios or maps 

in order to obtain good results and compare them with the existing state-of-the-art research 

work on Doom-based AI agents. So far the experiments performed on Doom’s scenarios 

demonstrate that the profitable and optimal frame skipping rate falls in the range of 3 to 11 that 

provides the best balance between the learning speed and the final performance of the agent 

which exhibits human-like behaviour and outperforms an average human player and inbuilt 

game agents [20]. 

Moreover, there is a lot of existing research that relate to playing FPS games with visual deep 

reinforcement learning [21] such as the work introduced in [22], in which a method is presented 

to augment the models to exploit game feature information such as the presence of enemies or 

items.  Similarly, another work described in [23] in which a competitive agent is proposed that 



is trained on the Doom’s basic scenario(s) in the same semi-realistic 3D environment VizDoom 

using convolutional deep learning with Q-learning [24] that considers only the screens raw 

pixels for exhibiting agent’s usefulness. The era of research using games changed when agents 

were trained using only the screen raw pixels. 

Another more related work is proposed in [25] in which there is supposedly no reward signal 

(like there is in Atari games via the score). Instead, the authors used matching future state 

(measurements) predictions as a replacement to a reward signal. However, Probably, it should 

be noted that there is a constant health reduction in e.g. the basic room (walking on the 

radioactive ground) kind of resemblance to typical reinforcement learning r = -1 reward for 

each step when trying to reach a goal state quickly.

Sometimes Reinforcement Learning [26] environments with discrete actions are not getting it 

properly. They don't simulate human muscles easily. In other words, it’s not easy for human 

players to wiggle the joystick at 114 microseconds between left and right as muscles get tired 

soon. Moreover, the author's proposed network doesn't employ LSTMs [27] to memorize 

transactions due to their proposed approach as the second-best agent in the visual Doom AI 

competition used LSTM but its simple feedforward architecture was 50% efficient.

In addition, each year a visual doom AI competition is organized for evaluating AI agents on 

two different tracks: limited death-match on a known map and a full death-match on an 

unknown map by using machine learning techniques. In this paper, agents are trained, tested, 

and compared using different machine learning techniques and methods. The methodology and 

experimental works are presented in several sections as follows.

2.1.  Basic Objective

The purpose of the experiments is to train competent, well balanced and robust agents using 

machine learning techniques such as reinforcement learning and supervised learning [28] that 

can adapt to learn, act in complex and dynamic 3D environments. Such agents accept raw 

sensory input and core measurements to show that employed techniques are better at 

outperforming human players and other inbuilt game agents on the ‘health gathering 

scenario(s)’ of the VizDoom platform where only a few limited actions are allowed. Besides, 

the purpose also includes to prove, differentiate and compare several machine learning 

techniques by training agents on the VizDoom health gathering scenario(s).

2.2.  VizDoom Health Gathering Environment (scenario)

We demonstrate implementing DFP on the health gathering scenario shown in fig. 2, provided 

by the VizDoom Game-AI research platform. The main objective of the agent is to survive as 

long as possible. However, at each time step, the agent’s health decreases, so in order to live 



longer, the agent has to locate and pick up the health packs scattered across different parts of 

the environment or map. At the same time, the agent also needs to avoid running into poison 

jars which will take away its health. There are no active opponents in this simple health 

gathering scenario.

Fig. 2. The Health gathering scenario(s) used in the experiments

2.3.  Machine Learning Approaches

Several Artificial Intelligence approaches are used to train agents such as using policy 

optimization [29] value optimization [30], and DFP as shown in fig. 3. In this paper, similar to 

traditional reinforcement learning, we suggest and compare training agents that learn through 

the response provided by interacting with the environment using machine learning techniques.



Fig. 3. Machine Learning Approaches

2.4. The Environment used for the Experiments

All the experiments are performed in Pycharm 2017.2 professional version using ViZDoom 

1.1.5, Tensorflow 1.5.0 [31], Keras 1.2.2/2.0.5, OpenCV 3.3 [32], CMake 2.8+, GCC 4.6+, and 

Python 3.6 (64-bit) with Numpy on an Ubuntu Server 16.04.3 LTS Operating System with 

Intel® Core™ i7-7700 CPU @3. 60 GHz x 8 and NVIDIA GeForce GTX 1080/PCIe/SSE2 

powerful GPU machine for processing the CNN’s. The agents are trained for thousand to 

millions of steps consisting of performing actions, observing transitions, and updating the 

networks. The hyperparameter settings for all the experiments listed in Table 2 are met and 

found after hundreds of runs. The parameters are kept tuned until the models were found 

converged accurately and properly to meet the desired or expected results. The discount factor 

is set to γ=0.99 for almost all algorithms, the learning rate α varied from 0.001 to 0.0001, 

Experience replay buffer memory capacity is set from 50, 000 elements to 60,000, the screen-

buffer is set to 640, 480 and remain the same for almost all of the algorithms, the batch-size is 

set to 32 and 64 for some algorithms, initial decay varied from 0.9 to 1, the final decay is set 

from 0.001 to 0.0001 and frame-per-action to 4 and 5. The overall learning and testing process 

is measured by the number of hours it takes to complete on a set of powerful GPU machines.

Table 1. Test Setup Hardware Specification

CPU Intel® Core™ i7-7700 CPU @3.60 GHz x 8

GPU NVIDIA GeForce GTX 1080/PCIe/SSE2 GPU

RAM GiB DDR4

Algorithms/Methods
Parameters DFP A3C A2C A2C-

LSTM

DQN DRQN DuelingD

QN

Double

DQN 

C51_

DDQN

Reinfor

ce

Discount 

Factor (γ)

0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

Learning Rate  

(α)

0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.001 0.0001 0.0001

Experience 50,000 60,000 50,000 50,000 40,000 50,000 50,000 50,000 50,000 50,000



Table. 2. Hyperparameters used in the experiments for training models (Agents or Bots)

                                                                                                                                                                  

3. Direct Future Prediction (DFP)

Direct future prediction (DFP) is a machine learning technique and it has one of the major 

ability and benefit to pursuing complex goals at test time. Normally, in reinforcement learning 

settings, learning is guided by a series of scalar reward signals [33], but in complex 

environments, the scalar rewards can be sparse and delayed, which means that sometimes it is 

not easy to tell which action or sequence of actions are responsible for a particular positive 

reward that happens several time-steps later, this problem is known as credit assignment [34]. 

Besides rewards, if the environment provides some kind of rich and temporally dense 

multidimensional feedback, for example, measurements like kills, health, ammunition levels 

in a first-person shooter game, the agent can be programmed to learn to predict such rich and 

temporally dense measurements feedback instead [35]. It is possible for agents at inference 

time to observe the effects of different actions on such measurement streams and choose the 

action that maximizes an objective that can be expressed as a function of the predicted 

measurements at time ‘t’ (i.e. mt), for example, if the scenario(s) of the first-person shooter 

game (FPS) Doom is considered, and if the predicted measurements vector is (Kills, Ammo-

used, Health) and the objective is to maximize the number of kills, then the objective can be 

set as,

U = f (mt) = g ⋅ mt = 1 × Kills − 0.5 × Ammo_used + 0.5 × Health               (1)

Where g = [1, -0.5, 0.5] is known as the goal vector. The - 0.5 weight assigned to the Ammo-

used measurement just informs the agent it’s not good to waste ammo. Such an approach has 

two major benefits that are as follows,

3.1. To Stabilize and Accelerate the Training

Replay 

Memory

Screen Buffer 640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

640, 

480

Batch Size 32 32 32 32 64 32 32 32 32 32

Initial Decay 1.0 0.9 1.0 0.9 1.0 1.0 1.0 1.0 1.0 1.0

Final Decay 0.0001 0.0001 0.0001 0.0001 0.001 0.0001 0.0001 0.0001 0.0001 0.0001

History 

length 

4 4 4 4 6 4 4 4 4

Frames per 

Action

4 4 4 4 5 4 4 4 4 4

Time Elapsed 

(Hours)

12 12 16 20 170 12 12 12 22 19



Dealing supervised learning [36], with concrete labels such as multidimensional measurements 

attached to each input state for example pixels’ input, the agent is able to learn from a richer 

and denser signal than a single scalar reward stream can provide. Training performance can be 

greatly enhanced and stabilized as a result, just like in typical supervised learning tasks such 

as image classification.

3.2. Complex Goals at inference time

It is one of the more interesting aspects of this approach.  In traditional reinforcement learning 

the objective is to maximize the expected future rewards, to be more specific, it implies that 

the agent only knows how to act based on the objective given. The agent cannot be simply 

instructed to behave differently (i.e. with another objective) in any meaningful sense at 

inference time [37].

In contrast, the presented supervised learning approach enables the agent to flexibly pursue 

different objectives (i.e. goals) or a combination of multiple objectives at inference time. It can 

be achieved through the model under supervised learning settings that outputs the prediction 

of measurements. The objective can be basically expressed as a function of the predicted 

measurements. 

In an FPS game, the environment provides at least three measurements for every time 

step (Kills, Health, Health Packs). A health pack is a box scattered around the environment that 

can be picked up by the agent to improve its health. Health Packs measures the number of 

health packs picked up by the agent, to be more specific, it is a reasonable objective to simply 

tell the agent to maximize the number of kills [38],

U = 1 × kills + 0 × Heath + 0 × Health Packs                    (2)

The coefficients of the measurements i.e. [ 1, 0, 0] represent the goal vector (g). Then at each 

time step, the agent will pick the action i.e. Turn Left, Turn Right, or Shoot that maximizes U, 

which is equivalent to saying pick the action which will lead to an increase in expected kill 

counts.

Further, if the health-level drops below a particular threshold, a different objective to the agent 

can be assigned so that it could focus on picking up health packs in order to improve health 

and avoid dying.

U = 0 × kills + 0 × Heath + 1 × Health Packs                                 (3)

Under this goal vector [0, 0, 1], the agent concentrates obsessively to pick up health packs. 

Once the health level goes back to normal, the goal vector can be switched back to [1, 0, 0] so 

that the agent could start killing again. 



The ability to pursue complex goals at inference time has great implications for reinforcement 

learning, so a truly intelligent agent needs to be able to adapt itself to different goals under 

different circumstances [39]. However, these days most traditional reinforcement learning 

methods limit learning to only a single objective following the guidance of the scalar reward 

which is not the true way of learning for intelligent agents to behave. In fact, similar to human 

beings, reinforcement learning agents need to possess the innate ability to switch goals based 

on different circumstances [40].

As in traditional reinforcement learning, responses are received in the form of scalar rewards. 

In the same way, in DFP responses are received in the form of measurements (m) which can 

be thought of as a multidimensional vector with each element capturing some aspects of the 

game e.g. kills, ammunition, health, etc.,

Let [τ1..., τn] be a set of temporal offsets that the model has to learn to predict the differences 

between future and present measurements can be formulated as follows:

f = [mt+τ1 − mt, ......, mt+τ n −  mt]         (4)

It is beneficial to use [1, 2, 4, 8, 16, 32] as the set of temporal offsets. In practice, the model 

outputs a set of ‘f’, one for each action. At inference time, the agent simply picks the action 

that maximizes the objective U that can be computed as follows:

U = g ⋅ f                                        (5)

Here ‘g’ denotes the goal vector that controls the behaviour of the agent, the scalar reward is 

used as the only measurement and set ‘g’ as a vector of discounted factors i.e. (1, γ, γ2, ......) 

then the resulting objective function resembles the Q value, which is the sum of discounted 

future rewards. Therefore, sometimes in a sense, DQN is vaguely viewed and considered as a 

special case of DFP. 

The network model used in the implementation consists of three inputs modules i.e. a 

perception module S(s), a measurement module M(m) and a goal module G(g) as shown in fig. 

4. If ‘s’ is an image, then the perception module ‘S’ is implemented as a convolutional neural 

network. The measurement and goal modules are fully-connected networks. The outputs of the 

three input modules are concatenated, forming the joint input representation (j) which is used 

for subsequent processing:

J = J (s, m, g) = [ h S(s), M(m), G(g)]                           (6)

The model consists of two streams, the expectation stream E(j) and the Action Stream A(j). 

Usually using such two separate streams leads to better performance and this approach is based 

on the dueling architecture introduced by Google Deep Mind [41].



While training, each transition produces a tuple (s, a, m) using the environment. 

where ‘s’ represents the state e.g. image pixels, ‘a’ is the action taken, and ‘m’ is the 

measurement. A training target ‘f’ can then be formulated using the measurements obtained at 

the specified temporal offsets τ i.e. [1, 2, 4, 8, 16, 32],

f = [mt+τ1 −  mt, ...., mt+τn− mt ]                   (7)

The target can be used to train the neural network model with backpropagation and Mean 

Square Error (MSE) can be used as the loss function to compute the error.

3.3. Supervised Learning for Reinforcement Learning 

The measurement and goal input modules are found less useful or in other words, found slightly 

detrimental to the performance so it is decided to use only the perception module as inputs to 

the model. The measurements are normalized and a goal vector ‘g’ of [1, 1, -1] i.e. coefficients 

for (Health, Health Packs, Poison) measurements are used. There are almost 50,000 episodes 

of DFP ran on the health gathering scenario.

DFP excels in environments where a stream of rich and temporally dense multidimensional 

feedbacks are available.  In traditional reinforcement learning settings, transforming the 

feedbacks into a single dimension scalar reward might result in loss of useful information 

which would detriment performance. It is also noted out that enrichment in measurements is 

the most important factor for the good performance of DFP. 

3.4. Using Health as the Measurement

Health is considered in the implementation, as health packs and Poison are derivative 

measurements from health. This is quite surprising and unreasonable that the performance of 

DFP deteriorates by 50% if just ‘health’ is used as the only measurement, even though health 

packs and poisons are derived from the change in health. Further, there is a beneficial effect by 

allowing the model to generate a richer set of predictions, similar to the way auxiliary tasks 

enhance the performance of deep learning vision classifier [42]. One of the best things about 

DFP is its capability to pursue different goals at inference time. For illustrating, the trained 

model can be used and the goal vector ‘g’ can be altered from (1, 1, -1) to (0, 0, 1). Where the 

objective becomes as below,

U = 0 × Health + 0 × Health Packs + 1 × Poison          (8)

3.5. Experimental Setup

The experimental setup includes the environment and the architecture of the neural network 

explained as follows.

a) Neural Network Architecture



The neural network architecture consists of three input modules; the perception module is the 

environment state which is just screen pixels (input image). The three-layered convolutional 

neural network is used as the feature extractor to transform the screen pixels into a vector of 

length 512 and the three-layered fully connected network is used to parse the measurement 

module and goal module. The outputs of the three modules are concatenated to form a joint 

representation for further processing. The model is then split into two streams, the expectation 

stream, and the action stream. Their respective outputs are summed to form the model’s 

prediction. In our proposed method the measurement size is three i.e. (health, health packs, 

poison), a number of time steps are 6 i.e. (1, 2, 4, 8, 16, 32) and the action size is three i.e. 

(Turn Left, Turn Right, and Move Forward). The model is trained and compiled 

using Adam optimizer [43] and the mean squared error (MSE) [44] as the loss metric. Similar 

to other reinforcement learning algorithms, most of the logic is contained in the update step. 

First, a mini-batch is sampled of sample trajectories from the experience replay buffer 

(memory) and initialize the corresponding states, measurements, goal and targets variables. 

Then target is computed for the model which is the difference between future and present 

measurements for the set of temporal offsets (1, 2, 4, 8, 16, 32). The target for each action is 

assigned to the ‘f_action_target’ variable. The rest of the variables are filled up with the mini-

batch samples drawn from the experience replay. f_target is the ground truth label assigned to 

the model for training. Further, the training routine needs a call to perform gradient descent 

update. The overall learning and testing process using DFP lasted for 12 hours on a powerful 

GPU machine whose specifications are described in Table 1.



Fig. 4. DFP Neural Network Architecture

Fig. 5. The health of the agent trained with DFP



4. Direct Future Prediction (DFP) and Asynchronous Advantage Actor-Critic (A3C)

As the Direct Future Prediction (DFP) is explained in section 2 which is good at pursuing 

complex goals at test time. The architecture of DFP is shown in fig. 4 and its performance is 

presented in a graph displayed in fig. 5. With a performance of almost 95%, DFP can be chosen 

as one of the best machine learning technique for training game agents or bots. While on the 

other hand, the architecture of A3C utilizes the power of the deep neural networks (DNN) [45] 

by running multiple agents for training at the same time. Each agent then shares its results with 

the other agents. Since every agent makes different decisions, this approach reduces the chance 

for the AI to run into a local minimum. Additionally, it drastically reduces the average training 

time required to perform decently well at any given task. The A3C high-level architecture is 

shown in fig. 6. In A3C the global network and multiple worker agents each have their own set 

of network parameters. Each of these agents interacts with its own copy of the environment at 

the same time as the other agents are interacting with their environments. The reason this works 

better than having a single agent is that the experience of each agent is independent of the 

experience of the others. In this way, the overall experience available for training becomes 

more diverse. In addition to using the A3C algorithms for training the agent RMSProp [46] is 

used as an optimizer during the experiments. 

After both DFP and A3C are used to train the agents on health gathering scenario of the 

VizDoom Game AI research platform, then the agents were tested as well to analyze and 

observe their performances where DFP was found better than A3C as shown in fig. 7. The 

agent trained with DFP gathered almost 95% health in the allotted time while the agent trained 

with A3C gathered almost 90% health. 

The overall learning and testing process is measured in time and lasted for 12 hours on a 

powerful GPU machine.

Fig. 6. Diagram of A3C high-level architecture [47]



Fig. 7.Comparison of the performance of DFP with A3C on health gathering Scenario(s) using the VizDoom AI platform

5. Advantage Actor-critic (A2C) and Advantage Actor-Critic- Long Short-Term 

Memory (A2C-LSTM)

Advantage Actor-Critic (A2C) method performs best with large batch sizes by using the GPU’s 

effectively. The A2C implementation is more cost-effective than A3C when using single-GPU 

machines, and is faster than a CPU-only A3C implementation when using larger policies, 

however, frailer in results and output than GPU-only A3C implementation. Both value-based 

methods and policy-based methods have drawbacks that’s why a new reinforcement learning 

method ‘Actor-Critic’ has been introduced where critic measures how good the action taken is 

(value-based) and Actor controls how the agent behaves (policy-based). Mastering such an 

architecture is essential to understand the state of the art algorithms such as Proximal Policy 

Optimization (PPO) [48] which is based on Advantage Actor-Critic (A2C). In the Actor-Critic 

method, the actor makes actions randomly and the Critic observes the actions and provides 

feedback. Learning from this feedback, the actor updates its policy and becomes better at 

playing the game. On the other hand, the Critic also updates its knowledge to provide feedback 

so it can become better next time. The approach of Actor-Critic is to have two neural networks 

run in parallel which can be estimated as Actor: a policy function Π(s, , ϴ) that controls how 𝒶
the agent acts, and, the Critic: a value function  measures how good the actions are. 𝑞(𝑠, 𝑎, 𝑤)



In addition, as the value-based methods have high susceptibility so the advantage function can 

be used instead of value function to overcome this problem which can be defined as,

A(s, ) = Q (s, ) – V (s)                         (9)𝒶 𝒶
But even this advantage function has drawbacks because it requires two value functions - Q(s, 

a) and V(s) and this drawback can be overcome by using the TD error as a good estimator. 

In addition, the agents trained with A2C and A2C-LSTM algorithms can be analyzed and 

observed in fig. 8, where the performance of A2C is better than A2C-LSTM. The curve of the 

A2C-LSTM stayed uniform until the last higher number of steps and never rose or declined to 

a high extent. While on the other hand, the beginning health gathering performance of the agent 

trained with A2C was found at most 2 to 3 percent better than A2C-LSTM and remain uniform 

until 10,000 steps where then the agent health gathering performance improved gradually 

stepwise and at ~15000 steps the performance curve started touching 70% but its overall final 

performance declines to ~54% which can be seen in the left graph in fig. 8. However, on the 

other side, to confirm the final conclusion to be accurate and authentic the A2C-LSTM agent 

was considered to be trained time and time again for further longer steps at least up to 300,000 

steps which in number were more steps than the training steps of A2C agent just because to see 

any change or improvement in performance curve, however, despite of training for 

extraordinary steps still the curve was uniform. Therefore, it was concluded that A2C should 

be preferred over A2C-LSTM for training game agents or bots.

      
 Fig. 8. Comparison of the performance of A2C with A2C-LSTM on health gathering Scenario(s) using the VizDoom AI platform



7. Asynchronous Advantage Actor-Critic (A3C) and Deep Recurrent Q-Network 

(DRQN)

The advantage of A3C over DRQN is that it is more resource-efficient, since A3C can be run 

on multiple cores of a single machine, and does not require a large amount of RAM to store 

the replay buffer compared to DRQN which requires a large amount of replay buffer. The actor-

critic aspect provides more accurate updates to the policy than a DQN update might provide. 

A3C is an on-policy algorithm that cannot explore the state-space as efficiently as DQN, so 

there are some trade-offs between the two algorithms. However, according to our experiments 

conducted on the health gathering scenario of the VizDoom platform A3C performs higher 

than DRQN as can be seen in fig. 9. The DQN performs well than DRQN on fully observable 

environments (FOE) such as health gathering scenario shown in fig. 11, however, it performs 

low on partially observable environments (POE) where for overcoming this issue the recurrent 

feature (LSTM) of DRQN was introduced which makes it efficient over DQN by exploiting 

the experiences or sequential updates from memory however this feature does not make DRQN 

efficient over A3C algorithm and yet its performance is lower than A3C in many game 

environments.

The left graph in fig. 9 shows the performance of A3C which was not impressive initially until 

around 375,000 steps. however, Later the performance improved but it took significantly longer 

to achieve ~90% results while on the other hand, the right graph shows the steady performance 

of DRQN on the health gathering scenario which remains almost steady and uniform. DRQN  

never achieved results to a great extent and its performance crest and trough always remain 

between ~50 % and ~51%. 

             Fig. 9. Comparison of the performance of A3C with DRQN on health gathering Scenario(s) using the VizDoom AI platform



8. Direct Future Prediction (DFP) and Deep Recurrent Q-Network (DRQN)

In order to compare the performance of DFP with DRQN, two agents are trained on the 

VizDoom health gathering scenario using DFP and DRQN, then both the agents are tested on 

the health gathering scenario (maps) to see their performance difference where DFP 

outperformed DRQN as shown in fig. 10. While gathering health packs the agent trained with 

DRQN was losing health on average and never manage to improve it to a high level. Thus its 

overall final performance remains average with  ~50% to 51% as shown in the right-side graph. 

On the other hand, the agent trained with DFP performed very well in collecting health packs 

and the overall health of the agent achieved ~94% results which can be observed in the left 

graph for further consideration. It concludes that DFP is a better technique which is one among 

the state-of-the-art for training agents using the VizDoom Game-AI research platform.

Fig. 10. Performance Comparison of DFP with DRQN on health gathering Scenario(s) using the VizDoom AI platform

9. Deep Q-Network (DQN) and Deep Recurrent Q-Network (DRQN)

In DQN, a single agent is represented by a single neural network that interacts with a single 

environment. Deep Q-Networks are more capable of overcoming unstable learning by mainly 

4 techniques i.e. Experience Replay [49], Target Network, Clipping Rewards and Skipping 

Frames.

Experience reply was originally proposed in 1993 in [50] to overcome the problem of 

overfitting as Deep Neural Networks (DNN) easily overfits current episodes and once the DNN 

https://medium.com/@awjuliani/simple-reinforcement-learning-with-tensorflow-part-4-deep-q-networks-and-beyond-8438a3e2b8df#.ut59y2t80


gets over fit then it becomes hard to produce different experiences. So, for solving this issue, 

experience replay stores experiences including state transitions, rewards, and actions, which 

are necessary data to perform Q learning, and makes mini-batches to update neural networks. 

While calculating the temporal difference (TD) error the target Q-function (Target network) 

gets changed frequently with DNN’s as unstable target Q-function makes training difficult so 

target network technique fixes parameters of target Q-function Q (st+1, Ῥ) and replaces them 

with the latest network every thousand of steps. 

Q(st , ) ← Q(st , ) + α [rt+1 + γ  , Ῥ) – Q( st, )]         (10)𝒶 𝒶 max
𝑝

𝑄(𝑠𝑡 + 1 𝒶

Each computer game has different score scales. For example, in Pong, players can get 1 point 

when winning the play. Otherwise, players get -1 point. However, in Space Invaders, players 

get 10~30 points when defeating invaders. This difference would make training unstable. Thus 

Clipping Rewards technique clips scores, which all positive rewards are set +1 and all negative 

rewards are set -1.

The fourth technique of skipping frames that DQN uses to overcome unstable learning can be 

explained excellently by referring or with the help of the arcade learning environment (ALE) 

[51] which is capable of rendering 60 images per second. But actually, players don’t take 

actions thus much in a second. AI doesn’t need to calculate Q-values every frame. So by 

employing skipping frames technique DQN calculates Q-values every 4 frames and uses past 

4 frames as inputs. This reduces the computational cost and gathers more experiences.

Using these four techniques enables DQN to achieve stable training. Table 3 shows that the 

performance of DQN increases if it uses Experience Replay technique along with the Target 

Network.

Table 3. DQN Performance with and without Experience Replay and Target Network [52]

Replay    

Target    

Breakout 316.8 240.7 10.2 3.2

River Raid 7446.6 4102.8 2867.7 1453.0

Sequest 2894.4 822.6 1003.0 275.8

Space 

Invaders

1088.9 826.3 373.2 302.0



DQN and DRQN are the variants of Deep Q-learning introduced by Google DeepMind, 

London, the UK in 2013 and 2015 that performed with extraordinary results on Atari games 

and later were applied to different platforms. In this paper, we also applied them using the 

VizDoom AI platform to compare and differentiate their performance on the health gathering 

scenario (map) by training the agents. The agent trained with DQN performed slightly better 

than the DRQN in gathering the health packs due to the fully observable environment and 

retained its health to ~53%. while on the other hand, the agent trained with DRQN remain 

below in performance in collecting health packs on the health gathering scenario (maps) by 

retaining its health to almost 51% as shown in fig. 11. It concludes that the agents trained with 

DQN perform better than DRQN particularly on the health gathering scenario of the VizDoom 

AI platform. 

Fig. 11. Comparison of the performance of DQN with DRQN on health gathering Scenario(s) using the VizDoom AI platform

10.  Dueling Deep Q-Network (DDQN) and Double Deep Q-Network (DDQN) 

Dueling-DQN (DDQN) and double-DQN (DDQN) are two simple additional improvements to 

the DQN architecture or, in other words, these are close newer variants of DQN introduced by 

Google DeepMind, London, UK, in 2015-16 [17, 53]. The dueling-DQN and double-DQN 

allow for improved performance, stability, and faster training time. The double-DQN basically 



uses 2 neural networks to perform the Bellman iteration, one for generating the prediction term 

and the other for generating the target term. It helps to alleviate the bias introduced by the 

inaccuracies of Q-network at the beginning phase of training.

The regular DQN often overestimates the Q-values of the potential actions to take in a given 

state. While this would be fine if all actions were always overestimated equally, but this never 

finds to be the case because if certain suboptimal actions regularly were given higher Q-values 

than optimal actions, the agent would have a hard time ever learning the ideal policy. In order 

to fix this issue, a simple trick was proposed: instead of taking the max over Q-values when 

computing the Target Q-value for training steps, the primary network is used to choose an 

action, and the target network is used to generate the target Q-value for that action. By 

decoupling the action choice from the target Q-value generation, it was able to substantially 

reduce the overestimation, and train faster and more reliably.  The new double-DQN equation 

for updating the target value could be represented as,

Q-Target = r + γ Q ( , argmax( Q( , a, ϴ)), )       (11)𝑠 𝑠  ϴ
And, the advantage is calculated separately and then combined only at the final layer into a Q-

value [17]. 

The reason behind the change in the architecture that dueling-DQN makes is to have a network 

that separately computes the advantage and value functions, and combines them back into a 

single Q-function only at the final layer.

 Q (s, a) = V(s) + A(a)                                             (12)

In dueling DQN, Q can also be computed by using the below formula with value 

function V and a state-dependent action advantage function A,

𝑄(𝑠,𝑎) = 𝑣(𝑠) + 𝐴(𝑠,𝑎) ―
1

|𝐴|
|𝐴|
∑

𝑎 = 1
𝐴(𝑠,𝑎)

http://arxiv.org/pdf/1511.06581.pdf


Fig. 12. Above: Regular DQN with a single stream for Q-values. Below: Dueling DQN where the value

So, dueling-DQN and double-DQN are the two variants of DQN that performed well on Atari 

2600 domain. In this paper, we use them particularly using the VizDoom AI platform to 

compare and differentiate their performance on the health gathering scenario (map) by training 

two agents. The agent trained with dueling-DQN performed a lot better than the double-DQN 

in gathering the health packs and retained its health to ~59%. On the other hand, the agent 

trained with double-DQN remain below in performance by collecting health packs on the map 

and its health retains to ~52% as shown in fig.13. It concludes that the agents trained with 

dueling-DQN perform better particularly on the VizDoom AI platform. 

Fig. 13. Performance of Dueling-DQN with Double-DQN on health gathering Scenario(s) using the VizDoom AI platform

11. C51_DDQN and Reinforce

C51 is a viable algorithm introduced in [18] to perform an iterative approximation of the value 

distribution Z using distributional Bellman equation. The number 51 represents the use of 51 

discrete values to parameterize the value distribution Z.  During each update step, a transition 

is sampled from the environment and the target distribution  is computed.  is used to update 𝑍 𝑍

the current distribution Z by minimizing the cross entropy loss between Z and . The pseudo 𝑍



code of the C51 Algorithm is as follows. 

Pseudo code of the C51 Algorithm [54]

Input a transition , 𝑥𝑡 𝑎𝑡, 𝑟𝑡,𝑥𝑡 + 1, 𝛾𝑡 𝜖[0,1]

( )𝑄(𝑥𝑡 + 1,𝑎) ∶= ∑
𝑖𝑧𝑖𝑝𝑖 𝑥𝑡 + 1,𝑎

Q( )𝑎 ∗ ←𝑎𝑟𝑔𝑚𝑎𝑥𝑎 𝑥𝑡 + 1,𝑎

=0,  0, ….., N - 1𝑚𝑖 𝔦 ∈

For  ,……, N - 1 do𝔧 ∈ 0

# Compute the projection of  onto the support { }𝑇𝓏𝔧 𝑇𝓏𝑖

+𝑇𝓏𝔧←[ 𝑟𝑡 𝛾𝑡𝓏𝔧]𝑉𝑀𝐴𝑋
𝑉𝑀𝐼𝑁

   𝑏𝔧←(𝑇𝓏𝔧 ― 𝑉𝑀𝐼𝑁)/∆𝓏

 𝜄← ⌊𝑏𝑗⌋, 𝓊←⌈𝑏𝑗⌉

# Distribute probability of 𝑇𝓏𝔧

 +  (𝑚𝜄←𝑚𝜄 𝑝𝔧 𝑥𝑡 + 1, 𝑎 ∗ )(𝓊 ― 𝑏𝔧)

 +  (𝑚𝓊←𝑚𝓊 𝑝𝔧 𝑥𝑡 + 1, 𝑎 ∗ )(𝑏𝔧 ―𝜄)

End for

Output --- ∑𝑖𝑚𝑖log 𝑝𝑖( 𝑥𝑡, 𝑎𝑡) # 𝐶𝑟𝑜𝑠𝑠 ― 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑙𝑜𝑠𝑠

Similar to DQN, we first use a deep neural network to represent the value distribution Z. Since 

the inputs are screen pixels, the first 3 layers are convolutional layers. The neural network 

outputs 3 sets of value distribution predictions, one for each action i.e. (Health, Health Packs, 

Poison). Each set of prediction is a softmax layer with 51 units and the number of atoms is the 

number of discrete values (i.e. 51). The main logic of the algorithm is contained in the update 

step. First, a minibatch of sample trajectories is sampled from the Experience Replay buffer 

and the corresponding states, reward, and targets variables are initialized.   The variable 

‘m_prob’ stores the probability mass of the value distribution Z. Next, a forward pass is carried 



out to get the next state distributions. As the model outputs 3 sets of value distributions, one 

for each action. Thus the one with the largest expected value to perform the update (similar to 

maxa′Q (s′, a′) in Q Learning) is only needed. Then the target distribution Z′ is computed (i.e. 

scale by γ and shift by reward r) and projected it to the 51 discrete supports.

The C51 significantly outperforms several state-of-the-art algorithms. In fact, C51 surpasses 

much state-of-the-art by a large margin in a number of games, most notably Seaquest [51]. 

On the other hand, ‘Reinforce’ is a family of reinforcement learning methods which directly 

update the policy weights or in other words, it is a policy gradient-based method which samples 

the expected return directly from the episode where the expected return is actually the total 

episodic reward onward that step Gt. To be more specific, it iteratively updates agent's 

parameters by computing policy gradient and works well when episodes are reasonably short 

where lots of episodes can be simulated however value-function methods are better for longer 

episodes because they can start learning before the end of a single episode. How this algorithm 

works can be understood further with the help of the pseudocode as follows? 

Pseudocode of the Reinforce Algorithm [18]

initialize θ

for each episode {s1, a1, r2...sT−1, aT−1, rT} s sampled from policy πθ do

    for t = 1 to T - 1 do

        θ← θ + α∇θ logπθ (st, at) Gt

    end for

end for

However, ‘Reinforce’ suffers from high variance because the sampled rewards can be different 

from one episode to another that is why this algorithm is normally used with a baseline 

subtracted from the policy.

In the same way, C51_DDQN and Reinforce are as well implemented and tested on the 

VizDoom health gathering scenario (maps). The agent trained with C51_DDQN performed a 

lot better and uniform than the Reinforce in gathering the health packs and retained its health 

to ~87%. On the other hand, the agent trained with Reinforce remains below in performance 

by collecting health packs on the health gathering scenario (maps) and retains its health finally 

to ~57% as its performance crest and trough can be observed in fig. 14. It concludes that the 



agents trained with C51_DDQN perform better than the agents trained with Reinforce 

particularly using the VizDoom Game-AI research platform.

 
Fig. 14. Performance of C51_DDQN with Reinforce on health gathering Scenario(s) using the VizDoom AI platform

12. Techniques with Better Performance

After training agents on health gathering scenario(s) of the VizDoom AI platform using 

different machine learning methods and techniques, the performance of the following four 

methods is found better and accurate as shown in fig. 15. The x-axis represents the training 

steps of thousands to million while the y-axis represents the health of the agents in percentage 

while gathering the health packs. The agents trained using the DFP method sustains almost 

95% health while gathering health packs which is more than other methods and remains one of 

the best options for training the agents. The agents trained using A3C method follow DFP in 

performance and sustains almost 90% health on health gathering scenarios which means the 

second-best machine learning method after DFP for training agents, However, it takes A3C 

significantly longer to achieve those results and is performing worse than the others until 

around 375,000 steps. The C51_DDQN is the third-best machine learning technique that 

performed well in gathering health on the health gathering scenario of the VizDoom Game-AI 

platform with ~87% performance. Dueling DQN (DDQN) is the last method among the four 



best machine learning methods that perform well in gathering health packs on the health 

gathering scenarios and retained health to ~59%.

 Fig. 15. Comparison of the four techniques with the best performance on the health gathering Scenario(s) of the VizDoom AI platform

13. Discussion and Future Work

In this paper, the work has shown the effectiveness of using different machine learning 

techniques and methods within the context of complex 3D multi-agent environment with agents 

playing competitively against human players and inbuilt game agents using the VizDoom 

Game AI research platform. Such systems can be applied to commercial games to provide 

competent opponents, without the need for predefined manual coded instructions or scripts. In 

addition, this paper concludes that if the environment provides with a rich and temporally dense 

measurements signals, reformulating the reinforcement learning problem to supervised 

learning (e.g. DFP) leads to better performance and accelerated training. According to the 

experiments, more measurements certainly lead to better results. There is a beneficiary effect 

by allowing the model to generate a richer set of predictions, similar to the way auxiliary tasks 

enhance the performance of deep learning vision classifier. The goal skeptical nature of DFP 

allows the agent to pursue complex goals at inference time. This lifts the limitation on learning 

and acting from a single objective by traditional reinforcement learning methods, and is one 

way to achieve transfer learning and one-shot learning for multiple tasks. Besides DFP, this 

paper as well concludes that machine learning techniques such as DFP, A3C, C51_DDQN, and 



Dueling DQN can be chosen as the first choice for training agents due to their efficient 

performance. The insightful summary of what the experiment results convey is presented in 

table 4. 

Table 4. Showing the results or performance of Algorithms used for training agents

The experiments demonstrate that learning from raw pixels is a new era in artificial intelligence 

since of versatile and dynamic environments such as VizDoom. Extending such approaches 

further in multiple ways to broaden the range of behaviours for learning is our future work.
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HIGHLIGHTS

` `
 
1)  Have shown the effectiveness of using different machine learning techniques and methods. 

2)  Machine learning is employed in video games to control non-human computer-players, agents or 

bots. 

3)  VizDoom’, a new 3D partially observable environment introduced in recent past is used, with 

interesting   

     enhanced properties that make agents stand out from inbuilt AI agents and human players. 

4) Most of the machine learning techniques were employed before in Atari Games that took place in 

2D  

    environments that were not fully observable to the agents. However, in this paper, machine learning    

    techniques and methods are employed in 3D environments that are fully observable to the agents 

such as   

    Doom, a first-person-shooter (FPS) game. 

5) Direct Future Prediction (DFP) is used which is one of the best technique for training agents. 

6) The performance of the agents is compared and differentiated.


