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ABSTRACT

Due to the continuous development and progress of wireless communication technology and sensor network technology, wireless sensor networks (WSNs) have gradually become an attractive technology that facilitates people’s lives. Due to the extensive use of WSNs, maximizing the lifetime of WSNs to obtain real-time and effective information has become a critical concern. This paper studies the life of mobile wireless sensor networks (MWSNs). MWSNs are a special type of WSN in that the sensor nodes are movable within a certain area. A system model is developed to prolong the network lifetime of MWSNs. This paper uses five evolutionary computing (EC) algorithms to develop the MWSN lifetime optimization model. Numerical simulations are performed to study the advantages and disadvantages of the five algorithms for solving the model. The comparison and discussion can provide advice for using EC algorithms to solve MWSN lifetime maximization problems.

1 Introduction

Due to the continuous development and progress of wireless communication technology, network technology, microprocessor technology and sensor network technology, WSNs have gradually become an attractive technology that facilitates people’s lives [1]-[5]. Moreover, WSNs are a new way to acquire information through real-time monitoring of the environment. Because of their unique way of obtaining information, WSNs are widely used in various fields, such as military defense, biological medicine, smart home technology, industry and agriculture [2], [3]. As the capacity of battery of nodes is limited, the operational longevity of nodes is critical. The longevity of a WSN directly affects the overall performance of the network [4].

MWSNs are a special distributed network of many deployed sensor nodes that are movable within a monitoring area. MWSNs form a self-organizing network through wireless communication technology [5]. Unlike in static WSNs, the mobility of sensors or sink nodes in MWSNs causes network topology to change dynamically. Thus, compared to when designing static WSNs, more issues have to be addressed when designing mobile networks [4].

Recently, there have been studies on the lifetime of MWSNs. [6] studied maximizing the lifetime of MWSNs that contained mobile sink nodes. In [7], the exploration and exploitation trade-off was studied, and different methods were compared. According to this study, Thompson sampling and exponential weight algorithm action-section are robust methods for channel selection and transmission power control. In [8], the lifetime of WSNs was maximized by using a method for harvesting solar energy. In [9], a secure and efficient authentication protocol was proposed for multigateway wireless networks. In [10], scheduled transmissions from wireless networks were studied by using learning channel statistics. The proposed greedily constructed schedules show good scalability with the number of network links. In [11], prolonging the lifetime of WSNs was solved by proposed optimization formulations in the case of machine-to-machine communication. In [12], a distributed topology control game method was proposed for WSNs that have many sensor nodes but limited energy resources. In [13], a routing algorithm to reduce energy consumption and delay by MWSNs was proposed.
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The contributions of this paper are as follows:

1. The objective of the MWSN model is to minimize the residual and consumed energies of all nodes. Minimizing residual energies is useful in preventing nodes from dying quickly. Minimizing consumed energies is useful in prolonging the lifetime of nodes. Both residual and consumed energies are combined to achieve the objective of the MWSN model.

2. Unlike current studies, this paper uses EC algorithms to solve the MWSN model. Traditionally, MWSN models have to be relaxed to convex optimization problems [4], [14]-[19]. Then, problems can be solved by popular convex optimization solvers. This paper uses EC algorithms, which do not require the MWSN model to have a convex property.

3. The properties of five EC algorithms are analyzed and discussed. The results provide useful hints for solving MWSN or WSN models.

This paper presents a lifetime model of an MWSN in Section 2. The paper introduces five EC methods in Section 3. Then, this paper analyzes the lifetime of wireless sensor networks under five EC algorithms in Section 4. According to the simulation experiment of the system model, the optimal EC algorithm is obtained under certain parameters so that the lifetime of the MWSN can be improved. Finally, Section 5 concludes the paper.

2 Lifetime model of the mobile wireless sensor network

It is assumed that the MWSN system consists of sensor nodes and sink nodes, as shown in Fig. 1. In the figure, the MWSN network consists of 2 sink nodes and 16 sensor nodes. Sink nodes are fixed and have a coverage area with a radius $R_c$. Sensor nodes can freely move with a certain degree of mobility. In cases where all sensor nodes are covered by sink nodes, the network becomes robust as all nodes are under the control of sink nodes. In cases where sink nodes may not cover all sensor nodes, ad hoc routing protocols are required. Sensor nodes not covered by sink nodes may construct a temporary multihop ad hoc network for communication.

To quantify the lifetime of the MWSN, it is assumed that the time interval consists of $K$ events. Each event consists of $F$ frames. Hence, there are $KF$ frames in the time interval. It is assumed that the network includes $Se$ sensor nodes and $Si$ sink nodes. The sensor nodes contain the same type of battery. The number of batteries in the sensor nodes is represented by $S(k)$. The amount of energy consumed by the nodes is represented by $B(k)$. A matrix of ratios $R(k)$ is used to denote the proportional energy available to the sensor nodes. Hence, the expected energy being consumed is $B(k)\cdot R(k)$, where the symbol “$\cdot$” represents the product of each element of matrix $B(k)$ and $R(k)$. Clearly, the level of consumption depends on the data rate, the distance, the channel, etc.

At event $k$, the residual energy of frame $(j+1)$ is a function of the residual energy of frame $j$:

$$S_{j+1}(k) = S_j(k) - B_j(k) \circ R_j(k).$$

The lifetime model of the MWSN is:

$$\min \max \{\lambda_1 RE(k), \lambda_2 CE(k)\}$$

$$s.t. \quad RE(k) = \left|S'_j(k) - S_j(k)\right|$$

$$CE(k) = \left|B'_j(k) - B_j(k)\right|$$

$$0 \leq R(k)$$

$$\sum_{j=1}^{Se} \left(R(k)_{ij} = 1, i = 1, 2, \ldots, F\right).$$

where the objective is the weighted Tchebycheff metric of the residual energy $S(k)$ and consumed energy $B(k)$. In general, a weighted sum can be used to combine $S(k)$ and $B(k)$. However, a weighted sum technique may have difficulty solving nonconcave problems [20]. The advantage of the weighted Tchebycheff technique is that it is able to overcome the issue that cannot be solved by the weighted sum technique. Thus, the weighted
Tchebycheff technique is used in the lifetime model. In (2), \( S_f^r (k) \) and \( B_f^r (k) \) are reference points of the weighted Tchebycheff metric. Moreover, \( \lambda_1 \) and \( \lambda_2 \) are the weights for \( S(k) \) and \( B(k) \), respectively. Different values of \( \lambda_1 \) and \( \lambda_2 \) result in different solutions of (2). In the model, \( S(k) \) and \( R(k) \) are parameters to be determined. \( B(k) \) can be computed by \( S(k) \) and \( R(k) \) [3]:

\[
B_f^r (k) = S_f^r (k) o \frac{1}{R_f^r (k)} .
\]

Based on model (2), the determination of \( R(k) \) is the basis for the problem. Proper values of \( R(k) \) indicate a good allocation of energies. Such an allocation, in turn, would help prolong the lifetime of the MWSN. In this paper, the \( R(k) \) is determined by using EC algorithms.

3 Evolutionary computing algorithms

EC methods have been applied to many fields [21]-[25]. Five evolutionary computing methods are used to solve the lifetime improvement problem: genetic algorithms (GAs) [26], differential evolution (DE) [27], particle swarm optimization (PSO) [28], artificial bee colonies (ABCs) [29] and neighborhood field optimization (NFO) [30], [31]. These methods are explained in this section.

3.1 Genetic algorithm

GAs were first proposed by Holland of Michigan University; Holland was inspired by biological evolution. GAs are based on a population, and the process for dealing with the population mainly includes initialization and evolution. The population in GAs consists of individuals, and evolution includes three genetic operations: selection, hybridization or crossover, and mutation. GAs can perform global optimization in data space and highly converge; however, the disadvantage of GAs is that these algorithms cannot use local information effectively; thus, it takes a long time to converge to an optimal point [32].

By using a paradigm, a GA can be instantiated in different ways. For example, selection methods include roulette wheel selection, rank-based selection, and tournament-based selection. Crossover methods include uniform crossover and arithmetic crossover. An instance of a GA can be any combination of selection, crossover and mutation operations.

In this paper, the GA algorithm consists of a roulette wheel selection, a uniform crossover and uniform mutation operations. A uniform crossover is:

\[
x_{i,j}^{t+1} = \begin{cases} 
x_{p1,j}^{t}, & \text{if } r_1 < p_c, \ j = 1, 2, \cdots, D, \ (4) 
n_{p2,j}^{t}, & \text{otherwise} \end{cases}
\]

where \( t \) is the generation counter, \( r_1 \) is a random number between 0 and 1, \( x_{p1}^{t} \) and \( x_{p2}^{t} \) are two parents of \( x_j^{t} \), and \( p_c \) is the crossover probability or crossover rate (which is an algorithmic parameter predefined by users).

A uniform mutation is:

\[
x_{i,j}^{t+1} = \begin{cases} 
x_{i,j}^{t}, & \text{if } r_2 < p_m, \ \ (5) 
\min(x_{i,j}^{t}), & \text{otherwise} \end{cases}
\]

where \( p_m \) is the mutation probability (which is an algorithmic parameter predefined by users) and \( x_{i,j}^{\max} \) and \( x_{i,j}^{\min} \) are the upper and lower bound of variable \( x_j \).

3.2 Differential evolution

A DE algorithm is an efficient, simple and fast global search evolutionary algorithm proposed by Storn and Price. The biggest difference between DE and other algorithms lies in the use of a differential mutation operator, which has the characteristics of search direction and search step-size adaptivity. DE has the advantages of having a simple structure, being easy to use and being strongly robust.

In this paper, the variant of the DE algorithm used is DE/rand/1/binomial, where “rand” means randomly choose mutation solutions, “1” means one differential vector in the mutation equation, and “binomial” means binomial crossover. In general, the survivor selection of the DE is a “(1+1)” selection. That is, a new solution competes with its corresponding parent solution, and the one that has the best fitness survives.

The mutation operation of the DE algorithm is:

\[
x_{i,j}^{t+1} = x_{r1}^{t} + F \times (x_{r2}^{t} - x_{r3}^{t}) ,
\]

where \( x_{r1}^{t} \), \( x_{r2}^{t} \) and \( x_{r3}^{t} \) are randomly chosen solutions from the population, and \( F \) is the scale
factor (which is an algorithmic parameter predefined by users) [27].

For \( j = 1,2,\cdots,D \), the binomial crossover of
the DE algorithm is:
\[
x^{t+1}_{i,j} = \begin{cases} x^t_{i,j}, & \text{if } r_2 < p_c \text{ or } j = j_r^d, \\ x^t_j, & \text{otherwise} \end{cases},
\]
where integer \( j_r^d \) is randomly chosen to make sure that a variable is changed after the crossover operation.

3.3 Particle swarm optimization

A PSO algorithm is a population-based stochastic optimization algorithm proposed by Eberhart and Kennedy in 1995. PSO is inspired by the social behavior of birds or fish groups. The system is initialized by the population of random solutions, and the optimal solution is searched through the update generation. However, unlike GAs, PSO has no crossover, mutation or other evolutionary operators and seeks global optimization by following current optimal value. Moreover, PSO has become a popular modern optimization method because of its few parameters, simple operation and fast convergence.

In this paper, the PSO algorithm consists of velocity updating and particle position updating. Velocity updating is:
\[
v^{t+1}_i = \phi \times \left( v_i^t + c_1 r_1 d_i^{p,best} + c_2 r_2 d_i^{s,best} \right),
\]
where \( \phi \) is inertia weight, \( c_1 \) and \( c_2 \) are accelerating factors (which need to be predefined by users [28]), \( d_i^{p,best} \) is the best personal solution found by particle \( i \), and \( d_i^{s,best} \) is the best-so-far solution found by all particles.

Particle position updating is:
\[
x^{t+1}_i = x_i^t + v^{t+1}_i,
\]

3.4 Artificial bee colony

An ABC algorithm is a kind of biological intelligent optimization algorithm that simulates the intelligent searching behavior of bee colonies. This algorithm is a new global optimization algorithm. ABC algorithms have few control parameters, are easy to implement and are simple to calculate. Hence, these algorithms are widely used in various fields. An ABC can be combined with other algorithms, such as PSO, DE, distributed thinking, a local search operator and a population diversity strategy, to improve the overall optimization performance of the algorithm. ABC algorithms and their application have important academic significance and practical value.

In this paper, the ABC algorithm consists of the employed bee stage, onlooker bee stage and scout stage. The scout stage randomly recreates new solutions by replacing old solutions. The employed bee and onlooker bee stage have a similar updating equation. For \( j = 1,2,\cdots,D \), the equation is:
\[
v^{t+1}_{i,j} = x^t_{i,j} + \phi \times \left( x^t_{i,j} - x^t_{k_{i,j}} \right),
\]
where \( \phi \) is a random number (based on a uniform distribution) between -1 and 1 [29] and \( x^t_{k_{i,j}} \) is a randomly chosen neighbor of \( x^t_{i,j} \).

3.5 Neighborhood field optimization

NFO is a recently proposed EC method. By constructing a high-quality neighborhood structure, NFO algorithms can perform well. EC algorithms, such as GAs and PSO, have good global search ability. Although it is hard to trap these algorithms in local optima, many iterations are necessary to converge to desirable solutions. NFO algorithms differ from GAs and PSO in that NFO emphasizes the effect of neighborhood structure. Nearest neighbors are regarded as an approximate gradient to cooperatively guide the local search of the algorithm. Thus, NFO is more like a local search algorithm. Due to its population-based structure, NFO has good explorative ability in the initial evolutionary stage. Once the algorithm starts to converge to a small region, a differential of neighbors may approximate gradient information. The algorithm may have good exploitative ability.

In this paper, the NFO algorithm consists of neighborhood localization, mutation and a crossover. The crossover is a binomial crossover, as described in Section 3.2. Neighborhood localization involves choosing the neighbors for the solutions in the population. The mutation is based on the differentials of neighbors. The updating equation is:
\[
\begin{align*}
    x_i^{t+1} &= x_i^t + \alpha r_1 d_i^t + \alpha r_2 d_i^t, \\
    d_i^t &= x_i^t - x_i^0, \\
    d_i^t &= x_i^t - x_{w_i}^t,
\end{align*}
\]

where \( \alpha \) is the learning factor; \( r_1 \) and \( r_2 \) are random numbers between 0 and 1; \( x_i^t \) and \( x_{w_i}^t \) are the superior and inferior neighbors, respectively, of \( x_i^t \); and \( d_i^t \) and \( d_i^t \) are the search directions toward superior and inferior neighbors, respectively, of \( x_i^t \).

EC algorithms can be classified into two categories: evolutionary algorithms and swarm intelligence approaches. The two categories have different paradigm philosophies. GAs and DE algorithms can be classified as evolutionary algorithms. PSO and ABCs can be classified as swarm intelligence approaches. An intuitive method of classification is a crossover operation. NFO uses a binomial crossover; hence, NFO algorithms are evolutionary algorithms. Despite the differences between the two categories, methods wherein algorithms from both categories interact and cooperate have become popular. This study aims to apply EC algorithms to WSNs and promote the usage of EC algorithms in wireless networks.

The procedures of the optimization framework are shown in Algorithm 1. EC algorithms are used in line 4. As Algorithm 1 shows, various EC algorithms can be interfaced with the framework. EC algorithms are responsible for determining the usage of EC algorithms in wireless networks.

<table>
<thead>
<tr>
<th>Line</th>
<th>Algorithm 1: procedures for lifetime optimization of MWSN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input: MWSN parameters ( S, S_i ), threshold for live or dead, ( K, F ).</td>
</tr>
<tr>
<td>2</td>
<td>EC algorithm parameters ( P, P_c, P_m ), termination condition.</td>
</tr>
<tr>
<td>3</td>
<td>Output: optimal solution</td>
</tr>
<tr>
<td>4</td>
<td>For each event ( k )</td>
</tr>
<tr>
<td>5</td>
<td>For each frame ( f )</td>
</tr>
<tr>
<td>6</td>
<td>Solve lifetime model by using an EC algorithm to obtain ( S_{v_i}(k) ).</td>
</tr>
<tr>
<td>7</td>
<td>End For</td>
</tr>
<tr>
<td>8</td>
<td>Compute consumption energy ( B(k) ).</td>
</tr>
<tr>
<td>9</td>
<td>Allocate time slots based on ( R(k) ).</td>
</tr>
<tr>
<td>10</td>
<td>Update node energies and network status of MWSN.</td>
</tr>
<tr>
<td>11</td>
<td>End For</td>
</tr>
</tbody>
</table>

### 4 Simulation experiment

The simulation experiment consists of three parts. First, the lifetime model at different mobilities is tested and analyzed. Second, the lifetime model with different weights in the objective function is tested and analyzed. Third, the impact of network density is tested and analyzed. Five EC algorithms are used to solve the problems for the three parts.

The settings of the MWSN are as follows: The number of sensor nodes \( S \) is 10. The number of sink nodes \( S_i \) is 1. The initial energy of the sensor nodes is 10. The threshold of the sensor nodes, live or dead, is 0.05. Sensor nodes whose battery level is lower than 0.05 are considered to be dead nodes.

The parameter settings of the EC algorithms are given in Table 1. The maximum number of function evaluations (MFE) is 1000. To have a fair comparison, no two population sizes of the algorithms are set to the same number. The settings for each algorithm follow the associated literature [26]-[30]. By using such settings, it is expected that each algorithm can function without harming its original design philosophy. To solve a problem, each EC algorithm is independently executed 30 times to obtain an average performance.

#### 4.1 Optimizing lifetime at different mobilities

First, the lifetime of the MWSN at different mobilities is studied. MWSN sensor nodes are allowed to move with a certain velocity. If sensor nodes move fast, then frequent optimization is required to refresh the network topology and allocation strategy; otherwise, optimization can be performed less frequently to save computational time and resources. The effect of EC methods is studied when frame \( F=1, 5 \) and 10. \( F=1 \) means frequent optimization under the condition that sensors have a high moving speed. \( F=5 \) means a moderate moving speed. \( F=10 \) means less frequent optimization under the condition that sensors have a low moving speed.

The results are shown in Table 2. This table shows the mean and standard deviation (std) values of the objective function. The results of Table 2 are based on the settings \( \lambda_1 \) =1 and \( \lambda_2 \) =0. As Table 2 shows, when \( K=400 \) and \( F=1 \), the average life of
the five EC algorithms is relatively high, and the life deviation is relatively low. When frame $F$ increases from 1 to 10, the average lifetime gradually decreases. However, the decreases in the lifetime of the five EC methods are less than 6.17%, which is very small. Therefore, EC algorithms show robust performance for the MWSN at different mobilities.

As Table 3 shows, when $K=400$ and $F=1$, the average lifetime of the five EC algorithms is relatively high, and the life deviation is relatively low. The results of Table 3 are based on the settings $\lambda_1=0$ and $\lambda_2=1$. Although the average lifetime decreases when $F$ increases from 1 to 10, the lifetime decreases for the five EC algorithms are less than 4.51%. Based on the results of Table 2 and Table 3, the std values are approximately the same. Therefore, the performance of the EC algorithms is stable for prolonging the lifetime of the MWSN. In a comparison of the results of Table 2 and Table 3, the average lifetime of the MWSN when $\lambda_1=0$ and $\lambda_2=1$ is longer than that of the MWSN when $\lambda_1=1$ and $\lambda_2=0$. Therefore, optimizing $S(k)$ or $B(k)$ causes a different effect.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>$P_s = 50$, $P_c = 0.8$, $P_m = 0.05$</td>
</tr>
<tr>
<td>DE</td>
<td>$P_s = 50$, $S = 0.5$, $P_c = 0.9$</td>
</tr>
<tr>
<td>PSO</td>
<td>$P_s = 40$, $S = 0.7298$, $P_c = 2.05$</td>
</tr>
<tr>
<td>ABC</td>
<td>$P_s = 20$</td>
</tr>
<tr>
<td>NFO</td>
<td>$P_s = 20$, $F = 1.3$, $P_c = 0.1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>232.97</td>
<td>20.33</td>
</tr>
<tr>
<td>DE</td>
<td>222.20</td>
<td>16.54</td>
</tr>
<tr>
<td>PSO</td>
<td>198.00</td>
<td>16.99</td>
</tr>
<tr>
<td>ABC</td>
<td>224.27</td>
<td>14.83</td>
</tr>
<tr>
<td>NFO</td>
<td>226.83</td>
<td>20.58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>242.77</td>
<td>21.19</td>
</tr>
<tr>
<td>DE</td>
<td>226.47</td>
<td>15.51</td>
</tr>
<tr>
<td>PSO</td>
<td>181.73</td>
<td>18.88</td>
</tr>
<tr>
<td>ABC</td>
<td>232.70</td>
<td>17.07</td>
</tr>
<tr>
<td>NFO</td>
<td>234.97</td>
<td>21.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>240.13</td>
<td>21.79</td>
</tr>
<tr>
<td>DE</td>
<td>222.73</td>
<td>15.41</td>
</tr>
<tr>
<td>PSO</td>
<td>175.40</td>
<td>17.96</td>
</tr>
<tr>
<td>ABC</td>
<td>226.10</td>
<td>22.60</td>
</tr>
<tr>
<td>NFO</td>
<td>233.17</td>
<td>22.19</td>
</tr>
</tbody>
</table>

4.2 Optimizing lifetime with different weights in the objective function

As the objective function of (2) is a weighted Tchebycheff of the residual and consumed energies, weights may affect the performance of the MWSN. The effect of the EC algorithms in optimizing the lifetime model with different weights in the objective function is studied. The weight values are given in Table 4. In the table, the $\lambda_1$ value gradually decreases from 1 to 0, while the $\lambda_2$ value gradually increases from 0 to 1.

The results are shown in Table 5. The structure of Table 5 is similar to that of Table 2. The mean
and std values of the results obtained after 30 executions of the algorithm are given.

As Table 5 shows, for combination3 ($\lambda_1=0.4$ and $\lambda_2=0.6$), the average life span of the five EC algorithms is relatively long, and the life deviation is relatively low. Among the six combinations, combination3 has the longest lifetime. After a change in the weight value of the same evolutionary algorithm, the lifetime of PSO increased by 8.28%; additionally, weight had the greatest influence on the lifetime of PSO. Similarly, the lifetime of DE increased by 2.19%, and the weight of DE had the least influence on the lifetime of DE. Therefore, different combination of weights can affect lifetime. Therefore, it is necessary to choose the proper combination based on the target of practical applications.

Box plots of the lifetimes obtained by the algorithms after 30 executions are shown in Fig. 2 and Fig. 3. In Fig. 2, the results are for the MWSN when using combination1, while the results in Fig. 3 are for the MWSN when using combination2. The other combinations are not given to save space. Both Fig. 2 and Fig. 3 show that the GA attains the longest lifetime, NFO attains the second longest, and PSO attains the shortest lifetime. Moreover, the ABC, DE, the GA and NFO have similar median lifetime values.

The Mann-Whitney U test (U test) is used to test the significance of the five EC algorithms. As the GA achieves the longest lifetime in optimizing the MWSN by using combination1, the GA is used as the reference algorithm in the U test. A significance level of 0.05 is set in the U test. According to the U test, the PSO and GA algorithms are significantly different at a given significance level. The $p$-value is 2.47e-8. The $p$-values for the ABC, DE and NFO are 0.11, 0.06, and 0.25, respectively. Based on the U test, the GA, ABC, DE and NFO algorithms are not significantly different with respect to solving the MWSN lifetime problem. The results of the U test are similar to the results of the five EC algorithms for optimizing the MWSN by using combination2.

### Table 5

<table>
<thead>
<tr>
<th>Weight</th>
<th>Method</th>
<th>Combination1</th>
<th>Combination2</th>
<th>Combination3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>GA</td>
<td>232.97</td>
<td>20.33</td>
<td>242.97</td>
<td>22.07</td>
</tr>
<tr>
<td>DE</td>
<td>221.20</td>
<td>16.54</td>
<td>226.83</td>
<td>15.30</td>
</tr>
<tr>
<td>PO</td>
<td>198.00</td>
<td>16.99</td>
<td>181.73</td>
<td>18.08</td>
</tr>
<tr>
<td>ABC</td>
<td>224.27</td>
<td>14.83</td>
<td>231.03</td>
<td>18.75</td>
</tr>
<tr>
<td>NFO</td>
<td>226.83</td>
<td>20.38</td>
<td>235.07</td>
<td>21.52</td>
</tr>
<tr>
<td>GA</td>
<td>232.97</td>
<td>20.33</td>
<td>232.97</td>
<td>20.33</td>
</tr>
<tr>
<td>DE</td>
<td>221.20</td>
<td>16.54</td>
<td>222.20</td>
<td>16.34</td>
</tr>
<tr>
<td>PO</td>
<td>198.00</td>
<td>17.00</td>
<td>198.00</td>
<td>17.00</td>
</tr>
<tr>
<td>ABC</td>
<td>226.83</td>
<td>21.50</td>
<td>217.50</td>
<td>18.90</td>
</tr>
<tr>
<td>NFO</td>
<td>226.83</td>
<td>20.58</td>
<td>226.83</td>
<td>20.58</td>
</tr>
</tbody>
</table>

**Fig 2.** Box plot of lifetimes obtained by the five EC algorithms for the MWSN when $\lambda_1=1$ and $\lambda_2=0$. 
4.3 Optimizing lifetime at different densities

The effect of the EC methods on the MWSN at different densities is studied. Network density can be changed by the number of sensor nodes. From $Se=10$ to $Se=100$, the step length of the algorithm is 10; the different densities are used to test network performance. The results are shown in Fig. 4.

When the density increases from 10 to 100, the lifetime achieved by the five EC algorithms for the MWSN increases quickly, as shown in Fig. 4. Among them, the lifetime achieved by the NFO algorithm is increased by 1342.70; additionally, the change of density has the greatest impact on the NFO algorithm. The PSO algorithm, which increased the lifetime of the MWSN by 1250.80, has the least lifetime gain. Therefore, the change in density is very important to improving the lifetime of the MWSN. When the density $Se=100$, the lifetime achieved by the NFO algorithm is the maximum, and the lifetime achieved by the PSO algorithm is the minimum. Moreover, Fig. 4 shows that the curve of the PSO algorithm lies below that of the other algorithms. Therefore, the PSO algorithm at different network densities performs worse than the other algorithms. The curves of the ABC and DE algorithms are very close to each other with an $Se$ from 10 to 100. Therefore, both algorithms have similar performance with respect to solving the lifetime problem. The curves of the GA and NFO algorithms are very close to each other with an $Se$ from 10 to 100. Therefore, both the GA and NFO algorithms have similar
performance with respect to solving the lifetime problem. Furthermore, when the number of nodes is fewer than 60 (i.e., $56 \leq n \leq 60$), the GA algorithm (compared with the other algorithms) finds the best solution for MMSN lifetime. When the number of nodes is more than 60 and fewer than 100 (i.e., $60 \leq n \leq 100$), the NFO algorithm (compared with the other four algorithms) finds the best solution for MMSN lifetime. Thus, concerning the lifetime optimization of the MMSN, the GA algorithm is suitable for low-density networks, while the NFO algorithm is suitable for high-density networks.

5 Conclusion

MWSNs are special distributed networks consisting of many sensor nodes. In MWSNs, unlike in static WSNs, sensors or sink nodes have mobility, thus causing the network topology to change dynamically. In the design of MWSNs, more issues have to be addressed than in the design of static WSNs. Thus, lifetime maximization is an important problem in MWSNs.

This paper presents a new mathematical model for MWSNs. The objective of the MWSN model is to minimize the residual and consumed energies of all nodes. Minimizing residual energies is useful in preventing nodes from dying quickly. Minimizing consumed energies is useful in prolonging the lifetime of nodes. Both residual and consumed energies are combined to achieve the objective of the MWSN model by using a weighted Chebycheff technique.

Unlike previous works in the literature, this paper uses EC algorithms to solve the MWSN model. Traditionally, MWSN models have to be relaxed to convex optimization problems. Then, problems could be solved by popular convex optimization solvers. This paper uses EC algorithms, which do not require the MWSN model to be convex. Five algorithms are used in the study.

The properties of the five EC algorithms for solving the MWSN model are analyzed and discussed. The GA and NFO perform the best and second best, respectively, for solving the network at different mobilities. The GA and NFO also perform the best and the second best, respectively, for solving the network with different weights of the objective function. Moreover, the PSO algorithm is significantly worse than the GA, the ABC, DE and NFO based on the U test, while the GA, ABC, DE and NFO algorithms are not significantly different with respect to solving the MWSN lifetime problem. Furthermore, for the lifetime optimization of the MWSN, the GA algorithm is suitable for low-density networks, while the NFO algorithm is suitable for high-density networks. The reported results provide useful hints for solving MWSN or WSN models.
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