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a b s t r a c t 

Opportunistic underwater sensor networks (OUSNs) are deployed for various underwater applications, 

such as underwater creatures tracking and tactical surveillance. However, the storage capacity of the sen- 

sor nodes in such networks may be insufficient, especially when a wealth of data messages are generated 

rapidly in some emergency response applications. The message dissemination in OUSNs therefore may 

differ significantly from those in wireless sensor networks or delay-tolerant networks, where network 

throughput should be taken as one of the primary objectives of network performance. To this end, the 

strategies for message storing, disseminating and discarding are investigated, and a Message Dissemina- 

tion Approach for Storage-Limited (MDA-SL) OUSNs is proposed. In MDA-SL, the messages are preferred 

to be disseminated to the nodes with higher speed or larger residual storage. In addition, the copies of 

newer messages are inclined to be discarded when their message holders’ storage is full. Simulation re- 

sults demonstrate the excellent performance of MDA-SL, showing that it can achieve satisfactory network 

throughput with propagation delay being restricted according to the diverse application requirements. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

With the broad deployments of mobile sensor nodes, oppor-

unistic mobile sensor networks (OMSNs) [1,2] are introduced to

onduct large-scale sensing at a lower cost compared to that of

 ubiquitous static infrastructure of sensing devices. Because of

he node mobility, however, the available contacts between nodes

ay be scarce and short, leading to some unstable communica-

ion paths. Opportunistic message dissemination techniques enable

he network nodes to communicate in an environment where the

ontemporaneous end-to-end paths are unavailable or unstable, by

llowing a data message to be transferred from source to desti-

ation in discrete hops even when an end-to-end communication

ath never emerges. 

As a derivative form of OMSNs, the opportunistic underwater

ensor networks (OUSNs) [3] technology enables various underwa-

er applications, such as underwater creatures tracking [4] and tac-

ical surveillance [5] . However, compared with massive collected

ata, the storage capacities of nodes are usually insufficient [6,7] .

hat is worse, the network throughput (which is defined as the

otal number of data messages received per unit time by the des-
∗ Corresponding author. 
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inations of all the multi-hop flows in the network) is significantly

estricted because the capacity of nodal storage modules is ex-

remely limited (the space memory is even measured in KB [8] ,

.g., the chip CC2430 has a flash memory of 128 KB [9] ). 

As acoustic communication [10] is the typical physical-layer

echnology in OUSNs, another outstanding feature of OUSNs is

he nontrivial propagation delay because acoustic waves are much

lower than electromagnetic waves (the speed of acoustic waves is

pproximately 1,500 m/s in water). Such constraints make it diffi-

ult to deliver all the data messages to the destination timely, es-

ecially when data messages are generated rapidly in some emer-

ency response applications [11] . 

Further adding to the above difficulties, OUSNs nodes (floating

odes) may move irregularly under the influences of underwater

reatures or water currents. Specifically, some sensors may be di-

ectly fastened on irregular mobile carriers (vehicles), making it al-

ost impossible to predict their future trajectories. As shown in

ig. 1 , environmental events are monitored by the floating sensor

odes fastened on mobile underwater vehicles (such as whales) or

he anchored nodes equipped with floating buoys [12,13] (The cost

f anchored nodes is high, hence their number is relatively small

n most applications), from which the signals are transmitted to

estination sinks through intermittent multi-hop communications. 

https://doi.org/10.1016/j.comnet.2020.107097
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2020.107097&domain=pdf
https://doi.org/10.1016/j.comnet.2020.107097
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Fig. 1. Architecture of an OUSN. 
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To summarize, the message dissemination techniques in

storage-limited OUSNs are still confronted with several challenges:

1) Limited s torage. The limited storage has a direct impact on

the message dissemination especially when the number of data

messages existing in networks is considerable. To improve the

network throughput, the number of disseminated message copies

should be regulated, ensuring that they adapt to the residual stor-

age of nodes. Besides, some stored message copies may have to be

discarded due to the new arrivals of other message copies. 

2) Sophisticated m obility of f loating n odes. Complicated un-

derwater environment factors (e.g., water currents and swimming

underwater creatures) contribute to the sophisticated mobility of

floating nodes. Links between network nodes may appear or dis-

appear over time, and consequently, the historical trajectories can

hardly help predict the future trajectories. 

3) Distributed control with good scalability. OUSNs usually

consist of abundant nodes with the task of determining the next

hop of their data transmission independently without any central-

ized decision making. Distributed algorithms have to be developed

which must be of reasonably low complexities. 

To handle the above challenges, in this paper, we target to help-

ing answer the following three questions: ( a ) How should a mes-

sage holder (a node carrying a copy of the data message) select

the next-hop forwarders from its neighboring ordinary nodes (the

nodes not carrying any message copy)? ( b ) How many message

copies should be disseminated at each time slot? ( c ) Which stored

message copies should be discarded to make room for newly ar-

riving message copies? We will study on two different cases with

and without storage overflow respectively. 

The main contributions of this paper are threefold. First, the

movement speed and residual storage of nodes are adopted as the

crucial metrics for message dissemination decision making to im-

prove the network throughput. We show that the nodes with faster

movement and larger residual storage should retain more message

copies. Second, message discarding strategy for the case with stor-

age overflow is investigated. It is revealed that older messages be-

ing disseminated with fewer copies shall be assigned lower prob-

abilities of being discarded. Last but not least, the proposed Mes-

sage Dissemination Approach for Storage-Limited OUSNs (MDA-SL)

is completely distributed with an acceptable complexity. Thus it is

practical and with a good scalability. 

The remainder of this paper is organized as follows:

Section 2 briefly surveys some existing related studies.

Section 3 proposes a network-based system model to describe

the message dissemination process. Some primary analyses are
eported in Section 4 , forming a basis for algorithm design-

ng. Section 5 presents the message dissemination approach

MDA-SL). Section 6 covers some further analyses on MDA-SL

ncluding the complexity, the impact of node storage capacity,

nd approximation ratio, etc. Numerical simulation results for

erformance evaluation of MDA-SL are reported in Section 7 .

inally Section 8 concludes the paper. This work is a significant

xtension of our early work [14] . Specifically, we introduce a

ybrid underwater mobility pattern (consisting of the irregular

obility of floating nodes and the spherical crown mobility of

nchored nodes) into the network model, and the influences of

nchored nodes movement characteristics on the dissemination

roblem are carefully evaluated. Besides, more detailed analysis

n the performance of the MDA-SL is given from the aspect of

he communication maintenance, and the dissemination weight

ettings of the algorithm are closer to realistic scenarios. Much

ore abundant simulation results are also provided to further

larify the merits of the proposed MDA-SL. 

. Related work 

.1. Message dissemination in DTNs or OUSNs 

The problem concerning message dissemination in DTNs

Delay-Tolerant Networks) and mobile sensor networks has been

xtensively studied. The early representative work named Epidemic

orwarding (EF) was proposed in [15] , where random pair-wise ex-

hanges of messages among mobile nodes ensured the maximum

elivery and the minimum delay. However, numerous redundant

essage copies were generated gradually in such process. In [16] ,

 distributed adaptive opportunistic routing scheme using a rein-

orcement learning framework was proposed. The scheme can op-

ortunistically route the packets even in the absence of reliable

nowledge about the channel statistics and network models. An

ptimization framework eased by network coding was proposed

or opportunistic routing [17] . The framework was used to define

he notions of credits associated with a number of packets in a

eneration. A primal-dual algorithm was then utilized as the basis

o derive a practical protocol. 

Some relevant research has been conducted on the message

issemination in underwater sensor networks. Lee et al. [18] pre-

ented the Hydraulic Pressure based Anycast Routing Protocol (Hy-

roCast) for reliable underwater event sensing and reporting to

ne of the surface sinks. HydroCast selected the proper subset of

orwarders that maximized the progress greedily and limited the

nterference. A similar work can be found in [19] , where the se-

uence number, hop count, and depth information were used to

etermine the direction of the next hop and build a directional

rail to the closest sonobuoy. In [20] , a generic prediction assisted

ingle-copy routing scheme which can be configured for multiple

obility models was investigated. This scheme differentiated the

etwork mobility patterns according to the short-duration traces,

nd then defined the features of the best routing paths. Its out-

tanding advantage was the self-adaptivity for various node mo-

ilities. However, it relied on historical information to instantiate

he prediction. Such historical information is hard to be exploited

n OUSNs due to the sophisticated mobility of nodes. In [21] , the

edundancy Based Adaptive Routing (RBAR) scheme was proposed

or underwater sensor networks, and RBAR was demonstrated to

atisfy different delay requirements by explicitly controlling the

eplication process, but the delivery ratio was not very desirable.

hang et al. developed a Beam width and Direction Concerned

outing protocol (BDCR) for the message dissemination problem

22] , which can obtain a high delivery ratio by considering the

eam width and three-dimensional direction. Recently, a routing

rotocol MobiSink (mobile sink) for underwater sensor networks
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Fig. 2. Division of time slots. 
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as presented in [23] to balance the load on the intermediate

odes through deploying some mobile sinks in four horizontal re-

ions. Obviously, the cost of these mobile sinks was highly ex-

ensive, and thereby the availability of MobiSink was restricted.

outinho et al. proposed the GEographic and opportunistic routing

ith Depth Adjustment-based topology control for communication

ecovery over void regions (GEDAR) routing protocol [24] . GEDAR

as an anycast, geographic and opportunistic routing protocol that

outed data packets from sensor nodes to multiple sonobuoys

sinks) at the seas surface. When the node was in a communi-

ation void region, GEDAR tried to recover it through the depth

djustments of nodes which were hard to be realized due to the

arsh underwater environment. 

In fact, the irregular underwater mobility makes the histori-

al trajectories of floating nodes be hardly utilized, and particu-

arly many hypotheses in previous works are too strong with re-

ard to OUSNs. Moreover, the above existing works do not take the

hroughput optimization into account, which is indeed very impor-

ant for most of OUSNs applications. 

.2. Message dissemination for throughput 

The throughput issue has been considered in DTN routings.

n [25] , a DTN routing algorithm which can find the EDT-optimal

oute by searching the time-varying topology was designed, and

he results showed that this algorithm reduced the delivery time

nd improved the network throughput. Reference [26] proposed

n inter-landmark data routing algorithm, which selected the pop-

lar places as landmarks and divided the entire DTN area into

ome subareas. Wang et al. [27] explored the transient contact pat-

erns of the frequently encountered nodes, and the trace-driven

imulations demonstrated that a higher throughput can be ob-

ained, compared with some state-of-the-art DTN routing algo-

ithms based on the encounter history knowledge. 

Some attentions have also been paid to the message dissemina-

ion techniques for throughput optimization. For instance, Amer-

mehr et al. [28] gave an analytical study of the network through-

ut in a two-way relay network, which exploited the network

oding to exchange source packets. In [29] , a multi-radio multi-

hannel opportunistic cooperative routing protocol that chose

ome nodes with the least interference to improve the network

hroughput was presented. Reference [30] focused on selecting and

rioritizing the forwarder list to minimize the energy consumption,

nd thus presented a routing strategy EEOR which can increase the

etwork throughput. Niu et al. [31] conducted a theoretical analy-

is on the aggregated throughput capacity of opportunistic routing

n WSNs with the consideration for lossy links and transmission

airness. They introduced the concept of the concurrent schedula-

le set to represent the constraints imposed by transmission con-

icts, and then proposed the Opportunistic Routing (OR). Never-

heless, the issue of storage overflow in storage-limited networks is

ot considered in these works, and thereby the message discarding

trategy and its impacts on the network throughput are not inves-

igated. 

.3. Motivation of this work 

Storage limitation of nodes is an important constraint in OUSNs,

specially when the amount of interesting messages are massive.

owever, this issue has not been taken into account in previous re-

earch. The limitation of storage capacity will inevitably affect the

etwork throughput: the storage limitation restricts the amount of

essage copies that can be stored at nodes, and thus the message

eliveries are impaired even though the propagation delay toler-

nce is sufficiently long. Besides, there are two types of sensor
odes: floating nodes and anchored nodes, with two different mo-

ility patterns, i.e., irregular mobility and spherical crown mobility;

nd thus the message copies disseminated to floating destination

nd anchored destination should be treated differently. This pa-

er investigates the problem of message dissemination to optimize

he network throughput in storage-limited OUSNs. A few strategies

or message storing, disseminating and discarding will be proposed

nd evaluated. 

. System model and problem formulation 

As shown in Fig. 1 , there are two types of nodes: floating nodes

nd anchored nodes. Suppose that N floating nodes and N a an-

hored nodes are deployed into an underwater space D , where

 ∈ R 

+3 . 

The time is divided into discrete time slots with an equal length

 s , as illustrated in Fig. 2 , where t represents the absolute time

lot, and τ denotes the relative slot (from the message’s birth). The

escriptions of the main notations are presented in Table 1 . 

.1. System model 

In OUSNs, each node is with the same communication range R c 
nd the same storage capacity S . The coordinate of V i ( ∀ V i ∈ V ,

here V denotes the node set) at the t -th time slot is denoted by

 ( i ) ( t ) , which is expressed as a triple vector ( x ( i ) ( t ) , y ( i ) ( t ) , z ( i ) ( t ) ). 

In each time slot, the probability of generating a data message

t each node is marked as p g . Each data message is assumed to

e with the same size L s . Each generated message is disseminated

uring a period of Dl upp , and all copies of the message are dis-

arded when the period Dl upp has been expired. 

The mobility of floating nodes is comprised of the autonomous

ovement controlled by underwater vehicles and the coordinate

eviation impelled by underwater external forces [32] . The an-

hored nodes towed by wires are prone to offset around their static

ositions, causing each node to move noticeably within a spherical

rown surface [12] . Usually, the buoyancy force is large enough,

nd thus the possible positions of the anchored node shape a

pherical crown. 

For two nodes V i , V j ∈ V , the distance between them at the t th

ime slot is referred to as d ( i , j ) (t) . ( i , j ) (t) is a feasible link when

 ( i , j ) (t) ≤ R c , and the propagation delay of messages on the link

( i , j ) (t) is expressed as [33] : 

elay (i, j ) (t) = 

L s 

B 

+ 

d (i, j ) (t) 

S uw 

, (1)

here B is the channel capacity (in bits per second), and S uw 

is the

ropagation speed of underwater acoustic wave. 

.2. Problem objective 

In this paper, the objective of the message dissemination prob-

em in storage-limited OUSNs is to maximize the network through-

ut while the propagation delay of messages is restricted. Suppose
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Table 1 

Description of main notations. 

Parameter Description Parameter Description 

R c Communication range msg ( s, d ) Message from source V s to destination V d 
R m Maximum autonomous range C ( i ) ( t ) Coordinate of V i at the t th time slot 

v m ( i ) 
( t ) Movement speed of V i at the t th time slot V m Maximum autonomous movement speed 

( i , j ) (t) Link from V i to V j at the t th time slot d ( i , j ) (t) Distance between V i and V j 
Delay ( i, j ) ( t ) Propagation delay on link ( i , j ) (t) L s Size of data packet 

B Channel capacity S uw Underwater sound speed 

Dl upp Upper bound of propagation delay G(S) Network throughput 

Pr h ( τ ) Proportion of holders after τ − 1 time slots Pr nh ( τ ) Proportion of ordinary nodes 

W f ( i → j ) ( t ) Dissemination weight from V i to V j K Number of standard dissemination copies 

P f ( i → j ) ( t ) Dissemination probability of V i K ( τ ) The number of disseminated copies after τ -1 time slots 

Pb ( d ( i, j ) ( t ) ) Probability of d (i, j ) (t+1) < R c Dr ( τ ) Probability of message being delivered during τ time slots 

S ( i ) ( t ) Residual storage of V i at the t th time slot Da ( τ ) Probability of message being delivered at the τ th time slot 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Communication maintaining during two consecutive time slots. 
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msg ( s, d ) needs to be delivered from the source V s to the destina-

tion V d . The objective function can be formally presented as fol-

lows: 

max G(S) , 

s.t. 
∑ 

(k,k ′ ) t 
Delay (k, k ′ ) (t) ≤ Dl upp , 

where ( k, k ′ ) ( t ) is a link on the path from V s to V d at the t th time

slot. 

To achieve the objective, the dissemination process of messages

will be observed, and in next section some issues (such as select-

ing new message holders from neighboring ordinary nodes, dis-

carding some stored message copies for new arrivals) are mathe-

matically analyzed to obtain some valuable conclusions for design-

ing the message dissemination algorithm. Besides, the number of

standard dissemination copies K should be investigated due to the

propagation delay restriction of messages. 

4. Problem analysis 

To achieve the maximum network throughput when the stor-

age of nodes is limited, the message deliveries are formulated and

analyzed mathematically in this section. Based on the analysis,

some deductions regarding the impacts of movement speed, resid-

ual storage and proportion of message holders at the final time slot

on the network throughput can be obtained for designing MDA-SL.

Each message holder is assumed to disseminate K copies at

each time slot, and then at the final time slot the total num-

ber of message holders for each message is 
∫ � Dl upp 

T s 
	−1 

0 
(1 + K ) x d x =

(1+ K ) � 
Dl upp 

T s 
	−1 −1 

ln (1+ K ) . Thus, the maximum K which OUSN’s storage can

undertake should satisfy that (1+ K ) � 
Dl upp 

T s 
	−1 −1 

ln (1+ K ) = 

S 
L s ·p g . Thereby, two

cases concerning the storage limitation of nodes will be discussed

in the following subsections. 

4.1. Case I: network throughput without storage overflow 

Firstly, suppose V i is one message holder of msg ( s, d ) at the t th

time slot, and there is an ordinary node V j satisfying d ( i, j ) ( t ) ≤ R c ,

as shown in Fig. 3 . Then the probability of d (i, j ) (t+1) ≤ R c ( V i can

still communicate with V j at the (t + 1) th time slot) is denoted

by Pb ( d ( i, j ) ( t ) ), which is calculated as a conditional probability
P(d(i, j) (t+1) ≤R c & d(i, j) (t) ≤R c ) 

P(d(i, j) (t) ≤R c ) 
, and will be broken down into the fol-

lowing three sub-cases: 

Sub-case 1 : Both V i and V j are anchored nodes. Because the an-

chored nodes are under the same external force, the offsetting an-

gles of nodes are the same, and the position offsets of nodes are
lso considered being of an equal value, which has been proven in

ur previous work [12] . Under such case, we have: 

 b ( d (i, j ) 
(t) 

) = 

{
1 , d (i, j ) (0) ≤ R c 

0 , d (i, j ) (0) > R c . 

As depicted in Fig. 4 , the distance between anchored nodes V i 

nd V j at the t th time slot is computed as 

 (i, j ) (t) = 

{
(h i − h j ) 

2 + L 2 
i j 

+ (h i − h j ) 
2 · sin α2 

−2(h i − h j ) · L i j · sin α · cos β

} 1 
2 

. 

here α, β ∈ [0 , π2 ] . There is d (i, j ) (t) ≤ { (h i − h j ) 
2 + [ L i j 

(h i − h j ) · sin α] 2 } 1 2 ≤ d (i, j ) (0) , which indicates that the dis-

ance between anchored nodes in offsetting status is shorter than

hat in non-offsetting status, and thus V i and V j can maintain the

ommunication with each other if their distance at non-offsetting

osition is shorter than the communication range. 

Sub-case 2 : Both V i and V j are floating nodes. Sim-

lar to our previous work [3] , we can obtain that

 b 
(
d (i, j ) (t) 

)
= 

9 

16 π2 ·R m 6 
· ∫ R m −R m 

d x i 
∫ ( R m 2 −x 2 

i 
) 

1 
2 

−( R m 
2 −x 2 

i 
) 

1 
2 

d y i 
∫ ( R m 2 −x 2 

i 
−y 2 

i 
) 

1 
2 

−( R m 
2 −x 2 

i 
−y 2 

i 
) 

1 
2 

d z i ·

 d (i, j ) (t) + R m 
d (i, j ) (t) −R m 

d x j 
∫ { R m 2 −[ x j −d (i, j ) (t) ] 2 } 1 2 

−{ R m 2 −[ x j −d (i, j ) (t) ] 2 } 1 2 

d y j 
∫ δ2 

δ1 
d z j , 

here δ1 = max { z i − [ R 2 c − (x j − x i ) 
2 − (y j − y i ) 

2 ] 
1 
2 , −[ R m 

2 −
(x j − d(i, j) (t) ) 2 − y 2 

j 
] 

1 
2 } , and δ2 = min { z i + [ R c 

2 − (x j − x i ) 
2 −

(y j − y i ) 
2 ] 

1 
2 , [ R m 

2 − (x j − d (i, j ) (t) ) 2 − y 2 
j 
] 

1 
2 } . 

Sub-case 3 : One of V i and V j is a floating node, and the

ther is an anchored node. Under this sub-case, the relative

ovement range can be regarded as R m . Thus, P b(d(i, j) (t) ) =
2 
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Fig. 4. Distance between anchored nodes. 
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π2 ·R m 6 
· ∫ R m 

2 

− R m 
2 

d x i 
∫ { ( R m 

2 
) 2 −x 2 

i 
} 1 2 

−{ ( R m 
2 

) 2 −x 2 
i 
} 1 2 

d y i 
∫ { ( R m 

2 
) 2 −x 2 

i 
−y 2 

i 
} 1 2 

−{ ( R m 
2 

) 2 −x 2 
i 
−y 2 

i 
} 1 2 

d z i ·

 d (i, j ) (t) + R m 
2 

d (i, j ) (t) − R m 
2 

d x j 
∫ { ( R m 

2 
) 2 −[ x j −d (i, j ) (t) ] 2 } 1 2 

−{ ( R m 
2 

) 2 −[ x j −d (i, j ) (t) ] 2 } 1 2 

d y j 
∫ δ2 

δ1 
d z j , 

here δ1 = max { z i − [ R c 
2 − (x j − x i ) 

2 − (y j − y i ) 
2 ] 

1 
2 , −[( R m 2 ) 

2 −
(x j − d(i, j) (t) ) 2 − y 2 

j 
] 

1 
2 } , δ2 = min { z i + [ R c 

2 − (x j − x i ) 
2 − (y j −

 i ) 
2 ] 

1 
2 , [( R m 2 ) 

2 − (x j − d (i, j ) (t) ) 2 − y 2 
j 
] 

1 
2 } . 

Let U = 

R c 
3 
√ 

| D | 
N 

to simplify the notation. The expected probability

hat V i and V j maintain the communication during two consecutive

ime slots is expressed as 

∑ U 
k =1 

Pb(k · 3 
√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
. Consequently, the num-

er of nodes that can maintain the communications with V i during

wo consecutive time slots is written as 
4 
3 
πN·R c 3 
| D | ·

∑ U 
k =1 

Pb(k · 3 
√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
. 

Hence, the number of different neighbours of V i during two

onsecutive slots is 
4 
3 
πN·R c 3 
| D | · [1 −

∑ U 
k =1 

Pb(k · 3 
√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
] . That is, if V i 

oes not find V d in its neighbourhood at the t -th time slot, then

he probability of V d existing in V i ’s neighbourhood at the (t + 1) th

ime slot is expressed as 
4 
3 
πR c 

3 

| D | · [1 −
∑ U 

k =1 
Pb(k · 3 

√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
] . 

Therefore, as described in Fig. 5 , the probability of msg ( s, d ) be-

ng delivered during τ time slots is denoted by Dr ( τ ) and can be

xpressed recursively from the following equation: 

r(τ ) = Dr(τ − 1) + Da (τ ) · { 1 − Dr(τ − 1) } . (2)

Note that Da ( τ ) is the probability of msg ( s, d ) being delivered

t the τ th time slot, particularly there is Dr(0) = 0 , which implies

hat the destination does not hold a copy of msg ( s, d ) at the begin-
ing. We have: 

a (τ ) = 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

⎡ ⎣ 1 −
∑ U 

k =1 Pb 

(
k · 3 

√ 

| D | 
N 

)
·k 2 ∑ U 

k =1 k 
2 

⎤ ⎦ · (1 + K ) τ

+ 

[
(1 + K ) τ+1 − (1 + K ) τ

]
⎫ ⎪ ⎪ ⎬ ⎪ ⎪ ⎭ 

· 4 
3 πR c 

3 

| D | , 

hich shows that Da ( τ ) is calculated as the sum of two parts: the

robability of old message holders encountering the destination;

nd the probability of new message holders (at the current slot)

ncountering the destination. 

A Bernoulli differential equation 

d Dr(τ ) 
d τ

+ Da (τ + 1) · Dr(τ ) =
a (τ + 1) can be derived from (2) , and thus Dr ( τ ) is further ex-

ressed as: 

r(τ ) = 

{ ∫ 
Da (τ + 1) e 

∫ 
Da (τ+1)d τ d τ + C 1 

} 
·e −

∫ 
Da (τ+1)d τ = C 1 · e −

∫ 
Da (τ+1)d τ + 1 . (3) 

Thus, the achieved delivery ratio is equal to Dr(� Dl upp 

T s 
	 ) .

hereby, 

(S) = 

N · p g 

T s 
· Dr 

(⌊
Dl upp 

T s 

⌋)
, 

hich indicates that a larger number of the disseminated copies

ill give rise to a larger network throughput under Case I. 

.2. Case II: network throughput with storage overflow 

To analyze the case concerning storage overflow, a differen-

ial equation is constructed to observe the dissemination process,

here message holders (or ordinary nodes) are likely to discard

or receive) the message copies until the period Dl upp has been

xpired. The proportion of message holders (or ordinary nodes) is

efined as the proportion of the number of message holders (or or-

inary nodes) to the total number of nodes, and denoted by Pr h ( τ )

or Pr nh ( τ )): 

 r h (τ ) + P r nh (τ ) = 1 (4a)

d P r h (τ ) 

d τ
= −β(τ ) · P r h (τ ) + α(τ ) · P r nh (τ ) (4b)

d P r nh (τ ) 

d τ
= β(τ ) · P r h (τ ) − α(τ ) · P r nh (τ ) , (4c)

here the proportion variations of message holders and ordinary

odes over time are expressed as the first-order derivatives 
d Pr h (τ ) 

d τ

nd 

d Pr nh (τ ) 

d τ
, respectively. As illustrated in Fig. 6 , α( τ ) and β( τ ) are

he transition probabilities between the states of message-holding

r ordinary . Formulas (4a) and (4b) are clearly Bernoulli equations.

ence, the expressions of Pr h ( τ ) and Pr nh ( τ ) are given as: 

P r h (τ ) = e −
∫ { β(τ )+ α(τ ) } d τ ·

{ ∫ 
α(τ ) · e 

∫ { β(τ )+ α(τ ) } d τ d τ + C 2 

} 
 r nh (τ ) = e −

∫ { β(τ )+ α(τ ) } d τ ·
{ ∫ 

β(τ ) · e 
∫ { β(τ )+ α(τ ) } d τ d τ + C 3 

} 
, 

where C 2 and C 3 are constants. At the start of the τ th time slot

from the birth of msg ( s, d )), the number of message holders is

 r h (τ − 1) · N. Thus, under Case II, Da ( τ ) can be rewritten as: 

a (τ ) = 

4 
3 
π · N · R c 

3 

| D | ·⎧ ⎪ ⎨ ⎪ ⎩ 

⎡ ⎣ 1 −
∑ U 

k =1 Pb 

(
k · 3 

√ 

| D | 
N 

)
·k 2 ∑ U 

k =1 k 
2 

− β(τ − 1) 

⎤ ⎦ 

·P r h (τ − 1) + α(τ − 1) · P r nh (τ − 1) 

⎫ ⎪ ⎬ ⎪ ⎭ 

, (5) 
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Fig. 5. Dissemination process of data messages. 

Fig. 6. State transitions between message-holding state and ordinary state. 
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where 
4 
3 
π ·N·R c 3 
| D | · { 1 −

∑ U 
k =1 

Pb(k · 3 
√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
− β(τ − 1) } · P r h (τ − 1) de-

notes the probability of delivery achievement by the destina-

tion node existing in the neighbourhood of message holders, and
4 
3 
π ·N·R c 3 
| D | · α(τ − 1) · P r nh (τ − 1) denotes the probability of delivery

achievement by making the destination node become a message

holder. (5) expresses that some stored message copies may be dis-

carded for accepting the newly arriving ones, and the discarding

strategy will be introduced in Section 5 . 
.3. Deductions 

The node movements typically are not too fast. Hence at least

ne interaction is considered to be completed at each node en-

ounter, even though the two nodes move towards the opposite

irections, and thus 2 V m 

· T s ≤ R c . Based on that, the following The-

rem 1 and Theorem 2 prove that the network throughput will be

ncreased if the nodes with faster movement speed or with larger

esidual storage become the message holders. 

heorem 1. As long as the node movements are not too fast ( V m 

≤
R c 
2 T s 

), still allowing at least one interaction to be completed at each

ode encounter, a faster movement speed of nodes will produce a

igher network throughput. 

Proof : Note that the first-order derivative of G(S) with respect

o V m 

is d G(S) 
d V m = 

N·p g 
T s 

· d Dr(� Dl upp 
T s 

	 ) 
d V m , where 

d Dr(τ ) 

d V m 

= 

d 

∫ 
Da (τ + 1) · e 

∫ 
Da (τ+1)d τ d τ

d V m 

· e −
∫ 

Da (τ+1)d τ

+ 

d e −
∫ 

Da (τ+1)d τ

d V m 

·
{ ∫ 

Da (τ + 1) · e 
∫ 

Da (τ+1)d τ d τ + C 1 

} 
.

To simplify the analytical expression, we define f (V m 

) =
1+ K 

ln (1+ K ) · { K + 1 − ∑ U 
k =1 P b(k · 3 

√ 

| D | 
N ) · k 2 / 

∑ U 
k =1 k 

2 } · 4 
3 
π ·R c 3 
| D | . Then,

 

Da (τ + 1)d τ = f (V m 

) · (1 + K ) τ , and thus d Dr(τ ) 
d V m can be rewrit-

en as: 

d Dr(τ ) 

d V m 

= −C 1 · d f (V m 

) 

d V m 

· (1 + K ) τ · e − f (V m ) ·(1+ K ) τ . 

Since we typically have the special value of Dr ( τ ), i.e., Dr(0) =
 , from which we can obtain that e − f (V m ) · { e f (V m ) + C 1 } = 0 and

 1 = −e f (V m ) . Obviously, Pb ( d ( i, j ) ( t ) ) is inversely proportional to

 m 

according to the definition of Pb ( d ( i, j ) ( t ) ). Therefore, there are
d f (V m ) 

d V m > 0 and 

d Dr(τ ) 
d V m > 0 , which indicates that a faster movement

roduces a higher network throughput. �

heorem 2. Before the nodes’ storage is full, message copies should

e disseminated to the nodes with more residual storage to achieve a

igher network throughput. 
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Fig. 7. Message structures. 
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roof. Suppose V k is one of the message holders of msg ( s, d ) at

he t th time slot, and there is an ordinary node V i satisfying d ( k,

 ) ( t ) ≤ R c . At the t th time slot ( msg ( s, d ) has experienced τ time

lots from its birth), if the storage capacity of V i has not been

ull, then the probability of V i receiving and storing one msg ( s, d )

opy is calculated as K ·(1+ K ) τ
N ; and it is expected that after τ f time

lots the storage of V i will be full, where τ f satisfies the equation

p g ·
∑ τ f + t 

κ=0 
(1 + K ) κ = S(i ) (t) . Apparently, more copies of msg ( s, d )

an be stored if the nodes with larger residual storage are selected

o store the new msg ( s, d ) copies, and thus achieving a higher net-

ork throughput. �

heorem 3. Network throughput will be increased with the growth

f the proportion of message holders at the � Dl upp 

T s 
	 -th time slot. 

roof. The total number of message copies is N · p g ·
 

� Dl upp 
T s 

	−1 

τ=0 

∏ τ˜ τ=0 [1 + K ( ̃  τ + 1) ] during the � Dl upp 

T s 
	 time slots,

ut the total storage capacity is N · S , where there is

 · S < N · p g ·
∑ 

� Dl upp 
T s 

	−1 

τ=0 

∏ τ˜ τ=0 [1 + K ( ̃  τ + 1) ] in the case of stor-

ge overflow. The full storage indicates that the stored message

opies have reached the upper limit of storage, and the following

quation should be established: 

 

2 · p g ·
� Dl upp 

T s 
	 ∑ 

˜ τ=1 

P r h ( ̃  τ ) = 

N · S 

L s 
, 

hich indicates there are N 

2 · p g · P r h (� Dl upp 

T s 
	 ) message copies

o be discarded, and we can obtain the approximate equation

 � Dl upp 
T s 

	 
0 

P r h (τ )d τ ≈ S 
L s ·p g ·N + 

1 
N . 

At each time slot, the number of newly generated mes-

age copies is N · p g + N 

2 · p g ·
∑ 

� Dl upp 
T s 

	−1 ˜ τ=0 
P r h ( ̃  τ ) · K ( ̃  τ + 1) , and the

umber of discarded message copies is calculated as N 

2 · p g ·
 

� Dl upp 
T s 

	−1 ˜ τ=0 
β( ̃  τ ) · P r h ( ̃  τ ) . Because the number of discarded mes-

age copies is equal to the number of newly generated message

opies due to the storage limit, there must be 

N · P r h 

(⌊
Dl upp 

T s 

⌋)
+ N ·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

β( ̃  τ ) · P r h ( ̃  τ ) 

= 1 + N ·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

P r h ( ̃  τ ) · K ( ̃  τ + 1) , 

hich yields 
 

Dl upp 
T s 

⌋ 
−1 ∑ 

˜ τ=0 

{ P r h ( ̃  τ + 1) − P r h ( ̃  τ ) } = P r h 

(⌊
Dl upp 

T s 

⌋)
− 1 

N 

. 

Therefore, Dr(� Dl upp 

T s 
	 ) can be derived as: 

Dr 

(⌊
Dl upp 

T s 

⌋)
≈ 1 + C 1 ·

exp 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

− 4 
3 πR c 

3 ·N 
| D | ·

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

P r h 

(⌊ 

Dl upp 

T s 

⌋ )
− 1 

N 

+ 

⎛ ⎝ 1 −
∑ U 

k =1 Pb 

(
k · 3 

√ 

| D | 
N 

)
·k 2 ∑ U 

k =1 k 
2 

⎞ ⎠ 

·
(

S 
L s ·p g ·N + 

1 
N 

)

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

(6) 

here C 1 = −e f (V m ) < 0 , and the increase of P r h (� Dl upp 

T s 
	 ) will en-

ance the network throughput. �
The conclusions of Theorem 1 and Theorem 2 indicate that or-

inary nodes moving faster and retaining more residual storage

hould be selected as the new message holders to improve the

etwork throughput. These conclusions will be reflected by the ex-

ression of dissemination weight in Step 2 of MDA-SL. Theorem 3

uggests that the copies of older messages should be kept to en-

arge the P r h (� Dl upp 

T s 
	 ) , and the copies of newer messages should be

iscarded in priority to improve the network throughput. However,

he copies of newer messages cannot be absolutely discarded be-

ause the excessively discards of newer ones also result in the re-

uction of P r h (� Dl upp 

T s 
	 ) or even the disappearances of some newly

enerated messages. This implies that the value of ϑ should be

roperly set, as verified in Section 7.4 . The conclusion of Theorem 3

ill be applied to design the discard probability in Step 5 of MDA-

L. 

. Dissemination algorithm 

In this section, a Message Dissemination Approach for Storage-

imited OUSNs (MDA-SL) is designed to optimize the network

hroughput. Two issues in the message dissemination, namely the

election of new message holders and the selection of discarded

essage copies respectively, are carefully addressed. Note that

DA-SL is a completely distributed algorithm, where global com-

utations and message interactions (such as the interactions for

eal-time position of the destination) are not needed. The cost of

unning MDA-SL thereby is very low. The detailed description and

llustration of MDA-SL are given as follows: 

Step 1 . At the start of the current time slot (suppose at

he t th time slot, msg ( s, d ) has experienced τ time slots), in

he range R c each holder V i should broadcast an inquire _ msg af-

er a random backoff time random (0, t b ), where t b denotes the

aximum backoff time. Each inquire _ msg includes a quadruplet

(ID, t, C(i ) (t) , Msg _ list(i )) , as shown in Fig. 7 . 

Step 2 . Once receiving the inquire _ msg from V i , each neighbour-

ng node V j replies a reply _ msg ( Fig. 7 ) after a random backoff

ime. If V d has received an inquire _ msg from one message holder,

t will purposely send a data _ msg ( Fig. 7 ) to V d subsequently, and

hen Step 6 is carried out; otherwise, each message holder calcu-

ates the dissemination probabilities from itself to its neighbouring

odes as: 

Case I : If either V d or V j is not an anchored node, the dissemi-

ation weight W f ( i → j ) ( t ) from V i to V j is defined as: 

 f (i → j) (t) = 

{ 

0 , i f msg(s, d) ∈ Msg _ list( j) (
1 + 

v m ( j) (t) −v m (i ) (t) 

V m 

)ε 

·
(

1 + 

S( j) (t) 

S 

)ε

, otherwise, 

(7) 

here ε and ε are preset constants. Formula (7) indicates that

he message holders prefer to disseminate message copies to those

odes moving faster and retaining more residual storage. 
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Case II : If both V d and V j are anchored nodes, then W f ( i → j ) ( t )

should be defined as: 

 f (i → j) (t) = { 

0 , i f msg(s, d) ∈ Msg _ list( j) (
1 + 

v m ( j) (t) −v m (i ) (t) 

V m 

)ε 

·
(

1 + 

S( j) (t) 

S 

)ε

· ( 1 + � 1 ) , otherwise, 

where � 1 is a positive increment in dissemination weight. The

movements of anchored destinations are restricted within the

spherical crown surface, hence leading to the easier message de-

liveries with anchored destination nodes. Accordingly, the message

copies will be disseminated via other anchored nodes preferen-

tially. 

Step 3 . The dissemination probability of V i at the t th time slot

is computed as: 

P f (i → j) (t) = K (τ ) · W f (i → j) (t) ∑ 

d(i,k ) (t) ≤R c 
W f (i → k ) (t) 

, (8)

which suggests that the dissemination probability grows with the

increase of the movement speed and the residual storage of V j .

K ( τ ) is the number of disseminated copies and is obtained as: 

K (τ ) = K ·

⌊ 

Dl upp 

T s 

⌋ 

− τ⌊ 

Dl upp 

T s 

⌋ 

− τ + 1 

− 1 . (9)

(9) indicates that the number of disseminated copies decreased

over time. 

Step 4 . On the basis of P f ( i → j ) ( t ) , V i makes a decision on

whether to disseminate a msg ( s, d ) copy to V j . If V j receives

a msg ( s, d ) copy from V i , and there is S ( j ) ( t ) > 0, then the

list of message copies stored by V j is updated as Msg _ list( j) ←
Msg _ list( j) 

⋃ 

msg(s, d) , and go to Step 7; otherwise, if S( j) (t) = 0

then Step 5 is carried out. 

Step 5 . To make room for the newly received msg ( s, d ) copy,

a stored copy of other message should be selected to be dis-

carded. The discard weight DW j ( s 
′ , d ′ ) ( t ) of msg ( s ′ , d ′ ) ( msg(s ′ , d ′ ) ∈

Msg _ list( j) ) is defined as: 

DW j (s ′ , d ′ ) (t) = ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 

K j (s ′ , d ′ ) (t) ·
(

1 − τ (s ′ ,d ′ ) ⌊ 
Dl upp 

T s 

⌋ )ϑ 

, i f V d is anchored, 

K j (s ′ , d ′ ) (t) ·
(

1 − τ (s ′ ,d ′ ) ⌊ 
Dl upp 

T s 

⌋ )ϑ 

· ( 1 − � 2 ) , otherwise, 

where τ ( s ′ , d ′ ) denotes the number of time slots msg ( s ′ , d ′ ) has ex-

perienced, and K j ( s 
′ , d ′ ) ( t ) is the number of msg ( s ′ , d ′ ) copies stored

by neighbouring nodes of V j . � 2 is a decrement in discard weight

to reduce the possibility of discarding the message copies which

are disseminated to anchored destination nodes. Then, the msg ( s ′ ,
d ′ ) copy is selected to be discarded according to the discard prob-

ability DP j ( s 
′ , d ′ ) ( t ) : 

DP j (s ′ , d ′ ) (t) = 

DW j (s ′ , d ′ ) (t) 

DW j (s, d) (t) + 

∑ 

msg(s ′ ,d ′ ) ∈ Msg _ list( j) DW j (s ′ , d ′ ) (t) 
, 

(10)

which implies that the copy of the message which is newer and

has more copies in the neighbourhood of V j is more likely to be

discarded. 

Step 6 . If the msg ( s ′ , d ′ ) copy is selected to be discarded,

then Msg _ list( j) ← Msg _ list( j) \ msg(s ′ , d ′ ) and Msg _ list( j) ←
Msg _ list( j) 

⋃ 

msg(s, d) . 

Step 7 . The above steps will be repeated until V d receives one

copy of msg ( s, d ) or the period Dl upp has been expired. If msg ( s, d )

copy has been delivered to V d before the expiration of period Dl upp ,
n announcement message originated from V d will be propagated

o all the message holders of msg ( s, d ) to stop the further dissem-

nation and discard all msg ( s, d ) copies. The size of announcement

essage is very small and can be piggybacked with other mes-

ages. Thus the effect of broadcast is negligible. 

Note that T s is set as the minimum period during which each

ode can accomplish the procedure of Step 1 to Step 6, and

he execution time is mainly occupied by message transmissions.

nquir e _ msg, r eply _ msg and data _ msg are assumed to be with the

ame size L s , and hence T s = 3( L s B + 

R c 
S uw 

) . 

A sequence diagram of MDA-SL is given in Fig. 8 , where V j and

 k are selected as the new message holders by V i . Since the storage

f V j has been full, V j discards one of the stored message copies for

he new arrival. 

Especially, each node stores several different message copies si-

ultaneously, and thus each node should compute the dissemi-

ation weight and the dissemination probability for each stored

essage copy. That is, in Step 2 and Step 3, several dissemina-

ion weights and dissemination probabilities are computed simul-

aneously by each node. Besides, in Step 4 the copies of different

essages will be selectively disseminated to different neighbour-

ng nodes, respectively. 

The pseudo-code of MDA-SL is given in Algorithm 1 . 

lgorithm 1 MDA-SL pseudo-code 

equire: : D , V s , V d , msg(s, d) ; 

nsure: : msg(s, d) is delivered during the period Dl upp ; 

1: msg(s, d) is generated at the t-th time slot; 

2: τ ← 0 ; 

3: while ( msg(s, d) / ∈ Msg _ list(d) and τ < 

⌊ 
Dl upp 

T s 

⌋ 
) do 

4: for all V i ∈ V do 

5: V i broadcasts an inquire _ msg; 

6: end for 

7: while d (i, j ) (t) ≤ R c and msg(s, d ) / ∈ Msg _ list( j ) do 

8: V j sends a reply _ msg to V i ; 

9: end while 

10: Dissemination probabilities are computed; 

11: msg(s, d) copies are disseminated to new message holders; 

12: if V j receives msg(s, d) copy from V i then 

13: if S( j) (t) > 0 then 

14: Msg _ list( j) ← Msg _ list( j) 
⋃ 

msg(s, d) ; 

15: else 

16: msg(s ′ , d ′ ) is selected to be discarded; 

17: Msg _ list( j) ← Msg _ list( j) \ msg(s ′ , d ′ ) ; 
18: Msg _ list( j) ← Msg _ list( j) 

⋃ 

msg(s, d) ; 

19: end if 

0: end if 

21: t ← t + 1 ; τ ← τ + 1 ; 

2: end while 

. Algorithm analysis 

In this section, the number of transmitted messages and time

omplexity of MDA-SL are given through analyzing the complexity

f each step. The results can be used to measure the execution cost

f MDA-SL; the impact of node storage capacity on the network

hroughput is analyzed by observing the variation of 
d Dr(� Dl upp 

T s 
	 ) 

d S 
;

he approximation ratio of network throughput is calculated to

emonstrate that MDA-SL can achieve the maximum throughput

pproximatively. 
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Fig. 8. Sequence diagram of MDA-SL. 

Table 2 

Complexity of MDA-SL. 

Step Number of transmitted messages Time complexity 

1 O( N ) 0 

2 O( N 2 ) O( N 2 ) 

3 O(1) O( N 2 ) 

4 O( N ) O( N ) 

5 0 O( N 2 ) 

6 O(1) O(1) 

7 O(1) O(1) 
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.1. Complexity 

Table 2 shows the number of transmitted messages and time

onsumption of each step in MDA-SL. In Step 1, each node broad-

asts an inquire _ msg. When p g is large enough such that each node

s supposed to store at least one message copy. Therefore the total

essage amount will reach N in the worst case; in Step 2, there

ill be N 

2 ·
4 
3 
π ·R c 3 
| D | reply _ msg to be transmitted; Step 4 makes each

essage holder disseminate S 
L s 

different messages, and thus the

umber of transmitted messages of Step 4 is O( N ); In Step 6, there

re at most � Dl upp 

T s 
	 repetitions of Step 1 to Step 6. As a result, the

otal number of transmitted messages of MDA-SL is at most O( N 

2 ).

The computations of MDA-SL are mainly yielded in Step 2, Step

 and Step 5. In Step 2 and Step 3, there is a total of N · N· 4 
3 
π ·R c 3 
| D | ∼

(N 

2 ) dissemination weights and probabilities to be computed; in

tep 5, each node will averagely receive N · p g ·
∑ 

� Dl upp 
T s 

	−1 

τ=0 
P r h (τ ) ·

(τ + 1) message copies, which are disseminated by neighbour-

ng nodes, and hence there is a total of N 

2 · p g ·
∑ 

� Dl upp 
T s 

	−1 

τ=0 
P r h (τ ) ·

(τ + 1) discard weights and probabilities to be computed. There-

ore, the time complexity of MDA-SL is O( N 

2 ). 
.2. Impact of node storage capacity 

To investigate the impact of S on the network throughput, ac-

ording to (6) we give the expression of 
d Dr(� Dl upp 

T s 
	 ) 

d S 
: 

C 1 · 4 
3 π ·R c 3 

L s ·p g ·| D | ·

⎛ ⎝ 1 −
∑ U 

k =1 Pb 

(
k · 3 

√ 

| D | 
N 

)
·k 2 ∑ U 

k =1 k 
2 

⎞ ⎠ 

exp 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

− 4 
3 π ·R c 3 ·N 

| D | ·

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

P r h 

(⌊ 

Dl upp 

T s 

⌋ )
− 1 

N 

+ 

⎛ ⎝ 1 −
∑ U 

k =1 Pb 

(
k · 3 

√ 

| D | 
N 

)
·k 2 ∑ U 

k =1 k 
2 

⎞ ⎠ 

·
(

S 
L s ·p g ·N + 

1 
N 

)

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

. 

(11) 

There are C 1 < 0 and 1 −
∑ U 

k =1 
Pb(k · 3 

√ 

| D | 
N 

) ·k 2 ∑ U 
k =1 

k 2 
≥ 0 . Thus

d Dr(� Dl upp 
T s 

	 ) 
d S 

> 0 , indicating that a larger storage capacity S pro-

uces a larger Dr(� Dl upp 

T s 
	 ) and a higher network throughput. 

.3. Approximation ratio of network throughput 

The maximum network throughput G ∗(S) is achieved when

ach generated message is assumed to be delivered during the pe-

iod Dl upp , and thus G ∗(S) = 

N·p g 
T s 

. The approximation ratio of MDA-

L throughput to the maximum throughput is calculated as: 

G(S) 

G ∗(S) 
= 

N·p g 
T s 

· Dr 

(⌊ 

Dl upp 

T s 

⌋ )
N·p g 

T 

= Dr 

(⌊
Dl upp 

T s 

⌋)
. 
s 
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Table 3 

Simulation parameters. 

Parameter Description Value 

N Number of nodes 1500 

N a Number of anchored nodes 500 

| D | Deployment space 40 × 100 × 50m 

3 

S Storage of each node 120 KB 

R c Communication radius 15 m 

V m Maximum movement speed 1.5 m/s 

L s Size of each data message 2000 B 

B Channel capacity 8 kbps [39] 

S uw Underwater sound speed 1500 m/s 

T s Time slot 6.02 s 

t b Maximum backoff time 0.5 s 

Dl upp Upper bound of propagation delay 50 s 

ε Exponent parameter 0.8 

ε Exponent parameter 0.3 

ϑ Exponent parameter 0.7 

K Number of standard dissemination copies 2 

p g Probability of message generation 0.05 

BER Bit error rate 0.01 

ψ Maximum offsetting angle π
6 

� 1 Increment in dissemination weight 0.2 

� 2 Decrement in discard weight 0.15 

w
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Usually, there is K � N. When N is large enough, G(S) 
G ∗(S) 

can be

approximatively rewritten as: 

G(S) 

G ∗(S) 
≈ 1 − exp 

{
−4 π · R c 

3 · N 

3 | D | ·
[

P r h 

(⌊
Dl upp 

T s 

⌋)
− 1 

N 

]}
. 

Besides, by the expression of P r h (� Dl upp 

T s 
	 ) provided in Appendix

A, there is K 
N · (� Dl upp 

T s 
	 − 1 + ln 

2 

� Dl upp 
T s 

	 +1 
) − � Dl upp 

T s 
	 ϑ+1 −1 

∑ 

� Dl upp 
T s 

	−1 ˜ τ=0 
(� Dl upp 

T s 
	−˜ τ ) ϑ 

·

∑ 

� Dl upp 
T s 

	−1 

τ=0 

∏ τ˜ τ=0 [1+ K ( ̃  τ ) ] 

(ϑ+1) ·� Dl upp 
T s 

	·N 2 
≤ P r h (� Dl upp 

T s 
	 ) ≤ 1 , from which the value

range of G(S) 
G ∗(S) 

is given as: 

1 − exp 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

− 4 π ·R c 3 
3 | D | ·

[ 
K ·

(⌊ 

Dl upp 

T s 

⌋ 

− 1 + ln 

2 ⌊ 
Dl upp 

T s 

⌋ 
+1 

)
−

⌊ 
Dl upp 

T s 

⌋ ϑ+1 

−1 

∑ 

⌊
Dl upp 

T s 

⌋
−1 

˜ τ=0 

(⌊ 
Dl upp 

T s 

⌋ 
−˜ τ

)ϑ 

·

∑ 

⌊
Dl upp 

T s 

⌋
−1 

τ=0 

∏ τ˜ τ=0 

[
1+ K ( ̃  τ ) 

]
(ϑ+1) ·

⌊ 
Dl upp 

T s 

⌋ 
·N 

] 
− 1 

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

≤ G(S) 

G ∗(S) 
≤ 1 − exp 

{
−4 π · R c 

3 · (N − 1) 

3 | D | 
}

, 

where K · (� Dl upp 

T s 
	 − 1 + ln 

2 

� Dl upp 
T s 

	 +1 
) − 1 is usually much larger

than the value of the following expression: ⌊ 

Dl upp 

T s 

⌋ ϑ+1 

− 1 

∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 ˜ τ=0 

(⌊ 

Dl upp 

T s 

⌋ 

−˜ τ
)ϑ 

·
∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 

τ=0 

∏ τ˜ τ=0 

[
1 + K ( ̃  τ ) 

]
(ϑ + 1) ·

⌊ 

Dl upp 

T s 

⌋ 

· N 

, 

and it reveals that MDA-SL can achieve a network throughput close

to the maximum throughput. 

6.4. Variable time slot 

If the nodes are sparsely deployed, the assumption of fixed

time slots is not proper, because the three message transmissions

( inquir e _ msg, r eply _ msg and data _ msg) may be not necessary for

each node, e.g., a message holder does not receive any reply _ msgs

from ordinary nodes. Under this case, the time slot can be termi-

nated earlier than the fixed time slot, and thus the further dissem-

ination can be started in advance. 

Before the message dissemination of a message holder, at least

an inquire _ msg has been broadcasted, and a duration of T s 
3 is re-

quired for the inquire _ msg broadcasting. Thus, two cases regard-

ing the length of time slots should be considered: ( a ) the message

holder does not receive any reply _ msgs from the ordinary nodes

after the inquire _ msg broadcasting, and then the next inquire _ msg

broadcasting will be launched by the message holder after a du-

ration of T s 
3 ; ( b ) the message holder has received at least one

reply _ msg from the ordinary nodes after the inquire _ msg broadcast-

ing, and then three message transmissions ( inquire _ msg, reply _ msg

and data _ msg) will consume the duration of T s . Hence, T s 
3 is taken

as the minimum unit time, and the expression of P r h (τ + 1) is

rewritten as: 

P r h (τ +1) ≈ P r h (τ ) 

+ 

K −1 ∑ 

k =1 

(
4 
3 
π · R c 

3 

| D | 
)k 

·
(

1−
4 
3 
π · R c 

3 

| D | 
)Pr nh (τ ) ·N−k 

· k 

3 
+ 

Pr nh (τ ) ·N ∑ 

k = K 

(
4 
3 
π · R c 

3 

| D | 
)k 

·
(

1 −
4 
3 
π · R c 

3 

| D | 
)Pr nh (τ ) ·N−k 

· K 

3 

, 

here τ ∈ [0 , � 3 Dl upp 

T s 
	 − 1] . Note that the part of ( 

4 
3 
π ·R c 3 
| D | ) k · (1 −

4 
3 
π ·R c 3 
| D | ) Pr nh (τ ) ·N−k denotes the probability of k ordinary nodes send-

ng reply _ msgs to a message holder at the τ th time slot. Obvi-

usly, the mechanism of variable time slot will expedite the mes-

age propagation, while more stored messages (copies) will be dis-

arded due to the storage limitation of nodes. 

. Simulation evaluation 

In this section, MDA-SL is evaluated by observing the perfor-

ance variations with respect to different model parameters and

y comparing with other algorithms (OR, BDCR and EF). MDA-SL is

ealized in ONE (Opportunistic Networks Environment) [36] , which

s a simulation environment that can generate node mobility us-

ng different movement models and forward messages between

odes with various routing algorithms. IEEE 802.15.4 is adopted for

edium access control (MAC), where the carrier sensing and col-

ision avoidance techniques are adopted to avoid the collisions of

essage transmissions. 

At the beginning, N mobile nodes and N a anchored nodes are

venly deployed into the underwater space. Some typical charac-

eristics of shallow-water channels [37] , such as large signal atten-

ation, transmission error, and long propagation delay, are adopted

o depict the propagation of acoustic wave in shallow water envi-

onment. Especially, note that each underwater sensor node equips

 miniature acoustic modem [38] which is different from the or-

inary acoustic modem equipped to ships or submarines because

he ordinary acoustic modem is typically with large size, expen-

ive price and large energy consumption. Thus, the communication

istance of each sensor node is much shorter than the communi-

ation distance of an ordinary acoustic modem. 

The delay from the algorithm calculation is neglected, and the

imulation results are the average of 500 executions. Initial speed

ector of water current is (0.15, 0.2, 0.1) m/s and the values of other

arameters utilized are shown in Table 3 . 
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Fig. 9. Network throughput vs. ε and ε. 
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Fig. 10. Impacts of R c and R m (where R m = V m · T s ). 
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.1. Impacts of ε and ε

Fig. 9 illustrates the impacts of ε and ε on the network

hroughput. ε (or ε) shows the weight of the movement speed

or the residual storage) considered in selecting the new message

olders. In the figure, two observations are obtained: ( a ) When

or ε is set to 0, the results are extremely poor. The minimum

hroughput is 64.4 MSU/s when ε= 0. This is because both the

ovement speed and residual storage are important indices for

ne node whether to become a new message holder. Because the

ovement speed of nodes typically cannot be too fast to inter-

upt the message transmissions between neighbouring nodes, a

igher movement speed generally indicates a larger probability of

ncountering the destination node. Besides, a larger residual stor-

ge indicates a smaller probability of discarding the stored mes-

age copies. ( b ) the curved surface fluctuates slightly with the vari-

tion of ε or ε, and a largest throughput (76.9 MSU/s) can be

chieved when ε= 0.8 and ε= 0.3. This phenomenon suggests that

roper settings of ε and ε will boost the performance of MDA-SL. 

.2. Impacts of R c and R m 

In Fig. 10 (a), it is shown that the network throughput bar with

 larger R c is higher than others because the nodes will have more

eighbouring nodes when each node is with a larger communi-

ation range, implying that the probabilities of encountering the

estination nodes are increased. Similarly, the network throughput

ncreases as N grows, and the highest throughput is 292 MSU/s

 N = 50 0 0 and R c = 30 m). R m 

denotes the maximum movement

ange at each time slot. 

As shown in Fig. 10 (b), the network throughput bar with a

arger R m 

is higher than others, because a faster movement makes

t easier for the message holders to encounter the destination

odes, and thus messages are delivered more timely. Consequently,

he network throughput is increased, and this phenomenon agrees

ith the conclusion in Theorem 1. In MDA-SL, the message copies

re inclined to be disseminated to the nodes moving more quickly,

s described in Step 2. 

.3. Impacts of S, N a and Dl upp 

As depicted in Fig. 11 (a), the network throughput will increase

ith the growth of S when Dl upp is fixed. This behaviour is at-

ributed to the fact that a larger storage capacity reduces the
mount of discarded message copies in Step 5, hence more mes-

age copies can be retained. It is also shown that having more an-

hored nodes will enable a higher network throughput. This is be-

ause the number of messages with anchored destination nodes

ncreases when more anchored nodes are deployed, and these

essage deliveries are easier than those with floating destination

odes, which elevates the network throughput consequently. 

In Fig. 11 (b), the network throughput variation fluctuates errat-

cally when the delay constraint Dl upp increases. The reason is that

lthough a larger delay constraint offers a longer period for mes-

age copies to be stored and disseminated, the total storage capac-

ty remains fairly constant, and thus there are more discarded mes-

age copies at each time slot. MDA-SL seeks to deliver messages as

oon as possible, so Dl upp will not make an obvious impact on the

etwork throughput when Dl upp has been large enough. 

.4. Settings of K and ϑ

The proper setting of K is vital for MDA-SL: if K is too large,

any message copies may be discarded without sufficient dissem-

nation. On the contrary, if K is too small, the network capacity will

ot be saturated, and thus the optimal network throughput cannot

e achieved. Appendix B has analysed the optimal setting of K , and

ig. 12 provides the simulation validation. The network throughput

ontinues to climb up with the increase of K until K ≈ 2 , after-

ard, the curved surface drops sharply. This phenomenon verifies

he conclusion in Appendix B. Besides, Fig. 12 also illustrates that

etwork throughput fluctuates slightly with the variation of ϑ, and

he optimal network throughput is 82.16 MSU/s when ϑ = 0 . 3 ( K 



12 L. Liu, R. Wang and G. Xiao et al. / Computer Networks 169 (2020) 107097 

Fig. 11. Network throughput vs. S, N a and Dl upp . 

Fig. 12. Network throughput under different settings of K and ϑ. 

 

 

 

 

 

 

 

 

Fig. 13. Comparison with centralized method. 

u  

t  

t  

a  

s  

t  

m  

g  

m  

r  

t  

O

7

 

c  

m  

M  

s  

s  

t  

f  

c  

a  

a  

t

 

w  

w  

t  

E  

t  

r  

d  

d  

s  

t  

n  

t  

t  

t  

n  

a  

b  

l  

t

 

c  

c  
is set 2). This phenomenon indicates that a proper value of ϑ can

improve the network throughput. 

7.5. Comparison with centralized method 

The optimal results from theoretical analysis can be achieved by

a centralized method, where the limitation of the communication

range of nodes is relaxed, and thus the global-optimal new mes-

sage holders can be found. In order to evaluate the performance of

MDA-SL, we introduce a centralized method adopting the assump-

tion that each node can obtain the real-time information of all

other nodes, such as their coordinates, movement speed and resid-
al storage. The centralized method certainly outperforms MDA-SL,

hough the realization cost (the global interactions) is too heavy

o undertake in actual OUSNs. The centralized method is taken as

 theoretical yardstick to measure the performance of MDA-SL, as

hown in Fig. 13 . Fig. 13 indicates that the two curves remain close

o each other, which suggests the MDA-SL can achieve the perfor-

ance close to that of the centralized method. In addition, the

ap of network throughput between MDA-SL and the centralized

ethod becomes smaller with the increase of N . Such simulation

esults verify that MDA-SL can achieve similar outcomes compared

o that of the centralized method, especially in a densely deployed

USN. 

.6. Comparisons under different mobility models 

To further analyze the merits of the proposed MDA-SL, we

ompare MDA-SL with other algorithms under different mobility

odels, including underwater mobility model, Random Waypoint

odel [34] and Mobility Vector Model [35] , to obtain extensive re-

ults. Given the simulation results in Figs. 14 and 15 , we can ob-

erve that MDA-SL outperforms other algorithms (OR, EF, BDCR) in

erms of the network throughput and propagation delay under dif-

erent mobility models. The reason is that MDA-SL adopts the spe-

ial strategies for message storing, disseminating and discarding,

nd thus the message copies will be delivered to destination nodes

s soon as possible, i.e., the network throughput is enhanced and

he propagation delay is shortened. 

With regard to algorithms OR, EF, BDCR and other related

orks, they do not take into account the limited storage of under-

ater nodes, and thereby a large number of message copies have

o be casually discarded due to the uncontrolled dissemination.

specially, note that the network throughput of EF is still lower

han that of MDA-SL. Although EF usually outperforms other algo-

ithms in term of network throughput since it adopts the epidemic

issemination manner, however due to the limited storage of un-

erwater nodes, many of the excessive message copies cannot be

tored and delivered during the period Dl upp , making its network

hroughput to be reduced accordingly. Specifically, in Fig. 14 the

etwork throughputs of MDA-SL, EF and BDCR are very close and

he gaps become larger with the increase of N . This is because

he discarded message copies are quite rare when N is small, and

he algorithms’ performances are with only small differences. The

umber of message copies is rising quickly with the increase of N ,

nd selecting some of the stored message copies to be discarded

ecomes very important. The network throughput of OR is still

ower than that of MDA-SL, because OR does not take into account

he limited storage of nodes. 

In Fig. 15 , the average propagation delay fluctuates and de-

reases slowly with the increase of N . The reason is that better

hoices of message holders may be identified when the nodes are
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Fig. 14. Comparisons of network throughput under different mobility models. 

Fig. 15. Comparisons of propagation delays under different mobility models. 

Fig. 16. K vs. Dl upp and p g . 
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eployed more densely, and thus the propagation delay is short-

ned. Note that however the effect of deployment density on prop-

gation delay is not significant. Particularly, the curve of EF is close

o others due to the limited storage of nodes, though it adopts an

pidemic mechanism to disseminate messages. This shows that the

ontrol of disseminated copies in MDA-SL is beneficial for the re-

uction of propagation delay as well. 

There are various applications (or scenarios) of OUSNs, and

ome simulation parameter settings may be much different in dif-

erent applications (or scenarios). The simulation conclusions can

rovide beneficial reference values to the different applications (or

cenarios) with different simulation settings, and MDA-SL can be

vailable for different applications (or scenarios) by adjusting some

lgorithm parameters (such as K , � 1 and � 2 ) according to the sim-

lation conclusions. 
. Conclusions 

This study explored the message dissemination problem for the

etwork throughput optimization in storage-limited OUSNs. The

imited storage of nodes restricts the amount of stored message

opies, which then impairs the message deliveries, even when the

pper bound of the propagation delay is sufficiently large. The

trategies for message storing, disseminating and discarding were

nvestigated: at each time slot, message holders shall tend to dis-

eminate message copies to those nodes moving faster and owning

ore residual storage, and the stored copies of newer messages

hould be easier to be discarded when the receivers’ storage has

een full. Time synchronization is also an important issue for mes-

age dissemination, yet it has been neglected temporarily in this

ork. To handle the issue, some existing researches (such as [40] ))

an be applied in MDA-SL directly. 

Both the mathematical analyses and simulations suggest that

DA-SL can achieve a satisfactory network throughput in storage-

imited OUSNs. Therefore, it was shown that MDA-SL is suitable

or storage-sensitive or data-massive applications in OUSNs, such

s the OUSNs for submarine tactical observation and underwater

isaster forecasting (oceanic volcano activities). 
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Appendix A. Expression of P r h (� Dl upp 

T s 
� ) 

When nodes are densely deployed, the number of message

copies stored by neighbouring nodes is approximately equal to 1.

Let E (β(τ )) denote the expected probability of a message holder

discarding a stored copy of the message that has experienced τ
time slots. According to Step 5 in MDA-SL, E (β(τ )) is expressed

as: 

E (β(τ )) = 

(⌊ 

Dl upp 

T s 

⌋ 

− τ
)ϑ 

∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 ˜ τ=0 

(⌊ 

Dl upp 

T s 

⌋ 

−˜ τ
)ϑ 

· N · p g 

·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

[ 
N · β( ̃  τ ) · P r h ( ̃  τ ) 

] 
· N · p g 

N 

= 

(⌊ 

Dl upp 

T s 

⌋ 

− τ
)ϑ 

∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 ˜ τ=0 

(⌊ 

Dl upp 

T s 

⌋ 

−˜ τ
)ϑ 

·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

[ 
β( ̃  τ ) · P r h ( ̃  τ ) 

] 
. (12)

Due to the storage limit of nodes, the total number of messages

(and their copies) is equal to the summation of three parts: the

number of discarded message copies, the number of stored mes-

sage copies and the number of expired message copies. Thus we

have 

N · p g ·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

τ=0 

τ∏ 

˜ τ=0 

[ 
1 + K ( ̃  τ ) 

] 
= 

⌊
Dl upp 

T s 

⌋
· N · p g ·

⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

[ 
N · β( ̃  τ ) · P r h ( ̃  τ ) 

] 
+ 

N · S 

L s 
+ 

⌊
Dl upp 

T s 

⌋
· N 

2 · p g · P r h 

(⌊
Dl upp 

T s 

⌋)
, 

which yields ⌊ 
Dl upp 

T s 

⌋ 
−1 ∑ 

˜ τ=0 

[ 
β( ̃  τ ) · P r h ( ̃  τ ) 

] 
= 

∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 

τ=0 

∏ τ˜ τ=0 

[
1 + K ( ̃  τ ) 

]⌊ 

Dl upp 

T s 

⌋ 

· N 

− S 

L s ·
⌊ 

Dl upp 

T s 

⌋ 

· N · p g 

− P r h 

(⌊
Dl upp 

T s 

⌋)
, (13)

Moreover, the proportion of message holders at the final time

slot is P r h (� Dl upp 

T 	 ) = 

1 
N ·

∑ 

� Dl upp 
T s 

	−1 

τ=0 
[1 + K(τ ) − E (β(τ ))] . There is
s 
 r h 

(⌊
Dl upp 

T s 

⌋)
≈ 1 

N 

·
∫ ⌊ Dl upp 

T s 

⌋ 
−1 

0 

[
1 + K(τ ) − E (β(τ )) 

]
d τ (14)

According (1), (2) and (3) , we can obtain that 

P r h 

(⌊
Dl upp 

T s 

⌋)
≈⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

(ϑ + 1) · K ·∑ 

⌊ 
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−1 ˜ τ=0 
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Dl upp 
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)ϑ 

·
(⌊ 

Dl upp 

T s 

⌋ 

− 1 + ln 

2 ⌊ 
Dl upp 

T s 

⌋ 
+1 

)
−
(⌊ 

Dl upp 

T s 

⌋ ϑ+1 

− 1 

)
·
(∑ 

⌊
Dl upp 

T s 

⌋
−1 

τ=0 

∏ τ˜ τ=0 

[
1+ K ( ̃  τ ) 

]
⌊ 

Dl upp 
T s 

⌋ 
·N 

− S 

L s ·
⌊ 

Dl upp 
T s 

⌋ 
·N·p g 

)

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

(ϑ + 1) · N ·∑ 

⌊ 
Dl upp 
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⌋ 
−1 ˜ τ=0 

(⌊ 

Dl upp 

T s 

⌋ 
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)ϑ 

−
⌊ 

Dl upp 

T s 

⌋ ϑ+1 

+ 1 

, (15)

here 
∑ 

⌊ 
Dl upp 

T s 

⌋ 
−1 

τ=0 

∏ τ˜ τ=0 

[
1 + K ( ̃  τ ) 

]
can be approximatively written

s: ∫ ⌊ Dl upp 
T s 

⌋ 
−1 

0 

(⌊ 

Dl upp 

T s 

⌋ 

− x 

)
· K 

x +1 ⌊ 

Dl upp 

T s 
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+ 1 

d x = 

K 

⌊ 
Dl upp 
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·
(
ln K + 1 

)
− K ·

(⌊ 

Dl upp 

T s 

⌋ 

· ln K + 1 

)
(⌊ 

Dl upp 

T s 

⌋ 

+ 1 

)
·
(
ln K 

)2 
. 

ppendix B. The Setting of K 

The network throughput is affected by K , the value of which

s usually preset before the MDA-SL execution. To find the optimal

etting of K , 
d Pr h 

(⌊ 
Dl upp 

T s 

⌋ )
d K 

is firstly given as: 

d P r h 

(⌊ 

Dl upp 

T s 

⌋ )
d K 

= ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
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(⌊ 
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(⌊ 
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⌋ 

− 1 + ln 

2 ⌊ 
Dl upp 

T s 
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+1 

)
−

(⌊ 
Dl upp 
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−1 

)
⌊ 

Dl upp 
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·
(⌊ 

Dl upp 
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⌋ 
+1 

)
·N 

·
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⌊
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·
(⌊ 

Dl upp 
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⌋ 
·ln K −1 

)
−
⌊ 

Dl upp 
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·( ln K −1 ) 
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2 

+ 
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⌊
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⌋
−1 

·
(⌊ 

Dl upp 
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⌋ 
·ln K −2 

)
−ln K +2 

( ln K ) 
3 
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⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 
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(⌊ 
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. (16)

Apparently, when K is small we have 
d Pr h 

(⌊ 
Dl upp 

T s 

⌋ )
d K 

> 0 , and

ith the continuous increase of K there is 
d Pr h 

(⌊ 
Dl upp 

T s 

⌋ )
d K 

< 0

onversely. Thus, the optimal setting of K is obtained when

d Pr h 

(⌊ 
Dl upp 

T s 

⌋ )
d K 

= 0 and should satisfy the following equation: ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 
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, 

hich indicates that a larger K should be set with a smaller Dl upp 

r p g . This is because the number of disseminated copies should be

ncreased to amplify the proportion of message holders at the final

ime slot, when a short propagation delay is given for the message

issemination or new messages are generated slowly. Some exam-

le results are shown in Fig. 16 . 

upplementary material 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.comnet.2020.107097 . 
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