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Clustering is the most widely used unsupervised machine learning technique, having extensive applica-
tions in statistical analysis. We have multiple clustering algorithms available in theory and many more
implementations available in practice. A bunch of literatures can be found focusing on the quality of clus-
tering algorithms using various internal and external evaluation techniques. The motivation behind this
work is the scarcity of literatures dealing with performance of clustering algorithms in terms of turn-
around time. This paper summarizes the experimental analysis conducted on the performance of multi-
ple clustering algorithms based on cardinality and dimensionality. The analysis is performed in R, which
is a free and open source programming language mainly used for statistical computing. This work eval-
uates nine key algorithms coming under partitioning, hierarchical, density-based and model-based clus-
tering approaches using different social media data sets. We captured performance trends of these
algorithms in terms of turnaround time by varying the cardinality and dimensionality parameters of
the data sets. Based on our experiments, CLARA, CLARANS, and k-means algorithms demonstrate best
performances with varying cardinality. It is also observed that changes in dimensionality do not impact
hierarchical clustering approaches whereas there is a positive influence on the execution time for parti-
tioning, density-based and model-based clustering approaches.
� 2020 Elsevier Ltd. All rights reserved.
Selection and Peer-review under responsibility of the scientific committee of the First International
Conference on Recent Advances in Materials and Manufacturing 2019.
1. Introduction

Datamining [1] is the process of extractingmeaningful informa-
tion from raw data through which underlying patterns and rela-
tionships are revealed. These revelations form useful knowledge
that can be made use of various scientific, educational, and/or
industrial scenarios. Based on the type of patterns to be processed,
we can adopt appropriate data mining strategies which include, but
not limited to classification, clustering, association, regression, etc.

Clustering is the machine learning technique used for creating
logical groups of similar entities from a data set. The aim of cluster-
ing process is to create distinct groups of elements in such a way
that the entities from the same group will have similar properties
whereas entities from different groups have dissimilar properties.
It is an unsupervised learning technique which is widely used for
per-forming statistical analysis of data. Since the volume of data
being processed is increasing on a daily basis, clustering is exten-
sively applied in almost all industrial segments.

This work covers an empirical analysis of the performance of
nine different clustering algorithms [2]. We captured the average
processing time for each algorithm against varying number of
records (cardinality) with constant number of attributes (dimen-
sionality), and varying number of attributes with same number
of records. The experiments were conducted using two distinct
social media data sets.

Section 2 of this paper does a quick recap of various clustering
algorithms that are evaluated through this empirical analysis. Sec-
tions 3 summarizes the related literature and Section 4 briefs on
the research methodology adopted, infrastructure and tools lever-
aged, and details of data sets used for evaluation. Section 5 records
the statistical observations from the experiments. Section 6 con-
cludes the paper with details of our inferences and future steps.
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2. Antecedents

2.1. Clustering

Clustering is the process of segregating a data set into different
groups called clusters which contains similar entities in it. Based
on the clustering model adopted, clustering algorithms can be gen-
erally classified into either partitioning, hierarchical, density-
based, or model-based clustering. In this work we considered nine
most common algorithms for evaluation–five partitioning algo-
rithms, two hierarchical algorithms, one density-based algorithm,
and one model-based algorithm.

2.2. k-means clustering

k-means clustering algorithm [3–6] organizes the entities in a
given data set into k distinct clusters through an iterative process.
The algorithm attempts to yield the minimum value for the total
within cluster variation of the clusters being populated. The total
within cluster variation can be computed as the sum of the squared
error for all the entities in the data set. Mathematically it can be
represented as (1).

Total WCV ¼
XK

k¼1

X

Ei2Ck

Ei � lk

� �2 ð1Þ

where K is the total number of clusters formed and Ei is an element
in cluster, Ck having centroid, lk.

2.3. k-medoids clustering

k-medoids algorithm [7,8] differs from k-means algorithm
mainly in the way in which the cluster centroids are arrived at.
Unlike k-means algorithm, k-medoids algorithm always select an
entity from the data set as the centroid (called medoid as it indi-
cates the median in Statistics) in such a way that the sum of dis-
similarities with every other entities of the same cluster is
minimum. The most common k-medoids algorithm is called Parti-
tioning around Medoids (PAM). The sum of dissimilarities across
all clusters can be computed as the sum of absolute error for all
the entities in the data set. Mathematically it can be represented
as (2).

Cumulated Sum of Dissimilarities ¼
XK

k¼1

X

Ei2Ck

kEi � lkk ð2Þ

where K is the cluster count and Ei is an element in cluster, Ck hav-
ing medoid, lk.

2.4. Clustering large applications

Clustering large applications (CLARA) algorithm [7,9] is created
as an extension to PAM with the intention of dealing with large
data sets. The algorithm works by drawing samples from the data
set and applying PAM on each sample to choose the corresponding
set of medoids. The goodness of these medoids are computed
against the full data set using an objective function (average dis-
similarity between every entity in the data set and the medoid of
the cluster it belongs to). This sampling and clustering process is
repeated for a defined number of iterations and the clusters corre-
sponding to the set of medoids which results in minimum value for
objective function is identified. Mathematically the objective func-
tion can be represented as (3).

Objective Function M; Dð Þ ¼
XN

i¼1

d Ei; medoid M; Eið Þð Þ
N

ð3Þ
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where M is the set of medoids in consideration, D is the complete
data set having N number of entities in it, Ei is an element in D,
medoid M; Eið Þ is the medoid chosen from M which is nearest to
Ei, and d x; yð Þ is the dissimilarity between x and y.

2.5. Clustering large applications based upon randomized search

Clustering large applications based upon randomized search
(CLARANS) [10] is another extension to PAM algorithm. While
CLARA proceed with a fixed sample chosen at random, CLARANS
proceeds with randomness included in every step of its processing
by choosing a neighbor dynamically. It is like a graph search prob-
lem with every node representing a potential solution, which is a
set of medoids. Two nodes are considered as neighbors when their
corresponding set of medoids differ by only one entity. With the
new neighbor selected, if the local optimum is found, the search
is continued with the newly selected node else with the same
node.

2.6. Fuzzy c-means clustering

Fuzzy C-means algorithm [11–14] allows every entity in the
data set to be part of every cluster being formed, to a certain mag-
nitude. The degree of belonging of an entity to a particular cluster
is determined by the similarity of the entity with the centroid of
the cluster. The more near to a particular centroid, the entity will
have a higher belonging to the corresponding cluster. The cumula-
tive belonging across all clusters for any entity at any time is kept
as 1 or 100%. Mathematical representation of the same is shown in
(4).

XK

k¼1

Mk Eið Þ ¼ 1 ð4Þ

where K is total number of clusters and Mk Eið Þ is the degree of
membership of an element Ei in cluster Ck.

2.7. Agglomerative hierarchical clustering

Agglomerative hierarchical clustering (AGNES) algorithm [8,15–
17] is a bottom-up clustering approach. Starting from singleton
clusters the algorithm the algorithm continuously merges the
nearest clusters together till it reaches a single cluster. The major
challenge of this algorithm is the lack of global distribution details
at early stages of clustering, which results in irreversible clustering
decisions based on local patterns.

2.8. Divisive hierarchical clustering

Divisive Hierarchical Clustering (DIANA) algorithm [8,17]
adopts a top-down clustering approach. Starting with a single clus-
ter containing full data set, the algorithm recursively proceeds till
reaching singleton clusters. At each stage a flat clustering algo-
rithm like k-means is used for slicing parent clusters.

2.9. Density-based spatial clustering of applications with noise

Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) [18,19] is the most extensively used density based clus-
tering algorithm. The algorithm group entities in a data set in such
a way that entities that are closely located are considered as a sin-
gle cluster and entities that are present in low density areas are
treated as noises or outliers. The main issue with DBSCAN algo-
rithm is its sensitivity to the parameters like cluster radius, epsilon
and minimum number of entities required in a cluster.
nce evaluation of clustering algorithms for varying cardinality and dimen-
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2.10. Expectation-maximization clustering

The expectation-maximization (EM) clustering algorithm
[20,21] is a model-based clustering approach where probability
of cluster memberships for each entity is calculated based on prob-
ability distribution models. The goal of the algorithm is to maxi-
mize the cumulative probability for all elements in the data set.
The EM clustering algorithm assumes the data set to be a subset
of Gaussian distribution mixture.
3. Related works

In 2005, Xu et al. [22] published a survey on various clustering
algorithms, but they did not attempt to cover the big data context.
Shirkhorshidi et al. [23], in 2014 came up with a detailed review of
big data clustering approaches. Other key contributions on analyz-
ing big data clustering include the works from Sajana et al. [24],
Ajin et al. [25], and Dave et al. [26]. These are good literature on
the theoretical aspects of various clustering algorithms but lacks
the experimental analysis.

One of the early attempts on empirical analysis of clustering
techniques was performed in 1998 by Lau et al. [27] who compared
two unsupervised neural network clustering algorithms for their
performance in information retrieval from image databases. In
2002, Maulik et al. [28] evaluated the clustering performances of
k-means clustering algorithm, single linkage clustering scheme,
and a simulated annealing based technique using internal evalua-
tion criteria of Davies-Bouldin index, Dunn’s index, Calinski-
Harabasz index, and index I. In 2003, Wei et al. [29] conducted
experiments with CLARA, CLARANS, GAC-R3, and GAC-RAR to com-
pare their performance. Again in 2003, Zhang [30] came up with k-
harmonic means clustering algorithm and compared its perfor-
mance against k-means and EM algorithms.

In 2005, Wang et al. [31] published comparison of DBSCAN and
DBRS algorithms covering both theoretical and empirical aspects.
In 2012, Poonam et al. [32] compared the performance of PAM,
CLARA, CLARANS, and Fuzzy C-Means clustering algorithms for
their outlier detection efficiency. Another experimental attempt
was done by Fahad et al. [33] in 2014 by evaluating the clustering
quality of five candidate clustering algorithms (DENCLUE, Opti-
Grid, Fuzzy C-Means, EM, and BIRCH) against ten different data
sets. Again in 2014, Jung et al. [34] applied logistic regression anal-
ysis to compare clusters formed via EM and the k-means
algorithms.

In addition to these generic experiments, there are a few
attempts recorded which explicitly focuses on specific domains.
In 2017, Bhatnagar et al. [35] performed a comparative evaluation
of the performance of k-means clustering, hierarchical clustering,
Fuzzy c-means clustering, Gaussian Mixture Modeling, and Self
Organized Map clustering for the purpose of grouping manufactur-
ing firms. In 2018, Renjith et al. [36] did empirical studies on
Table 1
Summary of data sets used for analysis.

Details Data Set 1

Data Set Description User’s average rating information on various t
in Europe captured from a social media chann

Source Google Destination Reviews
Cardinality 5456
Dimension 24
No. of Ratings Around 1.3 lakhs
Range 1 to 5
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clustering quality of various algorithms explicitly focusing on tour-
ism data from social media channels.
4. Methodology

4.1. Approach

We have adopted a three stage approach in this research as
explained below:

� Determination of Optimal Cluster Count. Partitioning and model-
based approaches require to specify the optimal number of
clusters as an input for clustering process. The optimal number
of clusters is specific to the data set under consideration and
highly subjective to the similarity measures being used. We
have leveraged the R package NbClust [37], which computes
30 different indices to determine the optimal cluster count.

� Clustering. We have leveraged the most frequently used varia-
tions of clustering algorithms available in R for performing the
analysis. We have performed multiple iterations of clustering
with each of the data sets by varying cardinality and dimension-
ality parameters. We have evaluated the quality aspect of differ-
ent clustering algorithms in our previous work [36] and here
our key focus is on the turnaround time required for clustering
algorithms.

� Performance Evaluation. We have captured the average execu-
tion time for each of the clustering algorithms under two sce-
narios in order to measure the performance of the algorithms
in terms of turnaround time. In the first scenario, we attempted
to detect underlying performance against changes in cardinality
of the data sets. Second scenario aimed at detecting potential
performance patterns for each of the algorithms by varying
the dimensionality.

4.2. Tools used

R programming language [38,39], the free open source platform
for statistical computing and data representation and RStudio [40],
the integrated development environment for R are the main tools
used in this experiment. The experiments are conducted on Intel
Core i5-5200U, 2.20 GHz dual core x64-based processor with
8.00 GB RAM.

4.3. Data sets used

We considered two real-time data sets for the analysis and cap-
tured the results. Data set 1 contains user ratings from Google
reviews collated by [36]. This data set contains anonymous reviews
on 24 categories of attractions across Europe where user ratings
are ranging from 1 to 5. Data sets 2 contains anonymous ratings
from the Jester Online Joke Recommender System [41]. This data
Data Set 2

ypes of attractions
el

Anonymous ratings from the Jester Online
Joke Recommender System
Jester Online Joke Recommender System
73,421
100
Around 4.1 million
�10 to 10

nce evaluation of clustering algorithms for varying cardinality and dimen-
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Fig. 1. Three stage research methodology adopted.
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set contains around 4.1 million ratings ranging from �10.00 to
+10.00 corresponding to 100 jokes by 73,421 users which are col-
lected during April 1999 to May 2003. In addition, we extracted
three subsets of data set 2 with reduced dimension (with 25, 50
and 75 attributes) for performing additional experiments with
varying dimensions and fixed cardinality. A quick summary of
the data sets in consideration is available in Table 1.
Fig. 2. Determination of optimal cou

Table 2
Clustering algorithms used.

Clustering Algorithm Clustering Typ

K-Means Clustering Partitioning
k-medoids Clustering Partitioning
Clustering Large Applications Partitioning
Clustering Large Applications based upon Randomized Search Partitioning
Fuzzy c-means Clustering Partitioning
Agglomerative Hierarchical Clustering Hierarchical
Divisive Hierarchical Clustering Hierarchical
Density-Based Spatial Clustering of Applications with Noise Density based
Expectation-Maximization Clustering Model based

Please cite this article as: S. Renjith, A. Sreekumar and M. Jathavedan, Performa
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5. Empirical research

We have adopted a three stage approach in this research as
depicted in Fig. 1.
5.1. Determination of optimal cluster count

We leveraged 26 different indices from the R package NbClust
to decide the optimal count of clusters for each data set. The results
corresponding to each data set are captured in Fig. 2. The optimal
number of clusters are identified as 4 for data set 1 and 3 for data
set 2.
5.2. Clustering

We have covered nine clustering algorithms as part of this
analysis – five partitioning algorithms, two hierarchical algorithms,
one density-based algorithm, and one model-based algorithm.
Table 2 summarizes the details of the algorithms along with corre-
nt of clusters for data sets used.

e R function used to perform clustering Applicable R package

kmeans() stats
pam() cluster
clara() cluster
clara() cluster
fcm() ppclust
agnes() cluster
diana() cluster
dbscan() fpc
hddc() HDclassif [42]

nce evaluation of clustering algorithms for varying cardinality and dimen-
atpr.2020.01.110

https://doi.org/10.1016/j.matpr.2020.01.110


Fig. 3. Performance of clustering algorithms – Cardinality Vs Turnaround Time.

Fig. 4. Performance of clustering algorithms – Dimensionality Vs Turnaround Time.
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sponding R function calls and package details leveraged in this
evaluation.

5.3. Performance evaluation

We evaluated two types of performance impacts for clustering
as part of this empirical study, i.e. impact on varying cardinality
and impact of varying dimensionality.
Please cite this article as: S. Renjith, A. Sreekumar and M. Jathavedan, Performa
sionality of data sets, Materials Today: Proceedings, https://doi.org/10.1016/j.m
� Cardinality Vs Turnaround Time. As part of this analysis, we com-
pared all nine clustering algorithms for their performance by
varying the cardinality of same data sets. Cardinality is varied
by applying random sampling on the data sets. For data set 1,
we have performed 27 iterations with cardinality ranging from
100 to 3750 and for data set 2, we have performed 35 iterations
with cardinality ranging from 100 to 7500. During each iteration,
we captured the mean turnaround time for the clustering algo-
nce evaluation of clustering algorithms for varying cardinality and dimen-
atpr.2020.01.110
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rithm at millisecond level using the microbenchmark package
available in R. The best performances are observed with CLARA,
CLARANS, and k-means algorithms. The observations are consis-
tent across both the data sets considered. Fig. 3 depicts the plots
of the observed turnaround time against cardinality for two data
sets. Turnaround time is measured in milliseconds and repre-
sented on logarithmic scale in the plot to avoid skewness
towards large values present in the observation set.

� Dimensionality Vs Turnaround Time. As part of this analysis, we
compared all nine clustering algorithms individually for their
performance by varying the dimensionality. Data set 1 has 24
attributes and data set 2 has 100 attributes. In addition, we
formed three additional data sets by varying the number of
attributes in data set 2. Fig. 4 depicts the variation in turn-
around time for all the five data sets in consideration with dif-
ferent dimensions. It can be observed from the plots that
hierarchical clustering approaches resulting in the same perfor-
mance trends in spite of any change in dimensionality of the
data sets being processed.

6. Conclusion

Large volume of social media data is getting generated vigor-
ously, which has the potential to function as a key input for various
analytics and data science activities across industries. In order to
deal with the huge volume of data, it is required to adopt an effi-
cient processing mechanism which ensures only relevant data is
being processed. Various clustering algorithms can be considered
as a possible solution to address this challenge. There are two
important factors to be considered while selecting the appropriate
clustering algorithms. The most important aspect is the clustering
quality which has to be chosen based on the evaluation of data
set in consideration [36]. At the same time, we need to ensure the
algorithms are efficient in terms of their performance. In this work
we evaluated ninemost frequently used algorithms for their perfor-
mance in terms of turnaround time.We used two real time data sets
reflecting social media activities and performed an empirical study
by varying the cardinality and dimensionality of the data sets.

In the context of this empirical analysis, we could observe bet-
ter performances in terms of overall time taken from CLARA, CLAR-
ANS, and k-means algorithms. Further we observed the highest
turnaround time with Fuzzy c-means algorithm. Hierarchical clus-
tering algorithms (AGNES and DIANA) and DBSCAN demonstrated
an increasing trend similar to that of power functions for the over-
all time taken with increase in cardinality. Other algorithms
demonstrated a linearly increasing trend with increase in cardinal-
ity. While other algorithms demonstrated a positive influence on
the execution time for the change in dimensionality, both the hier-
archical clustering algorithms (AGNES and DIANA) demonstrated
neutral impact.

We recommend considering these observations along with
clustering quality parameters while performing selection of clus-
tering techniques in any real time scenario. Further, the simple
and repeatable process defined as part of this experiments can be
adopted by researchers for evaluating any new algorithms and/or
data sets.
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