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Highlights

• The DFN handles pose variations by explicit feature-level alignment.

• The DCL loss enforces the learnt displacement field to be locally consis-

tent.

• The ICL and PTL loss functions further improve the face recognition

performance.

• The DFN outperforms the state-of-the-art methods on three large pose

face datasets.
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Abstract

Unconstrained face recognition still remains a challenging task due to various

factors such as pose, expression, illumination, partial occlusion, etc. In partic-

ular, the most significant appearance variations are stemmed from poses which

leads to severe performance degeneration. In this paper, we propose a novel

Deformable Face Net (DFN) to handle the pose variations for face recogni-

tion. The deformable convolution module attempts to simultaneously learn

face recognition oriented alignment and identity-preserving feature extraction.

The displacement consistency loss (DCL) is proposed as a regularization term

to enforce the learnt displacement fields for aligning faces to be locally consis-

tent both in the orientation and amplitude since faces possess strong structure.

Moreover, the identity consistency loss (ICL) and the pose-triplet loss (PTL)

are designed to minimize the intra-class feature variation caused by different

poses and maximize the inter-class feature distance under the same poses. The

proposed DFN can effectively handle pose invariant face recognition (PIFR).

Extensive experiments show that the proposed DFN outperforms the state-of-

the-art methods, especially on the datasets with large poses.

Keywords: pose-invariant face recognition, displacement consistency loss,

pose-triplet loss
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1. INTRODUCTION

Face recognition, as a fundamental problem in computer vision, has received

more and more attentions in recent years. Equipped with powerful convolutional

neural networks (CNNs), the accuracy has a rapid boost that face recognition

under controlled settings (i.e., near-frontal poses, neutral expressions, normal5

illuminations, etc.) seems to be solved. However, under the uncontrolled en-

vironment, a number of factors (e.g., pose, illumination, resolution, occlusion,

and expression) significantly affect the performance of face recognition system.

Among these factors, self-occlusion from out-plane poses brings about large

appearance variations. The misalignment problem heavily hurts the face recog-10

nition system. In this paper, we further push the frontier of this research area

by simultaneously considering face recognition oriented alignment and identity-

preserving feature extraction under deep neural networks, which aims at tackling

the pose-invariant face recognition (PIFR) problem.

The conventional deep face recognition system usually firstly aligns faces15

with simple affine transformations and then feeds the aligned faces into convo-

lutional neural networks to extract identity-preserving features. Since the affine

transformations can only remove in-plane pose variations, the intra-class appear-

ance variations from out-plane poses still exists, resulting in face misalignment

problem. As a consequence, the face recognition accuracy degenerates severely20

under large out-plane pose variations. To handle this problem, one can either

align the face images with extra technology, e.g., 3D based face alignment [1] or

improve the CNN’s capacity of extracting pose-invariant features. Since human

heads are nearly rigid 3D objects, following the former pipeline, many efforts

are devoted to synthesizing well-aligned frontal face image from non-frontal25

faces by using 3D rigid motion models [2, 3, 4, 5, 6, 7, 8]. However, 3D model

reconstruction with a single 2D image is an ill-conditioned problem and the

synthesized image needs high fidelity refinement to improve the reality of faces.

Since face recognition system extracts high-level feature to recognize identities,

it is unnecessary to generated frontal faces. Thus aligning high level features is30
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Figure 1: Illustration of our proposed Deformable Face Net (DFN). DFN attempts to learn
a pose-aware displacement field for the deformable convolution to extract pose-invariant fea-
tures for face recognition. This field is adaptively pose-aware, thus endowing the deformable
convolution the ability to align features in case of pose variations. For this purpose, these
displacement fields are learnt by introducing three loss functions, i.e., the displacement con-
sistency loss (DCL), the identity consistency loss (ICL) and the pose-triplet loss (PTL).

more convenient than aligning faces in pixel-level, leading to potentially more

effective recognition results. The approaches following the latter pipeline focus

on learning pose-invariant feature representations. Conventional approaches

such as multiview subspace learning or pose-directed multi-task leaning signif-

icantly improve the large pose face recognition. Unfortunately, such subspace35

projections and multi-tasks are learnt corresponding to several discrete poses,

it is difficult for those methods to handle face recognition under continuous

pose variations. Moreover, it may be non-trivial for those methods to obtain

pose-invariant feature robust to complex scenarios in no consideration of face

alignment.40

In this paper, we propose a feature-level alignment method to handle pose

variations in face recognition. In our approach, a convolution network, namely

deformable face net (DFN) is designed to simultaneously learn feature-level
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alignment and feature extraction for face recognition. It is more favorable for

CNNs to learn identity-relevant features after aligning faces, leading to bet-45

ter performance for face recognition under poses. Inspired by the deformable

convolution [9], we propose to achieve feature-level alignment by a deformable

convolution module which enables pose-aware spatial sampling based on dis-

placement fields for the subsequent feature extraction. It should be noted that

the conventional deformable convolution [9] is developed for detecting general50

objects which have diverse local and global non-rigid transformations, while

human faces are approximately rigid and the most salient transformations are

caused by the rigid pose change rather than other flexible variations. The differ-

ence in rigidness implies that the displacement field learnt for face recognition

should be more consistent. With this in mind, we propose the displacement con-55

sistency loss (DCL) to enforce the local consistency of the learnt displacement

field both in orientation and amplitude, leading to better alignment for face

recognition. Moreover, the identity consistency loss (ICL) and the pose-triplet

loss (PTL) are designed to minimize the intra-class feature variation caused by

different poses and maximize the inter-class feature distance under the same60

poses. Specifically, the ICL minimizes the intra-class feature variation caused

by different poses via taking two faces under different poses as input. The PTL

emphasizes on improving the network discriminative ability of distinguishing

faces with the same pose but from different identities. Besides, the DFN is

quite efficient and can be end-to-end trained without additional supervision.65

Compared to the existing pose-invariant feature extraction methods, e.g., the

PIM [10] and the p-CNN [11], the proposed DFN achieves better results for face

recognition under poses, especially on the datasets with large poses.

Briefly, the main contributions of this paper are summarized as follows:

• A novel Deformable Face Net (DFN) is proposed to handle pose variations70

in face recognition with explicitly considering the feature-level alignment.

• The displacement consistency loss (DCL) is proposed to enforce the learnt

displacement field to be locally consistent both in the orientation and
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