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A B S T R A C T

Objective: This work aims to provide a review of the existing literature in the field of automated machine
learning (AutoML) to help healthcare professionals better utilize machine learning models “off-the-shelf” with
limited data science expertise. We also identify the potential opportunities and barriers to using AutoML in
healthcare, as well as existing applications of AutoML in healthcare.
Methods: Published papers, accompanied with code, describing work in the field of AutoML from both a com-
puter science perspective or a biomedical informatics perspective were reviewed. We also provide a short
summary of a series of AutoML challenges hosted by ChaLearn.
Results: A review of 101 papers in the field of AutoML revealed that these automated techniques can match or
improve upon expert human performance in certain machine learning tasks, often in a shorter amount of time.
The main limitation of AutoML at this point is the ability to get these systems to work efficiently on a large scale,
i.e. beyond small- and medium-size retrospective datasets.
Discussion: The utilization of machine learning techniques has the demonstrated potential to improve health
outcomes, cut healthcare costs, and advance clinical research. However, most hospitals are not currently de-
ploying machine learning solutions. One reason for this is that health care professionals often lack the machine
learning expertise that is necessary to build a successful model, deploy it in production, and integrate it with the
clinical workflow. In order to make machine learning techniques easier to apply and to reduce the demand for
human experts, automated machine learning (AutoML) has emerged as a growing field that seeks to auto-
matically select, compose, and parametrize machine learning models, so as to achieve optimal performance on a
given task and/or dataset.
Conclusion: While there have already been some use cases of AutoML in the healthcare field, more work needs to
be done in order for there to be widespread adoption of AutoML in healthcare.

1. Introduction

The extensive collection of health data through electronic health
records (EHRs), genomic sequencing, and digital health wearables has
led to an exponentially growing amount of biomedical “big data” [1–3].
The amount of digital information available to clinicians is becoming
simply too much to process: within the timespan of 20−40 min that are
generally assigned per visit, it is virtually impossible to review 80+
megabytes (equivalent to 20,000+ pages of free text) worth of patient
data captured in the average individual EHR [4]. Machine learning, and

more recently deep learning, are key techniques that have demon-
strated the ability to translate these large health datasets into actionable
knowledge. In general, the use of machine learning models could im-
prove patient safety [5–7], improve quality of care [8–10], and reduce
healthcare costs [11–13]. Specifically, machine learning has the cap-
ability to augment the work of clinicians by processing the billions of
patient data points that are stored in EHRs, and it has been successfully
applied in many clinical applications already, such as identifying pa-
tients at high risk of being transferred to the ICU [14], diagnosing re-
spiratory conditions from chest X-rays [15], detecting early signals of
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lung cancer [16], and detecting fraudulent and abusive health in-
surance claims [17]. While machine learning in healthcare is a very
active research topic [18,19], most of the health data collected is never
used for building predictive models that are successively integrated in
the clinical setting [20] with only 15 % of hospitals currently and
routinely using machine learning for even limited purposes [21].

While machine learning has a lot of demonstrated benefit, the suc-
cessful utilization of machine learning requires a large effort from
human experts given that no algorithm can achieve good performance
on all possible problems (i.e., No Free Lunch [22]). Even though
healthcare researchers are familiar with clinical data, they still often
lack the machine learning expertise necessary to apply these techniques
to big data sources. Healthcare researchers can and do work with expert
data scientists [18,19], but the interactive process generally takes a lot
of time and effort from both parties. Not only that, but data and human
expertise are generally not readily available, especially in healthcare
settings [23]. Therefore, it is difficult to devise and deploy machine
learning solutions as the whole exercise begins with a lengthy data
provisioning process, continues with finding the right collaborators,
and involves a continuous back-and-forth between ML experts and
domain experts. Automating some of the components requiring human
expertise would allow the healthcare industry to more rapidly build,
validate, and deploy machine learning solutions, and therefore more
readily reap the benefits of improving the quality of health care for
patients. Motivated by this goal across industries, AutoML has emerged
as a new research field with the goal of automatically optimizing parts
of the machine learning pipeline, as shown in Fig. 1.

Different AutoML solutions have emerged in recent years to opti-
mize one or more of these components, several of which are the product
of AutoML Challenge competitions between 2015 and 2018. The
ChaLearn AutoML Challenges1 focus on solving supervised machine
learning problems without any human intervention given some com-
putational constraints. These computational constraints were slightly
different across the challenges, but usually included a time limit (∼20
min for training and testing) and memory usage limitations (24GB RAM
for the first three rounds, and 56GB thereafter). Some of the competi-
tions included a GPU track, but submissions to these tracks were sparse.
The goal of this series of challenges is to create a black box that removes
most of the requirements for human expertise in applying machine
learning to a wide array of problems, and to help alleviate the potential
shortage of data scientists and empower those with domain knowledge.
There have already been three series of challenges, each with slightly
different problem formulations and datasets, and there is currently an
ongoing challenge for temporal relational data,2 as well as a future
challenge for computer vision. A detailed analysis of the AutoML
challenges from 2015 to 2018 is reviewed in [24].

Although a formal definition and review of AutoML exists [25], it is
aimed at an audience of generalists. Here we will address how AutoML
is specifically useful for the healthcare field. We decided to organize
this review based on what authors are attempting to automate: auto-
mated feature engineering, hyperparameter optimization, pipeline op-
timizers (addresses more than one component), and neural architecture
search. We will look at each of these four categories separately and
discuss how they can be applied in a healthcare setting.

2. Methods

We conducted a search for papers published between 2012 and
2019 discussing the field of automated machine learning (AutoML) in
four academic journal databases, including Scopus, Google Scholar,
Microsoft Academia, and CrossRef using a set of keywords, in disjunc-
tion. Specifically, we searched the following keyphrases: "automated

machine learning", "automl", "automatic machine learning", "auto ma-
chine learning" (see Suppl. Tab. 1 for the resulting AutoML paper col-
lection). We chose to exclude closed-source systems from this review.
We also chose to only review papers for which there was available
source code or links to project repositories. Papers with limited citation
counts (< 5 citations) or AutoML systems with fewer than 10 followers
on GitHub were also excluded. One author (JW) reviewed titles and
abstracts identified from the database search to verify that a paper
actually discussed a topic relevant to the field of AutoML. Identified
papers were then read in full and the reference lists were searched for
additional sources of review. Additionally, papers were further orga-
nized into two topics: classical machine learning algorithms and deep
neural networks. There has been substantial work done in both fields,
and we have organized our review with dedicated sections describing
both subfields of interest. For a detailed count of the papers included
and excluded at each stage, refer to Fig. 2.

3. Automated feature engineering

When given a supervised machine learning problem, a data scientist
is often tasked with creating explanatory variables, otherwise known as
features, that are predictive of the outcome of interest. Successful fea-
ture engineering requires the creation of features that not only provide
useful insights into the data itself, but also takes into account any
limitations of the learning algorithm that is being used. It is important
to note that this is not a trivial task, as the performance of a given
machine learning algorithm is heavily dependent upon the quality of
the input features [26]. The creation of these features often requires
extensive domain knowledge, and therefore is usually performed
manually by a human expert in a trial-and-error fashion. This makes
feature engineering a critical and time-consuming step in the machine
learning pipeline.

In order to help alleviate the difficulties that come with feature
engineering, automated feature engineering frameworks have emerged
with the goal of constructing novel feature sets that improve the per-
formance of subsequent machine learning tools. Notably, platforms like
Kaggle3, Grand Challenges in Biomedical Image Analysis4, and others,
can help alleviete this part too, by outsourcing the required effort via
open competitions, but do require lenghtly efforts around data anon-
ymization. Automated feature engineering differs from the field of re-
presentation learning [27], which employs deep learning techniques to
find a useful feature space for unstructured data types, such as images,
text, and audio/video. While representation learning is not considered
an AutoML technique, it still plays an important role in the machine
learning pipeline for these unstructured data formats, especially in
healthcare where it has been shown to provide useful representations of
EHR data that facilitates clinical predictive modeling [28,29].

The task of automated feature engineering can be more formally
explained as follows. Given a set of m features, = …F f f f[ , , , ]m1 2 , a target
vector, y, and a machine learning algorithm,M , let P F y( , )M reflect the
model performance on the given features and target vector. Let us also
consider k transformation functions, …t t t, , , k1 2 , and a sequence of
transformations = …s t t f( ( ))i1 2 . Our goal is to find a set of sequences of
transformations = …S s s[ , , ]r1 to produce = +F F Snew

' where ⊂F F'

which satisfies

P F yargmax ( , )
S

newM

Each set of transformations requires training and evaluating a model
in order to verify its performance, and therefore it is clearly computa-
tionally infeasible to verify all possibilities. Several different ap-
proaches have emerged over the last couple of years in order to deal

1 http://automl.chalearn.org/
2 https://www.4paradigm.com/competition/kddcup2019

3 https://www.kaggle.com/
4 https://grand-challenge.org/
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with this issue.
The first approach is the so-called “expand-reduce” method, which

was first introduced by Kanter et al. in their development of the Data
Science Machine (DSM) [30]. Speaking generally, this method works by
applying all feature transformations at once to obtain … ×f f f[ , , , ]m1 2

… = ×t t t m k[ , , , ]k1 2 features. This is then followed by a feature se-
lection step and hyperparameter tuning. The upside of this approach is
that there is only one modeling step, excluding the feature selection.
However, this approach does not consider compositions of functions
and has a performance bottleneck in the feature selection step, given
the large number of features to consider. After it was originally in-
troduced, several variations of the “expand-reduce” method have been
published, including ExploreKit [31], the One Button Machine (OBM)
[32], and most recently AutoLearn [33]. Additionally, the original
creators of the DSM have since released Featuretools [34], an open-
source implementation of their automated feature engineering algo-
rithm, and FeatureHub [35], a collaborative data science platform in
which skilled data scientists may contribute code to perform feature
engineering and present experimental results on how crowd-generated
features perform with an AutoML model. ExploreKit and AutoLearn also
have open source implementations. These algorithms vary slightly in
how they perform the feature selection step and in which feature
transformations they apply, but there is no clear winner for which one
universally performs the best.

A second approach to this problem is to use genetic programming,
an evolutionary algorithmic technique. The main idea behind genetic
programming is to encode a computer program as an artificial “chro-
mosome” and to evaluate the fitness of this encoding with respect to
some pre-defined task, and ideally improve performance over time. In
terms of a feature engineering task, Tran et al. [36] proposed genetic
programming using a tree-based representation that can be used for
both feature construction and implicit feature selection. While this
method did provide favorable results in certain experiments, it also
provides an unstable solution in which overfitting frequently occurs.
However, their method did provide a slight improvement in speed
compared to the expand-reduce approach.

Other approaches to the feature engineering problem include a
hierarchical organization of transformations, meta learning, and re-
inforcement learning. Khurana et al. proposed the “Cognito” system
[37] which explores various feature construction choices in a hier-
archical manner, while progressively maximizing the accuracy of the
model through a greedy search strategy. This is done by constructing a
directed acyclic transformation graph and applying transformations to
all valid input features. This emulates a human trial-and-error process,
allowing one to use data-level transformations as logical blocks for
measuring performance over time. It has the added benefit of allowing
compositions of transformations. The same authors later proposed a
similar strategy that employs reinforcement learning [38], whereby a
transformation graph is explored via a reinforcement learning agent.

The most recent contribution of these authors to the field of automated
feature engineering is their “Learning Feature Engineering” (LFE)
technique [39] which uses meta learning. LFE works by learning how
effective a given transformation (e.g., arithmetic or aggregate opera-
tors) on numerical features truly is by learning from past feature en-
gineering experiences. Given a new dataset, LFE recommends a set of
useful transformations to be applied without model evaluation or an
explicit feature expansion/selection step. This approach uses a sub-
stantially lower amount of computational resources and was shown to
improve upon previous feature engineering approaches on a majority of
the datasets it was tested on. (Table 1)

4. Hyperparameter optimization

Every machine learning model has two types of parameters: hy-
perparameters that the model designer must manually set prior to
training, and normal parameters that are optimized in the training of
the model. These hyperparameters are settings that control the beha-
vior of the machine learning algorithm in some way, often in a way that
is highly specific to that algorithm. The most basic task of AutoML is to
automatically set these hyperparameters to optimize model perfor-
mance. The performance of most machine learning methods can depend
critically upon these hyperparameter settings, and thus it is one of the
most important tasks in machine learning [40].

Hyperparameter optimization is often considered an “art”, requiring
practitioner's experience, general rules of thumb, and sometimes just a
brute-force search. In order to make machine learning more accessible
to non-technical professionals, computer science researchers have
proposed several different automatic hyperparameter selection
methods. These methods attempt to quickly find an optimal, or at least
an effective, combination of hyperparameter values that maximizes
some performance metric for the given machine learning task. These
methods are also often given a specified computational resource limit,
such as a limited search time or limited memory usage. Using an au-
tomatic hyperparameter selection method can greatly reduce the
burden on those building a machine learning solution, and several se-
lection algorithms have been shown to find hyperparameter values that
are equally good or better than manual tuning by machine learning
experts [41,42].

The problem of hyperparameter optimization can be more formally
defined as follows. Let M denote some machine learning algorithm
with N hyperparameters. The domain of the i-th hyperparameter is
denoted as Λi with the overall hyperparameter configuration space
being = …Λ Λ , ,Λn1 . Let any given combination of hyperparameters be

∈λ Λ and the machine learning model instantiated with this particular
configuration of hyperparameters be λM . The domain of a hyperpara-
meter can be real-valued, integer-valued, binary, or categorical. For
integer- and real-valued hyperparameters, the domains are typically
bounded. It is also important to realize that the configuration space can

Fig. 1. Typical components of a machine learning problem pipeline. The first step consists of preparing the data. This involves loading and cleaning the data for use in
the system, as well as applying any transformations, normalizations, or encodings. The next step involves selecting features to be used in creating the model. This
might also involve feature engineering, which is the process of using domain knowledge to create new features to help improve the machine learning model. The next
stages involve an iterative process in which one builds, trains, optimizes, validates, and selects a given machine learning algorithm to use for a given problem.
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contain conditionality if a given hyperparameter is only relevant if
another hyperparameter takes on a certain value. Given some dataset
D , the goal is to find

=⋆ Vλ argminE[ ( , , , )]
λ

λL M D Dtrain valid

where V ( , , , )λL M D Dtrain valid measures the loss of the model

Fig. 2. The number of papers included/excluded at each stage in the screening phase of this literature review.
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generated by algorithmM with hyperparameters λ on the training data
Dtrain and validated on validation data Dvalid .

The simplest and most naive hyperparameter optimization strate-
gies make no assumptions about the search space. Grid search is the
simplest way to perform hyperparameter optimization, as it is a brute-
force method in which the user specifies a finite set of values for each
hyperparameter, and then evaluates the Cartesian product of these sets.
This algorithm clearly suffers from the curse of dimensionality, as the
search space grows exponentially with the size of the configuration
space, and therefore it is often not a suitable choice given its large time
requirements. A simple alternative to grid search is random search.
Random search relies on sampling hyperparameter configurations from
a user-specified set of hyperparameter values until a certain budget for
the search is exhausted. Despite the fact that random search does not
search as many configurations as grid search, it has still been shown to
perform empirically better than grid search [43]. While grid search and
random search are simple techniques that can serve as a useful baseline,
neither of these methods make use of past performance evaluations and
are therefore inefficient at exploring the search space.

Another class of hyperparameter optimization methods are “opti-
mization from samples” methods [44], which are guided searches that
iteratively generate new configurations based on the previous perfor-
mance of prior configurations. Two popular examples of these types of
methods are particle swarm optimization (PSO) [45] and evolutionary
algorithms [46], both of which are inspired by biological behaviors.
PSO is inspired by how biological communities interact at both the
individual and the social level. PSO works by updating the configura-
tion space at each iteration by moving the solution towards the best
individual configurations and searching the neighboring configurations
in later iterations. In contrast, evolutionary algorithms are inspired by
biological evolution, and work by maintaining a population (config-
uration space) and improves the population by applying mutations
(small perturbations) and crossover (combining individual solutions) to
obtain a “generation” of better configurations. One of the best im-
plementations of these population-based methods is the covariance
matrix adaption evolution strategy (CMA-ES) [47], which samples
configurations from a multivariate Gaussian distribution whose mean
and covariance are updated in each generation.

In recent years, Bayesian optimization has emerged as the state-of-
the-art optimization framework for AutoML systems. Bayesian optimi-
zation is a probabilistic, iterative algorithm with two main components:
a surrogate model and an acquisition function. Bayesian optimization
builds a probabilistic surrogate model, usually in the form of a Gaussian
process [42,48] or a tree-based model [49,50], which is used to map the
different hyperparameter configurations to their performance with
some measure of uncertainty. Using this surrogate model, an acquisi-
tion function is then defined to determine the potential utility of a given
configuration, and therefore balance exploration and exploitation
during the search process. Bayesian optimization has a strong theore-
tical justification, and has been shown to work very well in practice
[42,51–54] making it the most widely used method for optimizing
hyperparameters. Several different open source implementations of

Bayesian optimization exist, including Hyperopt [55], an unofficial
implementation of Google Vizier [56], SMAC [50], Spearmint [57],
Hyperas [58], and Talos [59]. For those interested in a more detailed
explanation of Bayesian optimization, we refer to [60].

While much of the research done on hyperparameter optimization is
impressive, most of these methods are still limited in efficiency within
the context of large biomedical data environments. The amount of time
required to search for optimal hyperparameters grows quite rapidly as
the configuration space, dimensionality, and number of data points
grows. In order to overcome some of these limitations, Zeng and Luo
[21] propose an implementation of Bayesian optimization that uses
progressive sampling [61] with the goal of building a tool to enable
healthcare researchers to perform machine learning on their own. Si-
milarly, the BOHB algorithm [62] has combined the principles of
Bayesian optimization and Hyperband [63], a bandit search strategy
that employs successive halving [64], in an attempt to build a more
robust and efficient hyperparameter optimizer that works at scale. For
those interested in learning more about the limitations of hyperpara-
meter optimization in healthcare, we refer to [65]. Finally, for anyone
interested in a more detailed look at the intricacies of hyperparameter
optimization, we refer to [66].

5. Pipeline optimizers

The previous two sections only discussed methods that attempt to
handle one component of the machine learning pipeline. However, in
order for a machine learning system to be truly usable “off-the-shelf” by
a non-expert, there is a need for AutoML systems that can be used to
handle a variety of different tasks. In this section, we will consider these
systems and refer to them as pipeline optimizers. Each pipeline opti-
mizer performs one or more tasks in order to help automate the ma-
chine learning process.

The first pipeline optimizer we will consider is Auto-WEKA [67], an
AutoML system based on the popular machine learning and data mining
platform, WEKA [68]. Auto-WEKA was the first AutoML system that
considered the problem of simultaneously selecting a machine learning
algorithm and optimizing its hyperparameters; a problem which the
creators dubbed the combined algorithm selection and hyperparameter
optimization (CASH) problem. The CASH problem can be viewed as a
single hierarchical hyperparameter optimization problem, where the
choice of algorithm is itself a hyperparameter. The CASH problem can
be more formally defined as follows.

First, let us consider the model selection problem. Let us consider a
set of machine learning algorithms, M , and some limited amount of
training data = …y y[(x , ), , (x , )]n n1 1D . Our goal is to find the algorithm

∈⋆M M that gives us optimal performance. That is, we want to find

∑∈⋆
=k

argmin 1 ( , , )
i

k

1
( ) ( )M L M D D

M
train
i

valid
i

where ( , , )( ) ( )L M D Dtrain
i

valid
i is the loss achieved by M when trained

on ( )Dtrain
i and evaluated on ( )Dvalid

i . This approach uses k-fold cross-
validation [69] for assessing model performance. Using this formula-
tion of the model selection problem, and the formulation of the hy-
perparameter optimization problem given in section II, we can define
the CASH problem formally as follows.

Given a set of algorithms = …M M[ , , ]k(1) ( )M with associated hy-
perparameters spaces …Λ , ,Λk(1) ( ) , the CASH problem is defined as

∑∈⋆
=

⋆ k
argmin 1 ( , , )

i

k

λ 1 λ
( ) ( )

λ

M L M D D
M

train
i

valid
i

Given this formulation, the authors were able to exploit Bayesian
optimization methods to obtain high quality results in a reasonable
amount of time. The Auto-WEKA platform utilizes the SMAC [50] op-
timization algorithm and solves the CASH problem using the learners
and feature selectors implemented in the WEKA platform. Extensive
empirical experiments on 21 prominent datasets showed that Auto-

Table 1
Summary of the different automated feature engineering tools discussed in this
section.

Method Feature Engineering Technique Citation Count

Deep Feature Synthesis [30] Expand-Reduce 141
ExploreKit [31] Expand-Reudce 53
One Button Machine [32] Expand-Reduce 32
AutoLearn [33] Expand-Reduce 16
GP Feature Construction [36] Genetic Programming 68
Cognito [37] Hiearchrial Greedy Search 38
RLFE [38] Reinforcement Learning 21
LFE [39] Meta-Learning 34
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WEKA often outperformed standard algorithm selection and hy-
perparameter optimization methods, especially on large datasets. Since
its original release, the creators have made considerable improvements
to the system and have dubbed the newer version as Auto-WEKA 2.0
[70]. Auto-WEKA 2.0 now supports regression problems (not just
classification), optimization on all metrics available in WEKA, and is
now fully integrated within the WEKA ecosystem rather than being a
standalone piece of software.

The next pipeline optimizer we will consider is Auto-sklearn [71],
which is often considered the state of the art for AutoML systems. The
Auto-sklearn platform is based on the popular Python machine learning
library scikit-learn [72]. Auto-sklearn also attempts to solve the CASH
problem defined previously by the Auto-WEKA paper, and contains two
improvements to the previous AutoML approach. The first improve-
ment is a meta-learning step that is meant to warmstart the Bayesian
optimization procedure [73] and therefore create a boost in efficiency.
This meta-learning approach works by first evaluating a set of meta-
features for 140 different datasets in the OpenML repository [74] (i.e.
number of data points, number of features, data skewness, etc.) and
then applying Bayesian optimization to determine and store a machine
learning pipeline with strong empirical performance for each dataset.
Then, when given a new dataset, the algorithm computes its meta-
features, ranks all the other datasets by L1 distance to D in the meta-
feature space, and selects the stored machine learning pipelines for the

=k 25 nearest datasets for evaluation before starting Bayesian optimi-
zation. The second improvement made by Auto-sklearn was the auto-
mated ensemble construction of models evaluated during optimization.
While Bayesian optimization is data-efficient, it is also a wasteful pro-
cedure given that all the models it trains during the course of a given
search are typically lost, including models that perform almost as well
as the best performer. Rather than discarding these models, Auto-
sklearn stores them and uses a post-processing method to construct an
ensemble out of them. This ensemble construction avoids having to
stick to one pipeline configuration and is therefore more robust and less
prone to overfitting. It can also improve performance given the well-
known tendency for ensembles to outperform individual models [75].
In empirical experiments, the Auto-sklearn system performed better
than or equally as well as the Auto-WEKA system in 86 % of cases and
also won first place in the previously mentioned ChaLearn AutoML
challenge [76]. Despite its good performance, the original Auto-sklearn
platform is limited to handling datasets of relatively modest size and
has since been extended to handle larger datasets. The newest release of
the system, known as PosSH Auto-sklearn [77], makes use of the BOHB
algorithm described in section II, and has created a large increase in
speed for the Auto-sklearn system. This PoSH Auto-skelarn system won
the second iteration of the ChaLearn AutoML challenge. Nonetheless,
Auto-sklearn and Auto-WEKA are still not well equipped to handle large
clinical datasets, and we will elaborate on this problem in section VI.

A third popular pipeline optimizer is one that was originally de-
veloped to automate biomedical data science, but which has now been
implemented to handle any machine learning task. This platform,
known as the Tree-based Pipeline Optimization Tool (TPOT) [78], is an
open source genetic programming-based AutoML system that is meant
to handle feature preprocessing, model selection, and hyperparameter
optimization tasks for a given machine learning problem. TPOT is a
wrapper for scikit-learn, the Python machine learning library; therefore
every machine learning operator corresponds to a machine learning
algorithm that is present in that library. The TPOT system specifically
uses supervised classification operators (i.e. Random Forest, KNN, Lo-
gistic Regression, etc.), feature preprocessing operators (i.e. Scalers,
PCA, Polynomial Featurization, etc.), and feature selection operators
(i.e. Variance Thresholders, RFE, etc.). In order to combine these op-
erators into a full-fledged pipeline, they are all treated as genetic pro-
gramming primitives, and genetic programming trees are constructed
from them. To automatically generate and optimize these pipelines, the
authors used a genetic programming algorithm described by [79],

which is implemented in the Python package DEAP [80]. In empirical
experiments conducted with the TPOT system, TPOT frequently dis-
covered pipelines that performed statistically significantly better than a
baseline Random Forest model, but the authors provided no comparison
to other AutoML systems. The TPOT system was also run with a guided
search and a random search mechanism, and they found that the
random search mechanism often achieved comparable accuracy to the
guided search mechanism. TPOT also provides a more flexible machine
learning pipeline than the original Auto-sklearn system, but this
sometimes causes the pipelines to be overfit on the data. Despite some
of these drawbacks, TPOT receives regular improvements, and is still
one of the most popular AutoML systems used to date.

While Auto-WEKA, Auto-sklearn, and TPOT are the three dominant,
open-source AutoML pipeline optimizers to date, other attempts at
approaching the problem have emerged in the past few years. The first
we will discuss is the TuPAQ system [81], which was first published a
year after the Auto-WEKA system. While essentially attempting to solve
the same CASH problem, the authors frame joint model selection and
hyperparameter optimization problem as a query optimization problem
of their search space. TuPAQ uses a bandit search for its optimization
based of properties of the data and the user-defined computational
budget and is built upon the MLbase architecture [82]. Next, we have
Auto-Tuned Models (ATM) [83], which is meant to be a distributed,
collaborative, and scalable system for AutoML. The ATM platform is
meant to allow data scientists to simply upload a dataset, select a de-
sired machine learning method, and choose a hyperparameter range to
search over. ATM then uses either a hybrid Bayesian/bandit optimiza-
tion system or a model recommender system that uses meta-learning to
optimize the pipeline. This system comes from the same authors as the
DSM, which was mentioned in section III, and thus ATM also employs a
feature engineering step. ATM is meant to be an automated feature
engineer and a hyperparameter optimizer, which was demonstrated to
match or exceed regular human performance on hundreds of different
datasets, and take approximately 1/1000th of the time. Around the
same time as the ATM system was published, a different technique
known as “Automatic Frankensteining” [84] emerged to solve the CASH
problem using ensemble learning. Similar to the Auto-sklearn approach,
the Automatic Frankensteining framework builds and selects well-op-
timized models, and then ensembles them to further boost prediction
performance, as well as reduce the input space for the subsequent
model selection component. When compared to Auto-WEKA and Auto-
Sklearn on 80 different classification datasets from the UCI Machine
Learning repository [85], this framework was able to outperform its
competitors on the majority of datasets in the same CPU time, further
demonstrating the usefulness of ensemble learning.

In the last year alone, several different approaches to the AutoML
pipeline optimization problem have been developed. ML-Plan [86] uses
hierarchical task networks (HTNs) [87], which have been used as an AI
planning tool in the past [88]. ML-Plan encodes an HTN problem that
divides the AutoML problem into two phases: algorithm selection and
algorithm configuration. Their preliminary results show that ML-Plan is
somewhat competitive with Auto-WEKA, but less so with Auto-sklearn.
The authors are currently working to simultaneously optimize over
pipelines with algorithms from the WEKA and scikit-learn libraries
[89]. Autostacker [90], which was inspired by the ensemble learning
technique known as stacking [91], uses an evolutionary algorithmic
approach to perform hyperparameter optimization over hierarchical
stacked machine learning models. This makes it similar to the TPOT
approach, but it uses ensemble learning. Autostacker does not perform
any data preprocessing or feature selection/engineering, yet it still
performs competitively with TPOT, and is much faster. AlphaD3M [92]
takes a reinforcement learning approach to the pipeline optimization
problem by representing the model discovery process as a single-player
game in which the “player” iteratively builds a pipeline by inserting,
deleting, or replacing pipeline parts. This inherently makes the re-
sulting pipeline incredibly interpretable, as it includes all the actions
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and decisions which led to final pipeline creation. The authors use a
sequence modeling technique that employs deep neural networks and
Monte Carlo tree searches (MCTS), similarly to [93], to solve the op-
timization problem. AlphaD3M performs competitively on regression
and classification problems from the OpenML repository, and compu-
tation times are an order of magnitude faster than other AutoML sys-
tems. One last notable approach uses probabilistic matrix factorization
to tackle the AutoML problem [94] by modeling the problem of pre-
dicting machine learning pipeline performance as a collaborative fil-
tering problem [95], which is frequently used in recommender systems.
The empirical results indicate that this strategy can outperform Auto-
sklearn in a majority of cases. These pipeline optimization methods are
all summarized in the table below based on their capabilities.(Table 2)

6. Neural architecture search

In recent years, machine learning has been revolutionized by re-
search in the field of deep learning [96]. Broadly speaking, deep
learning is concerned with the construction of computational models,
known as neural networks, that are composed of several different
processing layers to learn representations of input data and map it to its
associated output. Deep learning methods have significantly improved
the state-of-the-art in perceptual learning tasks such as speech re-
cognition [97,98], natural language processing [99–101], visual re-
cognition [102,103], etc., as well as in tasks with large volumes of big
data, such as genomics [104,105]. These deep learning algorithms use
“neural networks” to find associations between inputs and outputs, and
the basic structure of these networks are shown in Fig. 3.

A neural network is composed of three types of layers: an input
layer, hidden layers, and an output layer. All layers are composed of
nodes, which are sometimes called neurons. In the case of the hidden
layer, the nodes are called hidden units. The input layer takes in some
numerical representation of the data. The output layer produces a
prediction. The hidden layers perform transformations on the data
which are usually nonlinear. The outputs of each neuron are then fed
into the subsequent layers, with different weights along the connections
between the different neurons. For more detail on how these networks
work, see [106]. The previously mentioned state-of-the-art neural net-
works are much larger than the network in Fig. 3, and often have much
more complex network “architectures”. Often thought of as a “black
box” computational model, these networks can be incredibly complex,
consisting of hundreds of millions of parameters to train, and their
performance is highly dependent on their architecture and choice of
hyperparameters [107–109]. The widespread success of these deep
neural networks has created a need for architecture engineering, where
data scientists are tasked with manually designing increasingly complex
neural architectures. This has led to an increased interest among Au-
toML researchers to invest their time in the field of neural architecture
search (NAS), which aims to find the best neural network architecture
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Fig. 3. The basic structure of a neural network, composed of input, hidden, and
output layers.
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for any given learning task and dataset. NAS is an important subfield of
AutoML, with some overlap with hyperparameter optimization, and it
will be the topic of discussion in this section.

As discussed in [110], NAS methods are best categorized by three
factors: search space, search strategy, and performance estimation
strategy. The search space refers to the potential neural architectures
that can be represented by the NAS algorithm, whereas the search
strategy refers to how this space is explored. Lastly, the performance
estimation strategy refers to how the NAS algorithm evaluates a given
architecture’s performance on some task given some training dataset.
All three of these components are non-trivial and come with important
trade-offs to consider. The search space is susceptible to potential
human bias if one tries to simplify the search with some sort of meta-
learning technique, but the NAS may be slower if it does not do so. On
the other hand, the search strategy must balance the notorious ex-
ploration-exploitation trade-off [111] as it aims to find the optimal
architecture quickly without reaching a premature sub-optimal solu-
tion. Finally, performance estimation can be done simply by doing a
standard training and validation of a neural architecture, but this is
computationally expensive to carry out. We will now consider how
different NAS algorithms address these issues.

6.1. Search space

The choice of search space significantly determines how difficult the
optimization problem of NAS becomes, as optimization in this case is
often non-continuous and usually high dimensional, given that more
complex models tend to perform better. The simplest of search spaces is
that of simple feed-forward neural networks [112], as demonstrated in
Fig. 3, where the neural architecture A is written as a sequence of n
layers, where the ith layer Li receives its inputs from layer i – 1 and its
output serves as the input for layer i + 1. This search space is therefore
parameterized by the number of layers n, the type of operation each
layer can execute (i.e. nonlinear transformations, convolutions,
pooling, etc.), and the hyperparameters associated with these opera-
tions (i.e. kernel and stride size for convolutional layers), thus making
the search space a conditional one of non-fixed length. However, these
simple feed-forward networks are often outperformed by more complex
architectures. This has led to more recent NAS work [113–117] which
focuses on incorporating modern neural design elements, such as skip
connections [118], to search over the space of multi-branch networks
[119]. Given that a lot of hand-crafted neural architectures use certain
repeated motifs [115], some more recent NAS methods [114,120–123]
propose searching for motifs, also known as cells or blocks, rather than
for whole architectures. This motif search space significantly reduces
the search space, while also achieving better performance than previous
work [124] and lending itself more easily to transfer learning. There-
fore, this has become the dominant method for establishing a search
space in NAS.

6.2. Search strategy

As discussed previously in section II, Bayesian optimization has
become the state-of-the-art for hyperparameter optimization, and early
on that was the case for NAS as well. Bayesian optimization led to state-
of-the-art computer vision architectures [125,126], and the first auto-
matically tuned network to outperform human experts in a competition
[127]. However, NAS really took off when Zoph and Le [124] framed
NAS as a reinforcement learning (RL) [128] problem and obtained
competitive results on the benchmark CIFAR-10 [129] and Penn Tree-
bank [130] datasets. In this RL framework, the generation of a neural
architecture is considered the agent’s action and the action space is the
search space. The agent’s reward mechanism is then determined by the
performance estimation strategy of the given NAS algorithm. Different
RL approaches [114,121,124,131] differ in the agent’s learning policy
and how it is optimized.

An alternative to the popular RL approach is neuro-evolutionary
approaches that use evolutionary algorithms for exploring the search
space. NAS evolutionary algorithms [132–138] evolve a population of
neural networks, and in every evolution step, at least one model from
the population is sampled and serves as a parent to generate offspring
by applying mutations to it. These mutations could be adding or re-
moving a layer, altering hyperparameters, adding a skip connection,
etc. After the offspring are generated, their fitness is evaluated using the
performance estimation strategy, and they are added to the population
of models. Different neuroevolutionary approaches vary by how they
sample parent architectures, update populations, and generate off-
spring.

Given that RL and evolutionary algorithms are the dominant ap-
proaches for NAS, a recent study by Real et al. [139] compared the two
methods along with a random search approach. Their results indicate
that RL and evolutionary algorithms perform equally well in terms of
prediction performance, but evolutionary approaches had a slight speed
advantage and could find smaller models that perform just as well as
more complex ones. While both methods outperformed random search,
the margin was rather small with random search achieving a 4% test
error on CIFAR-10, and RL and evolutionary approaches achieving 3.5
%.

While RL and neuroevolution are the standard for NAS, other search
strategies have been suggested as well. Haifeng et al. recently proposed
Auto-Keras [140], which is built upon the popular deep learning library
Keras [141] and uses Bayesian optimization and network morphisms
[142], a technique to alter the architecture of a network but keep its
functionality, to speed up their search strategy [116]. and [143] also
use network morphisms, but not Bayesian optimization. AdaNet [144]
adaptively learns both the structure of the network and its weights.
PNAS [123] uses sequential-model based optimization to search for
structures in order of increasing complexity. DeepHyper [145] and
[146] attempt to use Bayesian optimization to jointly learn network
structure and hyperparameters to speed up the typical process of se-
parating these two tasks. DeepArchitect [147] and [148] model the
search space in a tree-structure and use Monte Carlo Tree Search. NASH
[116] and GNAS [149] propose a greedy search method by moving in
the direction of better performing architectures using a hill climbing
approach. Finally, NAO [150] and DARTS [120] use a continuous re-
laxation of the search space constraints, thereby enabling the use of
gradient-based optimization, which allows for the convex combination
of multiple operations to be applied to the architecture at each itera-
tion.

6.3. Performance estimation strategy

In order to guide these previously mentioned search strategies, a
NAS algorithm needs a way to measure the performance of a given
architecture that is being considered. While it would be very simple to
train a given architecture on training data and evaluate its performance
on a validation set, this is computationally expensive, sometimes taking
thousands of GPU days [124,136]. In order to reduce this computa-
tional burden, several different techniques have been proposed. Some
simple techniques include estimating performance with shorter training
times [114,146], using a subset of the full training data [51], or using
lower resolution images in computer vision tasks [151], but these
techniques also introduce bias into the performance estimates. This bias
isn’t necessarily problematic as long as the relative rankings stay stable,
but recent work suggests that this may not always be the case [146].
Another recent proposal for estimating performance is to use learning
curve exploitation [126,152,153], which attempts to predict from the
initial learning curves those architectures that will have a poor per-
formance, and terminate those architectures to speed up the search
[123]. also proposes performance prediction, but rather than using
learning curves, the predictions are based on past performance of si-
milar architectural/cell styles. The problem with performance
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prediction is that in order to be useful, it requires good predictions in a
very large search space with only a few evaluations. Another promising
method to speed up performance estimation is to use a “one shot”
method [117,120,121,154] that treats all neural architectures as sub-
graphs of a larger super-graph, and shares weights between archi-
tectures that have edges of this super-graph in common. Therefore, only
the weights of a single model in the subgraph need to be trained, and
any subsequent architectures in this same subgraph can be evaluated
without any separate training. This method significantly speeds up
performance estimation of architectures, but this method also suffers
from severe bias. Despite this apparent flaw, it is has been shown to
rank architectures reliably [154].

It is important to note that while NAS have achieved impressive
performance on a variety of different tasks, it fails to provide any in-
sights on why specific architectures work well. It has also been difficult
to compare the different methods for NAS, as measuring architecture
performance depends on a lot of factors other than the architecture
itself. However, the results of several different NAS algorithms on the
CIFAR-10 dataset is provided in Table 3. For those seeking a more
detailed review of NAS, please see [110].

7. Automated machine learning in healthcare

Despite the growing research in the field of AutoML, there has been
little work done in applying these techniques to the healthcare field
despite demonstrated need [65]. There are several key challenges to
applying machine learning in the healthcare space that make it very
difficult to deploy AutoML solutions. An important challenge in any
machine learning problem is assembling a high-quality, representative,
and diverse dataset. Ideally, the machine learning model would be
trained with data that exactly matches the format and quality of data
that would be used at a later point. In a clinical context, this is often
data in the electronic health records (EHR) format, which is proble-
matic because EHR data is known to be unreliable and prone to un-
wanted variability [156,157]. These problems exist mainly because
EHRs were originally designed for billing and coding and not necessa-
rily for analytics nor to actively improve quality of care [158]. Fur-
thermore, many health systems report using EHR systems that are only
partially interoperable [158], making it difficult to obtain full patient
histories. Not only is it difficult to apply any of the automated feature
engineering techniques discussed in this paper on EHR data, but
training machine learning models on this highly noisy data source may
lead to undesirable results anyways.

While the lack of high-quality data is one potential impediment to
deploying an AutoML system, a much bigger issue is the lack of trans-
parency in these black-box AutoML systems. This lack of transparency
in small decisions made by the system, such as what model configura-
tions have been searched, leads machine learning experts and novices
alike to question the automatic results. If users do not trust the AutoML
system they are attempting to use, they will hesitate to apply the results
of AutoML in critical applications [159], especially in healthcare where
interpretability and transparency of algorithms are crucial for a system
to be adopted into a work-flow [160]. In order to combat this issue,
Wang et al. have recently proposed the ATMSeer system [161] as an
interactive visualization tool that allows users to more easily analyze
and refine the search space for an AutoML system. ATMSeer offers vi-
sual summaries of the searched models to improve transparency, while
also allowing users to modify the search space in real time to improve
the controllability of AutoML systems. While ATMSeer was integrated
with the ATM system [83] described earlier, the authors state that
ATMSeer is algorithm agnostic and should be able to integrate with a
variety of AutoML frameworks. This is one example of a key tool that
can be used to overcome some of the current limitations of AutoML.

Another potential reason for the lack of AutoML solutions in the
healthcare space is that the current methods for machine learning pi-
peline optimization are inefficient for the type of large datasets that areTa
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so common in the biomedical environment. In order to address some of
these issues, Luo has proposed two software systems, MLBCD [162] and
PredicT-ML [163], that are designed to automate machine learning for
big clinical data. These systems are meant to specifically address effi-
ciency issues [21], as well as common properties of clinical data in
EHRs, such as temporal aggregation of clinical variables or processing
data stored in the Entity-Attribute-Value (EAV) model [164], that
sometimes limit the application of AutoML in healthcare. However,
despite these systems’ promising designs, they have not yet been
clinically implemented, to our knowledge.

While the MLBCD and PredicT-ML systems have not been im-
plemented, there have been some smaller use cases of AutoML in
healthcare. Recently, AutoPrognosis [165] has emerged as a system for
automatically constructing a machine learning pipeline that is tailored
to the task of clinical prognosis. This system makes use of Bayesian
optimization techniques to search the model and hyperparameter
space, and even provides clinicians with association rules that link
patients’ clinical data to their predicted risk strata. The AutoPrognosis
system also performs missing data imputation and feature preproces-
sing, and is able to handle different types of clinical data including
longitudinal and time-to-event data. The creators of this system per-
formed empirical experiments that showed that their AutoML technique
outperformed traditional clinical scores, Auto-sklearn, Auto-WEKA, and
TPOT in terms of Area Under the Curve (AUC) for prognostic modeling.
Recently, the AutoPrognosis system has been shown to improve the
accuracy of cardiovascular disease risk prediction [166], as well as
cystic fibrosis prognostication [167], compared to scoring systems
based on conventional risk factors. While the creators of AutoPrognosis
created their own AutoML system, Orlenko et al. used the TPOT system
for clinical metabolic profiling of patients exposed to metformin
monotherapy [168]. Both of these examples point to the potential for
AutoML to become a critical tool for helping healthcare practitioners
and researchers turn large clinical data into actionable insights that
help improve the quality of care.

8. Conclusion

Automated machine learning is an emerging research field within
computer science that has the potential to help non-experts use ma-
chine learning off-the-shelf. We have reviewed the literature on a wide
array of AutoML techniques, including hyperparameter optimization,
automated feature engineering, pipeline optimization, and neural ar-
chitecture search. While the ChaLearn AutoML Challenges have been
able to benchmark a handful of AutoML pipeline optimizers on stan-
dardized hardware and specific machine learning tasks, there is still an
opportunity for other benchmarking platforms, such as Kaggle, to step
in and better evaluate other existing tools/systems in a standardized
manner in order to guide users when selecting which tools to use. It is
worth mentioning that while our review has focused on open source
AutoML tools, there are several industry products as well, including
Google Cloud’s AutoML system [169], Amazon SageMaker [170] and
Amazon Comprehend [171], Microsoft Azure AutoML [172], H20 Dri-
verless AI [173], BigML’s OptiML [174], and DataRobot [175]. There
has been some work that attempts to benchmark the open-source auto-
sklearn and TPOT systems against H20′s product and the results favored
auto-sklearn for classification and TPOT for regression [176]. However,
as mentioned previously, more work needs to be done in this regard. We
identify some limitations of current AutoML approaches, in particular
how they fail to handle the size and variety of data within biomedical
environments. While there have already been some use cases of AutoML
in the healthcare field, more work needs to be done for there to be a
widespread adoption of AutoML in healthcare. This survey should act as
a basic guide for healthcare researchers interested in applying data
science techniques to their domain of interest.
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