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Abstract

Artificial neural networks (ANN) proved to be efficient in solving many problems for big data analytics using machine learning.
The complex and non-linear features of the input data can be learned and generalized by ANN. In the big data era, enormous
amounts of data arrive from multiple sources. A stage is expected to be reached where even supercomputers are likely inundated
with the big data. Training an ANN in such a situation is a challenging task due to the size and dimension of the big data. Also,
a large number of parameters are to be used and optimized in the network to learn the patterns and analyze such data. Quantum
computing is emerging as a field that provides a solution to this problem as a quantum computer can represent data differently using
qubits. Qubits on quantum computers can be used to detect the hidden patterns in data that are difficult for a classical computer to
find. Hence, there exists a huge scope for application in the area of artificial neural networks. In this work, we primarily focused
on training an artificial neural network using qubits as artificial neurons. The simulation results show that our quantum computing
approach for ANN (QC ANN) is efficient when compared to classical ANN. The model with qubits as artificial neurons can
learn the features of data using fewer parameters for a binary classification task. We demonstrate our experiment using a quantum
simulator and optimization of the quantum parameters used in QC ANN is carried out on a classical computer.
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1. Introduction

Data processing is an area of concern, due to the rapid speeds at which the volume of data is growing. Getting
some insights from very large amounts of data is a big challenge. IDC (International Data Corporation) in its white
paper Data Age 2025 [15] predicts that, worldwide data will grow from 33ZB (1ZB = 1021bytes) in 2018 to 175ZB
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by 2025. Artificial neural networks [16, 12, 24] removed a lot of obstacles in big data processing, thereby, turning
the data to information for successful decision making. Data growth and size create new problems to be addressed
and challenge the existing computing power of artificial neural networks. An ANN can learn complex relationships
from the input data using the parameters between the layers of the network. These parameters are optimized using
backpropagation during the training phase. As the size and dimension of the input data grow, training a neural net-
work with fewer parameters is a difficult task. Complex machine learning problems can be solved efficiently using a
quantum computer [5]. Biamonte et.al [3] described the advantages of using quantum computing in solving machine
learning problems. In their work [18, 19], Schuld et.al designed a quantum circuit as a classifier for binary classifica-
tion using distance-based kernel function. Recent work [8, 10] states that machine learning problems can be solved
efficiently using a hybrid classical-quantum approach that uses a classical computer to optimize quantum parameters.
Tacchino et.al [22] implemented an artificial neuron on a quantum processor. Open-source software [6] are developed
to implement quantum algorithms on a real quantum processor or a quantum simulator. Classical computing can store
and process the data in the form of binary digits. In contrast, quantum computers store and process the data using
qubits [13] which use both 0 and 1 at the same time. This counter-intuitive quantum-mechanical property is called
superposition. Entanglement is another quantum-mechanical property that is used in many algorithms to create in-
teractions between qubits. The main aim of this work is to find the advantage of training a neural network using a
near-term quantum computer with fewer parameters.

Solving machine learning problems using the present state of a quantum computer has its own limitations. Quantum
computers are complex systems due to their need for perfect isolation from the environment. Lack of isolation results
in the qubits of quantum computers losing coherence. This property of decoherence of qubits is a challenging problem
when designing a quantum algorithm as a quantum circuit on a near-term quantum computers [14].

We introduce quantum computing in Section 2 and our approach for training an ANN using quantum computing in
comparison with classical ANN is given in Section 3. Details of our experimental approach with results are provided
in Section 4. Finally, we conclude the paper in Section 5 with the future scope of our work.

ϕ

θ

x̂

ŷ
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a unitary transformation denoted by U, that transforms a qubit form one state to another state.

2. Quantum computing

Quantum computing [20] is a process of manipulating quantum mechanical systems for information processing
using superposition and entanglement. Quantum computer [5, 1] performs calculations quantum-mechanically using
qubits, far more efficiently [9] than foreseeable classical computer. A qubit is a special system in quantum computing
world with two degrees of freedom and state of a quantum system is represented using qubits with 0 and 1 in the
superposition. The superposition is represented by state vector using |ψ〉 with |0〉 and |1〉 as basis states where |ψ〉 =
α |0〉+ β |1〉 with |α|2 + |β|2 = 1, where α and β are complex numbers. The basis states using which a quantum state is
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represented are given by orthogonal vectors where, the inner product of two vectors 〈0|1〉 = 0. When a system is with
multiple qubits, state of a composite quantum system is their tensor product |ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ |ψ3〉. Thus a quantum
state is represented by basis states associated with some amplitude factor and these amplitudes are represented in
terms of complex numbers (where the squares of the amplitudes are the probabilities of state being either 0 or 1
after measurement). Quantum computing can be considered as an inter disciplinary field where quantum mechanical
concepts of physics applied in computer science for information processing. Using k-qubits, one can represent 2k

states. Fig. 1a is the representation of the quantum state of a qubit on a Bloch sphere [7].
A quantum computer operates on qubits using quantum gates [13], represented by a matrix that is applied to a state

vector of the qubit. All the quantum operations are reversible and hence always given by unitary matrix (UT )∗ = U−1.
Quantum circuit is a sequence of operations in the form of gates on a quantum system as shown in Fig. 1b (b). The
unitary operation transforms the qubit state to a different desired state. Any information out of a quantum system
is extracted using physical measurement on the qubits. Thus, to look at any result in a quantum system, physical
measurement brings it to the classical world.

3. Quantum computing approach for artificial neural networks (QC ANN)
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Fig. 2. Classical Artificial Neural Network (ANN) with artificial neurons as the nodes of the network

In this section, we first briefly describe the classical ANN before discussing QC ANN. In a classical ANN (Fig. 2),
the input layer takes N-dimensional data onto the nodes called artificial neurons. These nodes are connected to the
nodes in the hidden layer and the connections contain certain weights which are parameters that can be optimized.
The hidden layer nodes are connected to the output layer again with weighted connections. Finally, an activation
function is used to get an output value from the network. In the next step, the loss is calculated between actual output
and the target output. The parameters are optimized through backpropagation until the loss minimizes between the
actual output and the target output. The training process always depends on the dimension of the input and the size
of the dataset. Training an ANN is a significant task where the parameters of the network are optimized by tuning
the hyperparameters (parameters such as network depth, width) to avoid overfitting or underfitting of the model. The
training task becomes complex with the increase in dimension and size of the data, as the size of parameters to be
optimzed increases which require a lot of computation.

Quantum computing has the potential to handle such complex tasks that are intractable on a classical computer.
The quantum computing approach for ANN (QC ANN) is given in Fig. 3. The artificial neurons in the input layer
of classical ANN are replaced with qubits. The N-dimensional input data is encoded as a quantum state with the
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Fig. 3. QC ANN with qubits as nodes of the network using hybrid quantum-classical computation

superposition of 2k states where k is the number of qubits. We use the amplitude embedding scheme [19] for the state
preparation process. The hidden layer consists of connections between qubits for interaction as an entanglement. The
states of the qubits are modified using gates with certain rotational parameters. Finally, we measure the state of a qubit
for an output value. We compare the actual output value with the target value and optimize the rotational parameters
of gates until we get the desired output after measurement. All the quantum operations in Fig. 3 can be executed on a
near-term quantum computer and the optimization of rotational parameters of single-qubit gates can be done using a
classical computer. This is a hybrid approach that uses both classical and quantum computers together for the binary
classification task (details of the simulation are given in Section 4).

The learning processes of QC ANN is different from classical ANN. The QC ANN is implemented as a circuit on
a quantum computer. The state preparation process allows encoding of the input data onto qubits as a quantum state.
That is, the input data is embedded as amplitudes of different states in superposition. The qubits are now entangled
in a way that, modification of state of one qubit influences the state of others. Then, the quantum state is modified
with gates for single-qubit rotations through the hidden layers. In the hidden layer each qubit is rotated by a quantum
gate and hence the state of the system changes. Finally, the state of a desired qubit is measured to obtain a value and
compared with the target value to calculate the loss. The rotational parameters are modified until the quantum system
reaches a state at which the desired qubit when measured, gives the target output value. The learning process here
denotes that the quantum circuit learns the complex relationship between input and the output as rotational parameters
of gates which transforms the state of the quantum system. Thus, the process of learning is entirely different from that
in a classical ANN.

The advantages of QC ANN are:

• Using k qubits, 2k attributes of the input data are encoded as a superposition of states onto a quantum com-
puter. Consider a normalized input data instance of 32 values given as x1, x2, x3, ..., x32. Now the input data
can be encoded as a quantum state (using 5 qubits) with superpositon of different states as x1 |00000〉 +
x2 |00001〉 , x3 |00010〉+, ...,+x32 |11111〉 using amplitude embedding.

• Using qubits as artificial neurons avoid the usage of nodes in the hidden layers as in classical ANN. Thus, the
size of parameters to be optimized reduces, as there are no connections to be established between the layers.
• Quantum measurement itself acts as an activation function that saves the computational effort.
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The advantages of QC ANN are:

• Using k qubits, 2k attributes of the input data are encoded as a superposition of states onto a quantum com-
puter. Consider a normalized input data instance of 32 values given as x1, x2, x3, ..., x32. Now the input data
can be encoded as a quantum state (using 5 qubits) with superpositon of different states as x1 |00000〉 +
x2 |00001〉 , x3 |00010〉+, ...,+x32 |11111〉 using amplitude embedding.

• Using qubits as artificial neurons avoid the usage of nodes in the hidden layers as in classical ANN. Thus, the
size of parameters to be optimized reduces, as there are no connections to be established between the layers.
• Quantum measurement itself acts as an activation function that saves the computational effort.
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4. Experimental evaluation

In this section, we present the results of simulation performed to prove the efficiency of QC ANN. To implement
classical ANN we used keras [4] library in python. QC ANN was experimented on a quantum simulator provided by
PennyLane [2]. PennyLane also provides methods [17] for optimizing rotational parameters of quantum gates with
hybrid quantum-classical computations. All the experiments are performed on Wisconsin Breast Cancer Diagnosis
(WBCD) [23] dataset with two class labels.

Classical ANN consists of an input layer with 30 nodes, as the input dimension is 30 (it is not possible to reduce the
number of nodes in the input layer) and two hidden layers with 9 and 3 nodes, respectively. The output layer is having
1 node as each data record is associated with a class label of binary value. Hence, the total number of parameters to
be optimized are 300 [(30 × 9) + (9 × 3) + (3 × 1) = 300]. We used sigmoid activation function for determining the
class label.

Table 1. Details of hyperparameters used for training the networks in classical and quantum computing approach for ANN.

Type Value

Cost function Mean-squared error (MSE)
Optimization (SGD) Nestrov momentum (NM) and Adaptive momentum estimation (Adam)
Learning rate 0.01
Momentum 0.9
Kernel initialization Standard normal distribution

Table 2. Accuracy comparison of Classical ANN and QC ANN on WBCD dataset.

Type Classical ANN QC ANN

Training steps 100 100
Parameters trained 300 30

Training accuracy (426 records)
34.09% (NM)

98.12% (Adam)
83.33% (NM)

84.74% (Adam)

Validation accuracy (143 records)
39.86% (NM)

98.60% (Adam)
82.51% (NM)

83.21% (Adam)

The QC ANN is implemented using 5 qubits in the input layer. As there are 30 input values in the dataset, the
values are embedded as amplitudes of quantum states. Therefore, it is required to use at least 5 qubits (as 25 = 32).
Amplitude embedding encoding scheme is used for the state preparation where the input data of 30 values are encoded
as amplitudes of the quantum state with 32 superpositions. The other two values for the input are padded with constants
to match the size of states in superposition. The amplitudes are represented by a state vector with a 32 × 1 dimension.
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The hidden layer consists of Controlled NOT (CNOT) gates for entanglement and Ry(θ) gates on each qubit. The
Ry(θ) gate is a single-qubit rotation around y − axis represented in the Bloch sphere (Fig. 1a) through an angle of θ
(radians). We used six such hidden layers and the last qubit (Fig. 3) is measured using Pauli-Z (σz) measurement for
an expectation value. A Pauli-Z (σz) measurement operator on basis states is represented as 〈0|σz |0〉 and 〈1|σz |1〉. As
the operations 〈0|σz |0〉 and 〈1|σz |1〉 give binary values 1 and −1 respectively, this measurement is suitable for binary
classification of the input data. The total number of parameters to be optimized in this approach is 30 as there are
six hidden layers with five single-qubit rotations in each layer. The results show that QC ANN is outperforming the
classical version of ANN for binary classification on WBCD dataset with a validation accuracy of 82.51% whereas the
classical ANN is giving 39.86% validation accuracy using Nesterov Momentum (NM) [21]. However, Classical ANN
is giving good accuracy over QC ANN using Adaptive Momentum Estimation (Adam) [11]. Both NM and Adam
are Stochastic Gradient Descent (SGD) optimization techniques. Comparatively, QC ANN is able to perform well
with very few parameters. Table 1 shows the details of hyperparameters used to train the models and comparison of
accuracy is given in the Table 2.

4.1. Results and Discussion

In Fig. 4, comparison of the training cost for both classical ANN and QC ANN models using NM is provided.
Mean-squared error is used as the cost function. The transition of the cost curve for the QC ANN is smooth, indicating
that the model is able to learn the features from the data and can generalize the characteristics of the data efficiently in
the model. However, the training cost for classical ANN is significantly less when compared to QC ANN using Adam
indicating that tuning hyperparameters is an important task in training an artificial neural network.

In Figs. 6 and 7 the training accuracy of both the models is compared. Figs. 8 and 9 show the plots for validation
accuracy. We can observe that with good training accuracy and validation accuracy, QC ANN is performing extremely
well even when only fewer parameters are trained. Thus, using a quantum computer, we can train an ANN efficiently.
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4. Experimental evaluation

In this section, we present the results of simulation performed to prove the efficiency of QC ANN. To implement
classical ANN we used keras [4] library in python. QC ANN was experimented on a quantum simulator provided by
PennyLane [2]. PennyLane also provides methods [17] for optimizing rotational parameters of quantum gates with
hybrid quantum-classical computations. All the experiments are performed on Wisconsin Breast Cancer Diagnosis
(WBCD) [23] dataset with two class labels.

Classical ANN consists of an input layer with 30 nodes, as the input dimension is 30 (it is not possible to reduce the
number of nodes in the input layer) and two hidden layers with 9 and 3 nodes, respectively. The output layer is having
1 node as each data record is associated with a class label of binary value. Hence, the total number of parameters to
be optimized are 300 [(30 × 9) + (9 × 3) + (3 × 1) = 300]. We used sigmoid activation function for determining the
class label.

Table 1. Details of hyperparameters used for training the networks in classical and quantum computing approach for ANN.

Type Value

Cost function Mean-squared error (MSE)
Optimization (SGD) Nestrov momentum (NM) and Adaptive momentum estimation (Adam)
Learning rate 0.01
Momentum 0.9
Kernel initialization Standard normal distribution

Table 2. Accuracy comparison of Classical ANN and QC ANN on WBCD dataset.

Type Classical ANN QC ANN

Training steps 100 100
Parameters trained 300 30

Training accuracy (426 records)
34.09% (NM)

98.12% (Adam)
83.33% (NM)

84.74% (Adam)

Validation accuracy (143 records)
39.86% (NM)

98.60% (Adam)
82.51% (NM)

83.21% (Adam)

The QC ANN is implemented using 5 qubits in the input layer. As there are 30 input values in the dataset, the
values are embedded as amplitudes of quantum states. Therefore, it is required to use at least 5 qubits (as 25 = 32).
Amplitude embedding encoding scheme is used for the state preparation where the input data of 30 values are encoded
as amplitudes of the quantum state with 32 superpositions. The other two values for the input are padded with constants
to match the size of states in superposition. The amplitudes are represented by a state vector with a 32 × 1 dimension.
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The hidden layer consists of Controlled NOT (CNOT) gates for entanglement and Ry(θ) gates on each qubit. The
Ry(θ) gate is a single-qubit rotation around y − axis represented in the Bloch sphere (Fig. 1a) through an angle of θ
(radians). We used six such hidden layers and the last qubit (Fig. 3) is measured using Pauli-Z (σz) measurement for
an expectation value. A Pauli-Z (σz) measurement operator on basis states is represented as 〈0|σz |0〉 and 〈1|σz |1〉. As
the operations 〈0|σz |0〉 and 〈1|σz |1〉 give binary values 1 and −1 respectively, this measurement is suitable for binary
classification of the input data. The total number of parameters to be optimized in this approach is 30 as there are
six hidden layers with five single-qubit rotations in each layer. The results show that QC ANN is outperforming the
classical version of ANN for binary classification on WBCD dataset with a validation accuracy of 82.51% whereas the
classical ANN is giving 39.86% validation accuracy using Nesterov Momentum (NM) [21]. However, Classical ANN
is giving good accuracy over QC ANN using Adaptive Momentum Estimation (Adam) [11]. Both NM and Adam
are Stochastic Gradient Descent (SGD) optimization techniques. Comparatively, QC ANN is able to perform well
with very few parameters. Table 1 shows the details of hyperparameters used to train the models and comparison of
accuracy is given in the Table 2.

4.1. Results and Discussion

In Fig. 4, comparison of the training cost for both classical ANN and QC ANN models using NM is provided.
Mean-squared error is used as the cost function. The transition of the cost curve for the QC ANN is smooth, indicating
that the model is able to learn the features from the data and can generalize the characteristics of the data efficiently in
the model. However, the training cost for classical ANN is significantly less when compared to QC ANN using Adam
indicating that tuning hyperparameters is an important task in training an artificial neural network.

In Figs. 6 and 7 the training accuracy of both the models is compared. Figs. 8 and 9 show the plots for validation
accuracy. We can observe that with good training accuracy and validation accuracy, QC ANN is performing extremely
well even when only fewer parameters are trained. Thus, using a quantum computer, we can train an ANN efficiently.
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Fig. 9. Validation accuracy comparison of Classical ANN and QC ANN using Adam

5. Conclusion and Future Scope

Quantum computers have vast potential to solve many complex problems that are difficult for a classical computer
to solve. In this work, we show that the quantum computing approach for training ANN on a quantum computer
performs extremely well when compared with classical ANN. QC ANN used only a few parameters to learn the
complex and non-linear patterns in data. Hence, it is computationally efficient. The training approach used in this
work can also be extended to train deep neural network models for image classification. Also, the approach using a
quantum computer in training a deep neural network is considered efficient in terms of computational space as we
require only k qubits to represent 2k input values of classical data. Thus, we can achieve good results using a few
qubits and fewer parameters for optimization. The future scope of this work includes a study of the advantages of
quantum computing on deep learning when working on datasets of large size and higher dimensions.
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5. Conclusion and Future Scope

Quantum computers have vast potential to solve many complex problems that are difficult for a classical computer
to solve. In this work, we show that the quantum computing approach for training ANN on a quantum computer
performs extremely well when compared with classical ANN. QC ANN used only a few parameters to learn the
complex and non-linear patterns in data. Hence, it is computationally efficient. The training approach used in this
work can also be extended to train deep neural network models for image classification. Also, the approach using a
quantum computer in training a deep neural network is considered efficient in terms of computational space as we
require only k qubits to represent 2k input values of classical data. Thus, we can achieve good results using a few
qubits and fewer parameters for optimization. The future scope of this work includes a study of the advantages of
quantum computing on deep learning when working on datasets of large size and higher dimensions.
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