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Abstract—Although significant progress has been made in single-
talker automatic speech recognition (ASR), there is still a large
performance gap between multi-talker and single-talker speech
recognition systems. In this article, we propose an enhanced end-to-
end monaural multi-talker ASR architecture and training strategy
to recognize the overlapped speech. The single-talker end-to-end
model is extended to a multi-talker architecture with permuta-
tion invariant training (PIT). Several methods are designed to
enhance the system performance, including speaker parallel at-
tention, scheduled sampling, curriculum learning and knowledge
distillation. More specifically, the speaker parallel attention extends
the basic single shared attention module into multiple attention
modules for each speaker, which can enhance the tracing and
separation ability. Then the scheduled sampling and curriculum
learning are proposed to make the model better optimized. Finally
the knowledge distillation transfers the knowledge from an original
single-speaker model to the current multi-speaker model in the
proposed end-to-end multi-talker ASR structure. Our proposed
architectures are evaluated and compared on the artificially mixed
speech datasets generated from the WSJ0 reading corpus. The
experiments demonstrate that our proposed architectures can sig-
nificantly improve the multi-talker mixed speech recognition. The
final system obtains more than 15% relative performance gains
in both character error rate (CER) and word error rate (WER)
compared to the basic end-to-end multi-talker ASR system.

Index Terms—Multi-talker mixed speech recognition,
permutation invariant training, end-to-end model, knowledge
distillation, curriculum learning.

I. INTRODUCTION

THANKS to the advances in deep learning, automatic
speech recognition (ASR) has achieved a huge progress.

Deep neural networks (DNN) and hidden Markov model (HMM)
based hybrid systems have achieved a very good performance,
which are comparable with, or even surpassing, human perfor-
mance [1]–[3]. Recently, there have been growing interests in
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developing end-to-end systems for speech recognition, in which
multiple modules in the hybrid systems, such as the acoustic
model (AM), lexicon model, and language model (LM), are
folded into a single neural network model, so that they can be
optimized simultaneously. Over the past few years, a variety
of end-to-end (E2E) models have been proposed and they can
be mainly categorized into connectionist temporal classification
(CTC) based models [4], [5], and sequence to sequence (S2S)
based models [6], [7]. The combined mode with both CTC
and S2S [8] is also designed to further improve the end-to-end
ASR system. The end-to-end systems have shown promising
results according to existing works [8]–[10]. On the other hand,
although a huge progress has been achieved on ASR, the current
systems mainly focus on single-talker speech, and there is still
a large performance gap between single-talker and multi-talker
speech recognition. Processing the multi-talker mixed speech
is a key problem when multi-talker mixed speech commonly
exists in the complex real-world conditions, especially under
the cocktail party scenarios [11]–[13].

In this work, we aim to address the monaural multi-speaker
speech separation and recognition problem. A large amount
of research has been done to tackle this problem in recent
years. In [14], [15], a speech separation method called deep
clustering (DPCL) was proposed to separate the mixed speech
by mapping each time-frequency (T-F) unit of the signal into a
high-dimensional embedding space, where T-F units dominated
by the same speaker are close and those dominated by different
speakers are farther away. Later, a simple yet effective tech-
nique, called permutation invariant training (PIT), was proposed
for both multi-talker speech separation [16], [17] and speech
recognition [18]–[22], which trains a deep neural network by
optimizing the objective of the best output-target pair assignment
at the utterance level. In [23], [24], an end-to-end model for
multi-speaker speech recognition was brought up using the joint
CTC/attention-based encoder-decoder framework [8], [25], in
which the encoder first separates the mixed speech and then the
attention-based decoder generates the output sequences based
on the separated streams.

Given the success of an end-to-end model for multi-speaker
speech recognition [23], [24], this paper further extends the
prior study by focusing a novel neural network architecture and
training methods. The novelties are summarized as follows:

i) We revise the permutation invariant training (PIT) based
model in [24], using speaker parallel attention modules
for each speaker to enhance the speaker tracing and
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separation ability as well as to alleviate the burden of
the encoder.

ii) We adopt the scheduled sampling technique [26] to
mitigate the training-inference discrepancy caused by
teacher-forcing during training.

iii) We design a curriculum learning method [9], [27] to
exploit the data scheduling scheme which can make the
model better optimized, and three modes are explored and
compared.

iv) Finally, an architecture is designed to distill knowledge
from the single-speaker model to the multi-speaker model
in the end-to-end framework, which is motivated by the
knowledge distillation [28]–[30].

This paper is an extension of our previous study [31], [32],
which proposes several new methods to improve the multi-talker
speech recognition with an end-to-end architecture. In this pa-
per, we summarize these proposed methods with a consistent
formulation and further extend the curriculum learning with
various modes. Additional experiments are also conducted to
clearly specify the effectiveness of the proposed methods under
the same experimental condition as in [32].

We evaluate the proposed architectures on the artificially
generated WSJ data with two-talker mixed speech. The experi-
mental results show that our proposed architectures can signif-
icantly improve the performance of end-to-end single-channel
multi-talker speech recognition.

The rest of the paper is organized as follows. In Section II
we define the problem of the single-channel multi-talker mixed
speech recognition. In Section III we propose the new methods
based on the end-to-end architecture to recognize the multi-
talker mixed speech. The experimental results and analysis are
presented in Section IV and finally the conclusion is given in
Section V.

II. SINGLE-CHANNEL MULTI-TALKER SPEECH RECOGNITION

In this paper, we assume that only a single microphone is
available, which is common in many real-world conditions,
therefore a single-channel speech signal y[n] is observed. And
y[n] is a mixture signal and can be assumed to be a linear
combination of multiple speech sources, i.e.

y[n] =

S∑

s=1

xs[n] , (1)

where xs[n] (s = 1, . . . , S) represents streams from S differ-
ent speakers. Then our goal is to separate these streams and
recognize each of them simultaneously. However, given the
single-channel speech signal y[n], the problem of separating
S different streams is underdetermined, because the number of
possible combinations of xs[n] is infinite. Therefore, it is diffi-
cult to derive well-separated streams in the signal level before
speech recognition. On the other hand, the sparsity assumption
of the speech signals in the time-frequency domain has been
adopted in many works on speech enhancement [33]–[35] and
speech separation [36], [37], which assumes that the speech from
a certain speaker only occupies some part of the feature repre-
sentation of the mixed signal in the time-frequency domain, and

thus is separable in the feature space. Under such assumption, we
can separate different streams in the feature space and perform
speech recognition on these separated features, which can be
done by designing a separation module and a recognition module
in the model architecture [24].

Note that speech recognition of multiple speakers is much
harder than that of a single speaker. In the single speaker case, i.e.
S = 1, the problem is significantly simplified because the input
stream to be recognized only consists of one single speaker, thus
it can be cast as a simple supervised optimization problem. When
multiple speakers are involved, however, the problem becomes
much more complicated. We not only need to separate different
streams of multiple speakers, but also have to handle the label
ambiguity or permutation problem. In the case of two speakers,
while the input is the feature of mixed speech from speaker s1
and s2, the output of the model is two labels corresponding to
speaker s1 and s2 respectively. However, the permutation of
output labels (Ŷ1, Ŷ2) is not guaranteed to be invariant, i.e. we
do not know whether Ŷ1 corresponds to speaker s1 or speaker
s2. Previous works such as [16] and [38] have demonstrate the
influence of the label ambiguity problem on training with con-
ventional supervised approach for speech separation. In order
to address the label ambiguity problem, several techniques such
as permutation invariant training [16], [18]–[22], deep cluster-
ing [14], [15], [39] and deep attractor network (DANet) [40],
[41] can be used, as described in Section I.

III. END-TO-END MULTI-TALKER SPEECH RECOGNITION

While there are several existing solutions to the label ambigu-
ity problem, as introduced in the last section, DPCL and DANet
are not as straightforward as those in PIT [16], [18], [22], and
cannot be easily applied to direct recognition of multiple streams
of speech without first separation in training or evaluation.
Therefore, in this paper, we adopt the permutation invariant
training method in end-to-end single-channel multi-talker mixed
speech recognition. For simplicity and without loss of generality,
we always assume there are two talkers in the mixed speech when
describing our architectures in this section.

In this section, we first describe the basic end-to-end multi-
talker ASR system that has been used in [24]. Then we introduce
the proposed four techniques to improve the end-to-end multi-
talker ASR system, including speaker parallel attention, sched-
uled sampling, curriculum learning and knowledge distillation.

A. End-to-End Multi-Talker ASR With Joint
CTC/Attention-Based Encoder-Decoder

The basic framework of end-to-end multi-speaker ASR sys-
tem in this paper is the joint CTC/attention-based encoder-
decoder framework proposed in [8], [25], [42], which is il-
lustrated in Fig. 1. It takes advantage of CTC as a secondary
task to enhance the alignment ability of the attention-based
encoder-decoder. Later, this model was extended to be applied in
the multi-speaker scenario [24], [31] by introducing a separation
stage in the encoder and allowing the permutation-free training
in the objective function.
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Fig. 1. End-to-End multi-speaker speech recognition model in the 2-Speaker
case.

As illustrated in Fig. 1, the input speech mixture O is
first fed into the encoder, which is composed of three stages:
EncoderMix, EncoderSD and EncoderRec. EncoderMix is the
mixture encoder that encodes O as an intermediate represen-
tation H, which is then processed by S independent speaker-
differentiating (SD) encoders EncoderSD. Each SD encoder
outputs a representation Hs (s = 1, . . . , S) of one speaker and
prepare it for recognition. The recognition encoder corresponds
to an acoustic model that transforms the single-speaker feature
to high-level representations Gs for the final decoding. The
encoder can be formulated as follows:

H = EncoderMix(O) , (2)

Hs = EncodersSD(H), s = 1, . . . , S , (3)

Gs = EncoderRec(H
s), s = 1, . . . , S . (4)

A CTC objective function with permutation invariant training
is concatenated after the encoder, whose benefits come in with
two folds. The first is to jointly train the encoder of the sequence-
to-sequence model as an auxiliary task [8], [25], [42]. The
second is to solve the label ambiguity problem by performing
permutation invariant training as shown in Eq. (5):

π̂ = argmin
π∈P

S∑

s=1

Lossctc(Y
s,Rπ(s)) , (5)

where P is the set of all permutations on {1, . . . , S}, Ys is the
output sequence variable computed from the representation Gs,
π(s) is the s-th element in a permutation π, and R is the set of
reference labels forS speakers. Later, the permutation π̂ with the
minimum CTC loss is chosen for the order of reference labels
in the attention-based decoder to reduce the computational cost.

The autoregressive attention-based decoder network decodes
each stream Gs and generates the corresponding output label
sequenceYs. For each pair of representation and reference label

index (s, π̂(s)), the decoding process is described as follows:

patt(Y
s,π̂(s)|O) =

∏

n

patt(y
s,π̂(s)
n |O, y

s,π̂(s)
1:n−1 ) , (6)

cs,π̂(s)n = Attention(e
s,π̂(s)
n−1 ,Gs) , (7)

es,π̂(s)n = Update(e
s,π̂(s)
n−1 , c

s,π̂(s)
n−1 , r

π̂(s)
n−1 ) , (8)

ys,π̂(s)n ∼ Decoder(cs,π̂(s)n , r
π̂(s)
n−1 ) , (9)

where cs,π̂(s)n denotes the context vector obtained with an atten-
tion mechanism,
e
s,π̂(s)
n is the hidden state of the decoder, and r

π̂(s)
n is the

n-th element in the reference label sequence. During training,
the reference label r

π̂(s)
n−1 in R is used as a history in the

manner of teacher-forcing, instead of the output label yπ̂(s)n−1 in
Eq. (8) and (9). The probability of the target label sequence
Y = {y1, . . . , yN} predicted by the attention-based encoder-
decoder is defined in Eq. (6), where the probability of yn at the
n-th time step is dependent on the previous sequence y1:n−1.

The final loss function Lmtl of the system is defined as the
combination of two objective functions:

Lmtl = λLctc + (1− λ)Latt , (10)

Lctc =
∑

s

Lossctc(Y
s,Rπ̂(s)) , (11)

Latt =
∑

s

Lossatt(Y
s,π̂(s),Rπ̂(s)) , (12)

where λ is the interpolation factor, and 0 ≤ λ ≤ 1. Lossctc and
Lossatt are the cross entropy (CE) loss functions.

B. Proposed Method (i): Speaker Parallel Attention Modules

Since the acoustic characteristics and energy of different
speakers are usually very different, the encoder has to com-
pensate for the differences while separating the mixed speech.
Our motivation is to alleviate the burden for the encoder and
to make the attention-decoder module learn to filter the sepa-
rated speech as well while keeping the model compact. In light
of [20], we propose to use independent attention modules for
different streams, called speaker parallel attention [31]. Fig. 2
illustrates the architecture of the model, in which Attention 1
and Attention 2 are two independent modules for each speaker
respectively. The computation process in Eq. (7) is then changed
in a stream-specific way, in particular for the s-th stream, as:

cs,π̂(s)n = Attentions(c
s,π̂(s)
n−1 ,Gs) . (13)

We hope the speaker parallel attention modules can enhance
the model ability on the speaker tracing and separation, which
should be useful for the final recognition.

C. Proposed Method (ii): Scheduled Sampling

Different from the teacher-forcing method used in the basic
end-to-end multi-speaker ASR model in Section III-A, we adopt
the scheduled sampling [26] to alleviate the exposure bias [43],
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Fig. 2. End-to-End multi-speaker speech recognition model with speaker
parallel attention modules in the 2-speaker case.

[44], since the model is never exposed to its own prediction
errors during training with the teacher-forcing mode. It can also
reduce the mismatch between training and inference, because
we only have access to the predicted token yn from the model
itself in the inference phase, which is important especially in
the multi-speaker speech recognition task due to the label per-
mutation problem. The scheduled sampling technique changes
the training process from the teacher-forcing scheme to a more
flexible scheme, which utilizes the predicted token with a large
probability and the reference token with a small probability.
During training, whether the history information is chosen from
the ground truth label or the prediction is determined randomly,
with a probability of p from the the prediction and (1− p) from
the ground truth.

After the modifications, Eq. (8) and Eq. (9) should be changed
as:

es,π̂(s)n = Update(e
s,π̂(s)
n−1 , c

s,π̂(s)
n−1 , h) , (14)

ys,π̂(s)n ∼ Decoder(cs,π̂(s)n , h) , (15)

where

b ∼ Bernoulli(p) , (16)

h =

{
r
π̂(s)
n−1 , if b = 0 ,

y
s,π̂(s)
n−1 , if b = 1 .

(17)

D. Proposed Method (iii): Curriculum Learning for
Multi-Talker ASR

According to some research [9], [27], the order of the data is
proven to have an influence on the model optimization, which is
called the curriculum learning strategy. It will start the training
with some simple samples and then progressively increase the
difficulty of training data, which is similar as the curriculum
learning process for humans. Therefore, here we would like to
utilize the curriculum learning to better optimize the model and

further improve the system performance on multi-talker speech
recognition.

According to [21], one observation is that the signal-to-noise
ratio (SNR, the energy ratio between the source speech from
two speakers) between the overlapped speech can significantly
influence the separation performance. When |SNR|1 is small, i.e.
the energy of the target speech is similar to that of the interfering
speech, each utterance in the mixed speech can be recognized
with similar performance, thus the model can learn the knowl-
edge from each speaker. On the contrary, a large |SNR| means
the energy in the mixed speech is unbalanced. It is dominated by
the high-energy speech from one speaker, which is clearer and
easier to recognize, but the recognition of the interfering speech
with lower energy is much more difficult. Therefore, we can sort
the mixed speech data in the ascending order of |SNR| between
the two speakers, and start with mixtures where both speakers
have similar energy levels in the training phase. We think that
the more balanced energy in the mixed speech is easier for the
model training, especially at the beginning of the optimization.
And this is proven effective in our previous study [32].

Another useful information is the genders of the speakers in
the mixed speech. As observed in [45], different-gender (M-F)
mixtures have a better separability than the same-gender (M-M
or F-F) mixtures, and the M-M mixtures seems slightly easier
than the F-F mixtures.2 Therefore, we can also sort the mixed
speech data with the order of different gender combinations, i.e.
following the order of M-F → M-M → F-F.

In addition, the length of input speech also indicates the
difficulty of separation and recognition. On one hand, it is similar
to the case of single-speaker speech recognition in which longer
sequences tend to be harder to model. On the other hand, as the
length of the mixed speech becomes longer, the risk of speaker
permutation occurring grows in the middle. Thus we can sort
the mixed speech data in the ascending order of length as well.

In our work, we evaluate the proposed curriculum learn-
ing with all three data scheduling schemes on the end-to-end
multi-talker ASR, and the common strategy is described in
Algorithm 1. More specifically, we iterate through minibatches
on the training set with one of the specific orders in the first
several training epochs. After that, the model is further finetuned
with the random order over minibatches.

E. Proposed Method (iv): Knowledge Distillation for
End-to-End Multi-Talker ASR

When training models described in previous sections, we only
use the hard labels in the cross entropy criterion. In [30], how-
ever, it is reported that the soft targets from another model can
provide additional valuable information such as the similarity
structure over the data, leading to a better performance. This
method is called knowledge distillation [30] (also known as
the teacher-student learning in some application scenarios [28],
[29]). Different from the former applications using knowledge

1| · | denotes the absolute value.
2M-F denotes the mixture of a male and a female speaker, F-F denotes the

mixture of two female speakers, and M-M denotes the mixture of two male
speakers.
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distillation for model compression in most previous works [46]–
[48], we propose a knowledge distillation framework [32] to
transfer knowledge from a single-speaker model, i.e. the teacher,
to a multi-speaker one, i.e. the student. It is beneficial to reducing
the gap between the single-talker and multi-talker ASR systems,
and to improving the recognition accuracy of multi-talker ASR
model.

To obtain the soft label vectors, the parallel original single-
speaker speech from each speaker is fed into the teacher model,
which is built with the single-speaker speech in advance.

The whole architecture is shown in Fig. 3. The mixed speech
and the corresponding individual speech are denoted as O and
Os (s = 1, . . . , S) respectively. As we can see, the end-to-end
single-speaker teacher model takes the source speech Os as the
input to compute teacher logits (the inputs to the final softmax)
for each step in the target sequence. And the corresponding
outputs, denoted as Ys

T (s = 1, . . . , S), are treated as the target
distribution for the multi-speaker student model. Thus the loss
function for the teacher-student learning can be formulated as
follows:

Latt-CE =
∑

s

LossCE(Y
s,π̂(s),Y

π̂(s)
T ) , (18)

where the knowledge distillation loss LossCE(Y
s,Y

π̂(s)
T ) after

the attention-based decoder is computed as the cross entropy
between the predictions of the student model and the teacher
model, π̂ is still the best permutation determined by the CTC
loss. The cross entropy loss can be written as

LossCE(Y
s,Ys

T ) = −
N∑

n=1

|C|∑

c=1

Q(ysTn = c|ys
T0:n−1,O

s;θT )

× logP (ysn = c|ys0:n−1,O;θ) , (19)

Fig. 3. The proposed knowledge distillation architecture for end-to-end multi-
speaker speech recognition in the 2-speaker case.

where θT corresponds to the parameters in the teacher model;
θ corresponds to the learning parameters in the student model;
Q(·) and P (·) represent the distributions for every speaker from
the teacher and student model respectively.

In this paper, we combine both hard targets from the true labels
and soft targets from the teacher model to optimize the perfor-
mance. The loss function of the attention-based decoder Latt is
thus modified to the weighted sum of the original loss based on
cross entropy and the term based on knowledge distillation loss,
namely

L∗
att = ηLatt + (1− η)Latt-CE , (20)

where η is the interpolation factor and 0 ≤ η ≤ 1.

IV. EXPERIMENT

To evaluate the performance of our proposed architectures,
all experiments were conducted on the same two-talker mixed
speech dataset, which is artificially generated from the Wall
Street Journal (WSJ0) reading speech corpus [49].

In this section, we will first introduce the experimental setup
in this work, and then the experimental results on the WSJ0-2mix
dataset are presented and discussed.

A. Experimental Setup

We artificially generated the single-channel two-speaker
mixed speech based on the WSJ0 corpus, using the tool released
by MERL.3 Note that the length of the generated mixture is
determined by the longer sample when mixing speech from two

3[Online]. Available: http://www.merl.com/demos/deep-clustering/create-
speaker-mixtures.zip
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speakers. The sampling rate of the dataset is 16 kHz. The train-
ing, development and evaluation data were generated from the
WSJ0 SI-84, Dev93 and Eval92 respectively, and the duration is
88.2 hours for training, 1.1 hours for development, and 0.9 hours
for evaluation individually. The SNR of one speaker against the
other is randomly sampled from a uniform distribution on the
interval [−5, 5] dB.

The input features for the ASR systems are the 80-
dimensional log-Mel filterbank coefficients with pitch features
on each frame, concatenated with their delta and delta-delta co-
efficients. All features were extracted using the Kaldi toolkit [50]
and normalized to zero mean and unit variance.

In our experiments, all the neural network models in different
approaches have the same depth and a similar size so that their
performance is comparable. The encoder is composed of two
VGG-style convolutional neural network (CNN) blocks [51]
and three bidirectional long-short term memory recurrent neural
networks with projection (BLSTMP) [52], while the decoder
network has only one unidirectional long-short term memory
(LSTM) layer with 300 cells. Note that all networks were built
based on the ESPnet framework [53] with the Pytorch back-end.
The AdaDelta optimizer [54] with the running average parameter
ρ = 0.95 and the constant ε = 10−8 was used for training. The
interpolation factor λ in Eq. (10) was set to 0.2 during training.
All models are trained at most 15 epochs, but the training may be
finished early if no performance improvement is observed for 3
consecutive epochs. During training, the model is evaluated on
the development set after each epoch. After training, the model
with the best performance on the development set is used for
final evaluation on the evaluation set.

In the decoding phase, we combined both the joint
CTC/attention score and the score of the word-level RNN lan-
guage model (RNNLM), which has a 1-layer LSTM with 1000
cells and was trained on the transcriptions of WSJ0 SI-84, in
a shallow fusion manner. The beam width for the beam search
process was 30. The interpolation factor λ in Eq. (10) was set to
0.3 during decoding, and the weight for RNNLM was 1.0.

B. Evaluation of PIT-E2E Model on WSJ0-2mix

Firstly, we compare the performance of the usual end-to-end
single-speaker model and the basic multi-speaker model (called
PIT-E2E from now on) described in Section III-A for recogniz-
ing the multi-talker mixed speech.

The single-speaker model is the joint CTC/attention-based
encoder-decoder network trained on the original WSJ0 dataset,
and word error rate (WER) on WSJ0 Dev93 and Eval92 is 8.0%
and 2.1% respectively. Its architecture is similar to that in Fig. 1,
and the difference is two-fold. First, the encoder module is
composed of a three-layer BLSTMP following the CNN block,
rather than divided into three stages. Second, there is only
one representation after the encoder and thus no permutation
invariant training is demanded. For both models, each BLSTMP
layer has 1024 memory cells in each direction. The experimental
results on the generated WSJ0-2mix dataset are presented in
Table I. Note that the CER and WER of the single-speaker model

TABLE I
PERFORMANCE (AVG. CER & WER) (%) COMPARISON OF THE END-TO-END

SINGLE-SPEAKER MODEL AND PIT-E2E MULTI-SPEAKER MODEL ON THE

WSJ0-2MIX DATASET

TABLE II
PERFORMANCE (AVG. CER & WER) (%) EVALUATION OF THE SPEAKER

PARALLEL ATTENTION ARCHITECTURE ON THE WSJ0-2MIX DATASET

is measured by comparing the output against the reference labels
of both speakers.

As we can see in the table, the capability of the single-speaker
model is very limited on the two-talker mixed speech, and
its performance on the overlapped speech degrades severely
compared to the single-talker utterance, even more than 100%
WER. In contrast, the speech recognition system designed for
multiple speakers can significantly improve the performance
on the multi-talker mixed speech, with more than 80% relative
reduction on both average CER and WER. This demonstrates the
effectiveness of the end-to-end multi-speaker speech recognition
architecture to recognize the overlapped speech.

In addition, another baseline can be a two-stage method
performing speech separation at the first stage and E2E single-
speaker ASR for each separated stream at the second stage.
Interested readers can refer to Section 4.2.4 in [24], which shows
that the purely E2E multi-speaker ASR system has a comparable
performance to the two-stage method proposed in [23]. There-
fore, in this work, we will focus on improving the PIT-E2E
multi-speaker ASR system.

C. Evaluation of Speaker Parallel Attention on WSJ0-2mix

In this subsection, the proposed speaker parallel attention ar-
chitecture is evaluated and compared on the WSJ0-2mix dataset.
On the basic PIT-E2E model, the single shared attention module
is extended to two independent attention modules for each
speaker source. The rest of the network is kept the same as
the PIT-E2E model, containing a 2-layer CNN EncoderMix, an
1-layer BLSTMP EncoderSD, a 2-layer BLSTMP EncoderRec,
and a shared 1-layer LSTM as the decoder network. The results
are illustrated in Table II.

We can observe that the speaker parallel attention module
achieves an obvious reduction on both the average CER and
WER. This result demonstrates the better separation capability
of the proposed speaker parallel attention, and the independent
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Fig. 4. Visualization of the sequences of attention weights for two overlapped
speakers. The left part is from the basic PIT-E2E model with single attention
and the right part is from the PIT-E2E model with speaker-parallel-attention.
Attention weights are depicted in orange, while the best fitting curve of linear
regression is depicted in blue.

attention modules for each speaker can improve the multi-
speaker ASR based on the PIT-E2E architecture.

For further investigation on the efficacy of the proposed
speaker parallel attention, we visualize the attention weight
sequences for two overlapped speakers in one utterance, which
are generated by the basic PIT-E2E model with single atten-
tion and the enhanced PIT-E2E model with speaker-parallel-
attention respectively. In Fig. 4, the horizontal axis represents
the sequence of output tokens and the vertical axis represents
the input sequence to the attention module. And the attention
weights are depicted in orange. The left parts of Fig. 4(a) and
(b) show the attention weights for speaker 1 and speaker 2
generated by the PIT-E2E model with single attention, while the
right parts show the attention weights generated by the enhanced
speaker-parallel-attention model. We can observe that the right
parts are more smooth and clear, and the attention weights are
more concentrated. This observation conforms with the char-
acteristics of alignments between the output sequence and the
input sequence for speech recognition, which further shows the
superiority of the proposed speaker parallel attention model. In
addition, we also compute the variance of linear regression on the
evaluation set. The linear regression on each attention sample
is weighted by its attention weights for both curve fitting and
calculating the variance. The best-fitting curve is depicted in blue
in Fig. 4. For the basic PIT-E2E model, the average variance is
2055.89; for our proposed model with speaker parallel attention,
the average variance is 1718.65. This observation also illustrates
the effectiveness of the proposed method.

D. Evaluation of Scheduled Sampling for PIT-E2E ASR Model

In this subsection, we evaluate the scheduled sampling
technique on PIT-E2E ASR model for overlapped speech

TABLE III
PERFORMANCE (AVG. CER & WER) (%) EVALUATION OF THE SCHEDULED

SAMPLING ON THE PIT-E2E FOR THE WSJ0-2MIX DATASET

TABLE IV
PERFORMANCE (AVG. CER & WER) (%) COMPARISON OF DIFFERENT

CURRICULUM LEARNING STRATEGIES ON THE WSJ0-2MIX DATASET

recognition, and the results are shown in Table III. The
sampling probability p in Eq. (16) is 0.3 in our experiments. It is
noted that although scheduled sampling slows the convergence
of our model by about 2 epochs during training, the total time
of training is not influenced.

It is observed that the performance of the basic PIT-E2E model
can be further improved by applying the scheduled sampling
approach during training. The scheduled sampling approach
is capable of reducing the mismatch between the training and
inference, thus leading to performance improvement. We further
applied the scheduled sampling to the enhanced PIT-E2E with
speaker parallel attention, and the results are shown as the last
row in Table III. It shows that scheduled sampling still works
well on the enhanced architecture with speaker parallel attention,
and combining both strategies can get a further improvement.

E. Evaluation of the Curriculum Learning for PIT-E2E ASR

Then we implemented the curriculum learning strategies de-
scribed in Section III-D on the PIT-E2E ASR model. In our ex-
periments, the curriculum learning strategy is applied for the first
3 training epochs, and then random shuffling is used for the re-
maining 12 epochs. Several strategies of curriculum learning are
compared, including reordering the data by SNR, gender mixture
and utterance length, and the results are shown in Table IV. It
can be observed that our proposed curriculum learning strategies
all can bring decent performance improvement compared to the
basic PIT-E2E system. All three strategies can achieve ∼10%
relative WER improvement, indicating that an appropriate data
scheduling scheme can significantly affect the multi-speaker
ASR system. For the three modes, doing the curriculum learning
with ascending SNRs seems the best on the eval set, which will
also be utilized in the following experiments. Overall, the results
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TABLE V
PERFORMANCE (AVG. WER) (%) COMPARISON OF DIFFERENT MODELS

(PIT-E2E/PIT-E2E + CL) ON THE WSJ0-2MIX EVALUATION SET

show the flexibility of the proposed method, enabling us to use
different strategies when the respective information (e.g. SNR)
is available in different applications.

To better illustrate how different SNR levels, gender com-
binations and lengths of utterances influence the recognition
performance, we evaluate the basic PIT-E2E model and the
model trained with ascending SNRs (2nd row in Table IV) on
different subsets of the evaluation set. The results are presented
in Table V, which show the recognition performance on samples
with different gender combinations and different lengths. For
each case, we evaluate the WER on the high energy (High E)
source and low energy (Low E) source in the mixed speech,
under either low SNR conditions or high SNR conditions. Since
the SNR of one source against the other ranges from −5 to
5 dB, the value of |SNR| lies between 0 and 5 dB, and we
simply take 2.5 dB as the threshold for high SNRs. From the first
subtable, we can clearly see that the recognition performance
of both systems degrades as the mixture type changes from
M-F to M-M to F-F, and our method outperforms the baseline
in almost all cases.4 When |SNR| is relatively low, the WERs
of both speakers are close; when |SNR| is relatively high, the
WER of the low energy speaker is usually increased. These
observations further confirm the assumptions in Section III-D
and demonstrate the effectiveness of our proposed curriculum
learning method. Similar conclusions can also be drawn from
the second subtable, which shows that our method brings a
consistent improvement on samples of different lengths, and
the shorter utterances are easier to be recognized than the longer
ones.

F. Evaluation of Knowledge Distillation for PIT-E2E ASR

The proposed knowledge distillation is evaluated for the
end-to-end multi-talker ASR model in this subsection. We first
apply the teacher-student learning to the basic PIT-E2E model.
The teacher model used in our experiments is the single-speaker
end-to-end model with joint CTC/attention, which was trained

4For F-F mixtures with SNRs ranging from 2.5 to 5 dB, the WER of the high
energy source is higher than that of the low energy source, which may be due to
the small amount of such samples (only 4.5% of the entire evaluation set).

TABLE VI
PERFORMANCE (AVG. CER & WER) (%) EVALUATION OF THE KNOWLEDGE

DISTILLATION FOR PIT-E2E ASR MODEL ON THE WSJ0-2MIX SPEECH

on the clean single-speaker speech training dataset from the
original WSJ0 corpus. To perform teacher-student learning, we
feed the multi-speaker mixed speech feature and the correspond-
ing single-speaker feature into the teacher-student architecture
simultaneously. The best performance was achieved when the
weight coefficient η in Eq. (20) was set to 0.5 in our experiments.
Then the other techniques described in Sections III-B, III-C
and III-D are further integrated to boost the performance. All
methods are evaluated on the WSJ0-2mix dataset and the results
are shown in Table VI. It is noted that the scheduled sampling
technique is applied for the last two rows in Table VI, and is only
used for the student model, while the teacher model still uses
history information from the ground truth label for decoding.

It is observed that the knowledge distillation from the single-
speaker model to the multi-speaker model is useful for the
proposed PIT-E2E architecture when recognizing overlapped
speech, and PIT-E2E with teacher-student learning can obtain a
substantial improvement on both dev and eval datasets. Then the
previously proposed speaker parallel attention and curriculum
learning with |SNR| reordering are also applied within this
knowledge distillation framework. We can see that all the ap-
proaches can be combined to achieve a better performance, and
the best system is more than 15% relative lower on both WER
and CER upon the basic PIT-E2E model for multi-speaker ASR.

G. Performance Comparison With Previous Works on the
Benchmark WSJ0-2mix Speech

Finally, we compared the final system in our work with other
related works on multi-talker speech recognition. We trained
and tested our model on the benchmark WSJ0-2mix dataset,
which was released by MERL [14]. Compared to the above used
WSJ0-2mix dataset introduced in Section IV-A, the benchmark
dataset is relatively small, with approximately 30 hours of
training data and 10 hours of validation data. The top part of
Table VII shows the WER comparison of the previous work on
this dataset, including DNN-HMM hybrid systems using PIT-
Hybrid-ASR proposed in [21] and using DPCL-based speech
separation proposed in [15], and the basic end-to-end ASR
systems constructed in [24]. Both [15] and [21] use a trigram
language model obtained by a standard Kaldi recipe, while [24]
uses the character and word level RNNLMs pretrained on the
WSJ text corpus, and our system uses the same RNNLM as
our previous experiments which is described in Section IV-A
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TABLE VII
WER (%) COMPARISON OF OUR NEWLY PROPOSED MODEL AND OTHER

RELATED WORKS ON THE BENCHMARK WSJ0-2MIX DATASET RELEASED

BY MERL [14]

of this paper. The result using all our proposed approaches is
illustrated as the last row of Table VII. Note that the model
in [24] was trained on a different, larger training dataset than
that used in other experiments. From Table VII, we can see
that our new system constructed by the proposed methods is
significantly better than all the previous architectures on this
benchmark WSJ0-2mix speech.

V. CONCLUSION

In this paper, we proposed an enhanced end-to-end archi-
tecture to recognize single-channel multi-talker mixed speech,
which is based on permutation invariant training for solving the
label ambiguity problem.

The basic joint CTC/attention-based encoder-decoder frame-
work was enhanced with several approaches, including speaker
parallel attention, scheduled sampling, curriculum learning and
knowledge distillation. The speaker parallel attention can en-
hance the tracing and separation ability on multiple streams,
and the scheduled sampling and curriculum learning can make
the training easier and better optimized. The end-to-end based
knowledge distillation transfers the knowledge from single-
speaker ASR to multi-speaker ASR. All the proposed new
approaches were evaluated and compared on the artificially
generate the WSJ0-2mix dataset with two-talker mixed speech.
The experiments on the WSJ0-2mix dataset demonstrate that all
the proposed methods are very useful to improve the end-to-end
multi-speaker ASR system, and the best system can obtain more
than 15% relative improvement on both CER and WER.

Although significant improvement is achieved by the pro-
posed approach, there is still an accuracy gap when compared to
the usual single-speaker speech recognition. It is even more dif-
ficult and challenging when facing the more spontaneous speech
under real noisy scenarios such as the AMI meeting corpus [55]
and the LibriCSS conversation corpus [56]. In our future work,
we would like to develop more advanced multi-talker ASR
architectures, which can show better noise-robustness in such
real noisy environments. Moreover, we will also extend our work
from single-channel to multi-channel conditions, where we can
exploit spatial information to achieve a better performance.
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