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A B S T R A C T   

Phishing websites become a critical cybersecurity threat affecting individuals and organizations. Phishing- 
website detection tools are designed to protect users against such sites. Nevertheless, detection tools face 
serious user trust and suboptimal performance issues which require trust calibration to align trust with the tool’s 
capabilities. We employ the theoretical framework of automation trust and reliance as a kernel theory to develop 
the trust calibration model for phishing-website detection tools. We test the model using a controlled lab 
experiment. The results of our analysis show that users’ trust in detection tools can be calibrated by trust cali-
brators. Moreover, users’ calibrated trust has significant consequences, including users’ tool reliance, use, and 
performance against phishing websites.   

1. Introduction 

Phishing websites victimize millions of Internet users, exacting sig-
nificant monetary losses and social costs for individuals and organiza-
tions [1–3]. An FBI announcement showed that phishing rendered $26 
billion damage over a three-year period from 2016 to 2019 [4]. About 
$1.1 million per hour is lost to phishing attacks [5]. 

Phishing websites come in two forms: spoof and concocted. Spoof 
sites mimic existing, generally well-known websites to engage in iden-
tity theft or malware dissemination [6,7]. Concocted sites are fictional 
websites designed to conduct social engineering, fraudulent online 
advertising, or black-hat search engine optimization-based attacks for 
monetary gains or malware propagations. Both categories of phishing 
websites have serious implications for Internet users and organizations, 
such as damaging brand equity and increasing customer churn rates [6]. 
Concocted websites also frequently appear in top-ranked search results 
[8] and routinely disseminate malware to unsuspecting site visitors [9]. 
Phishing-website detection tools protect users against such sites. 

These detection tools belong to a subcategory of IT called automated 
security IT and are defined as a type of security IT that uses certain 
mechanisms to automatically classify an event/objective as normal or 
malicious [10] while allowing users to make the final security decision 
[11]. There are many phishing-website detection tools, but reports 

indicate that users often ignore or disuse their advice [12,13]. A survey 
of Internet users found that 60 % of respondents do not use the web 
browsers’ built-in phishing-website detection tools [14]. Many users 
rely solely on intuition to judge the credibility of a website despite the 
fact that spoof rates can be as high as 33 %–45 % when users rely on 
their own mental model [9,15,16]. While research shows that user ac-
curacy in detecting phishing websites is much lower than the accuracy of 
the detection tools [1], the rate of ignoring certain types of warnings in 
some browsers (e.g., SSL warnings) can be as high as 60 % [17]. These 
results suggest that detection tools face serious trust issues in users. 
Addressing these issues demands a novel approach to investigate user 
trust vis-à-vis characteristics of detection tools. 

Research shows that IT characteristics influence users’ various per-
ceptions, emotions, attitudes, and behaviors [18–21] (see Online Ap-
pendix A). Similarly, the characteristics of security detection tools have 
multiple influences and have been examined from multiple points of 
view, such as design of warning signals [22], neurophysiological im-
pacts [23,24], and threat and coping appraisal perceptions [3]. 

One of the most important factors impacted by the IT characteristics 
is trust in IT. Information Systems (IS) research has extensively inves-
tigated trust in IT at both organizational and individual levels (e.g., 
[25–28]). However, the research has focused mainly on general-purpose 
IT and e-commerce—also referred to as positive IT [29]. Positive IT 
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strives for high levels of trust in order to increase user adoption and 
usage [20,30]. However, this is not necessarily the case for security 
detection tools. An “inappropriate” level of trust in detection tools can 
have negative financial and privacy consequences for users, leading to 
subsequent loss of their trust and use [13,31]. 

We address the issue of inappropriate trust by arguing that trust in 
such detection tools should be calibrated by closely aligning trust to the 
capability of the tool. Proper trust in detection tools requires matching 
trust with the tools’ capability to identify phishing websites. Detection 
tools with high capabilities should enjoy higher levels of users’ trust 
relative to those with low capabilities. Hence, we posit that calibrating 
users’ trust in detection tools should play an important role in promoting 
protection against phishing websites. 

Trust calibration is a concept developed in automation research. It is 
defined as the process of creating correspondence between the extent of 
users’ trust in an automated tool and the capability of that tool [32–34]. 
Calibrated trust is the level of trust that matches the capability of the 
tool—the level of user trust after gaining knowledge about the tool’s 
capability [33]. In spite of its importance, IS research has not addressed 
inappropriate trust and trust calibration in automated security IT. In 
practice, while automation research has reported that providing accu-
rate and trustworthy information on automation capability and process 
(e.g., via display or interface design) influences trust calibration [35], 
detection tools do not provide such information. Our paper addresses 
this research gap with the focus on phishing-website detection tools as a 
type of automated security IT that allows users to make the final 
decision. 

This paper takes a theoretical approach to identify the salient factors 
(or trust calibrators) in calibrating trust in phishing-website detection 
tools and the outcomes of calibrated trust in such tools for individual 
users. Therefore, the research questions in this paper are as follows—-
What are the antecedents of calibrated trust in phishing-website detec-
tion tools for individual users? What are the consequences of calibrated 
trust in these tools for individual users? 

To address these research questions, we employ the theoretical 
framework of automation trust and reliance (ATR) [33] as a kernel 
theory to develop the trust calibration model for phishing-website 
detection tools (referred to as the TC model for brevity). We test the 
TC model using a controlled lab experiment. The results uncover the 
importance of detection rate and outcome severity in calibrating trust in 
phishing-website detection tools and the central role of calibrated trust 
in users’ higher reliance, use, and protection against phishing websites. 
We discuss the theoretical and practical implications of our work for 
individuals, organizations, and security IT tool designers. 

2. Literature review 

Automated security IT artifacts carry out partially or fully automatic 
protective functions such as detecting, deterring, disabling, or elimi-
nating the security threats a user could encounter when using IT. As 
such, phishing-website detection tools fall under automation, defined as 
a technology that “accomplishes (partially or fully) a function that was 
previously, or conceivably could be, carried out (partially or fully) by a 
human operator” ([36], p. 287). Different from automated security IT 
artifacts with no user choice (e.g., firewalls), phishing-website detection 
tools give users the choice of accepting or rejecting their advices [11]. 
The automatic nature of security detection tools with user choice plays a 
critical role in their trust calibration, and places the study of such cali-
bration within the domain of automated security IT. 

While trust in general-purpose IT is viewed as desirable—the higher 
the trust, the more usage [20,30], this is not necessarily the case for 
automated security IT that end users can ignore its advice. For such IT, 
only an “appropriate” level of trust is desirable in order to protect users 
from harms and losses. Overtrust may cause abuse—people overly rely 
on it and incur losses due to its errors in detecting threats. Undertrust 
leads to disuse—people reject its capabilities and incur losses due to 

ignoring its advice. This is shown to be true for all automated tools that 
are imperfect [33,34,37–39]. Therefore, trust calibration is critical for a 
proper level of trust. Without calibrated trust, phishing-website detec-
tion tools demonstrate disappointing performance or disuse [13,40]. 

Past research on trust in IT has focused on general-purpose IT and 
sought to increase trust based on the assumption that the higher the 
trust, the higher the usage (see the summary of our literature review in 
Table B-1 of Online Appendix B). Another assumption is that IT has 
social presence and users have opportunities to interact with IT to form 
or increase their trust [20]. As such, trustworthiness beliefs are defined 
as trust antecedents, and these beliefs are critical in forming and 
increasing trust. Research has borrowed ability, integrity, and benevo-
lence as trustworthiness beliefs from interpersonal trust studies to 
investigate trust in IT, including more recent studies on trust in artificial 
intelligence IT (e.g. [41],), and found that such beliefs are shown to be 
significant in increasing trust [27,41]. When the IT artifact has social 
presence (such as recommendation agents that act as human agents and 
Facebook with its features for interpersonal interactions), the literature 
suggests that interpersonal trustworthiness beliefs (ability, integrity, 
and benevolence) explain users’ perceptions and behaviors [20,27,41]. 

However, the role of such trustworthiness beliefs has come under 
question when IT artifacts lack social presence (e.g., MS Access) [20]. 
Research suggests that for IT artifacts without social presence, trust 
should be based on system features [20,26]. Studies of trust in artifacts 
without social presence is scarce. Research in trust in automated security 
IT is almost non-existent. One exception is a study on antivirus software 
[42], which reports performance, predictability, and subjective norms as 
predictors of trust in and satisfaction with the artifact and argues that 
some of these predictors partially overlap interpersonal trustworthiness 
beliefs. 

Automated security IT that advises users is different by nature from 
general-purpose IT (see the summary in Table 1). In addition to its lack 
of social presence, it runs automatically in the background with minimal 
human-computer interactions and is not the primary focus of users’ 
activities. As a result, users tend to ignore security tools’ warnings for 
the expediency of accomplishing their primary task—access to their 
intended websites. Even when they follow the advice of the tool, they do 
so with little knowledge about and feedback from the tool. In other 
words, users have no detailed information about or interactions with the 

Table 1 
Characteristics of Automated Security IT Compared to General IT.  

Automated Security IT with User Choicea General IT 

Automated security IT lacks social 
presence. 

General IT has a certain level of social 
presence. 

Automated security IT deals with security 
tasks that are secondary to end-users 
[15,44]. When detecting fraud, 
security IT interferes with users’ 
primary tasks. Consequently, users are 
less willing to focus on or attend to the 
advice of security IT. 

General IT is a part of users’ primary 
tasks, on which users focus and pay full 
attention. 

Automated security IT works in the 
background, hidden from users. As 
such, characteristics of security IT are 
invisible to users. Consequently, users 
make security decisions with little 
knowledge about the tool [44]. 

General IT interacts with users via 
human-computer interactions. IT 
characteristics are more visible to users. 

Automated security IT provides security, 
which is an abstract concept to users 
[43,44]. 

General IT assists users to improve 
performance, efficiency, and 
productivity of the task, which are 
concrete gains to users. 

Automated security IT has persistent 
adversaries who try to undermine 
security tools’ performance and 
victimize their users. 

General IT does not have adversaries, 
who actively and persistently try to 
undermine the tools’ performance.  

a In this study, we study phishing-website detection tools as exemplars of 
automated security IT that allows users the choice of accepting or rejecting its 
advice. 
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tool to calibrate their trust, so they end up making security-related de-
cisions in the dark. Moreover, the “security” such tools provide is an 
abstract concept for users [43,44] as security is invisible and its desir-
able consequence is a non-event. “The reward for being more secure is 
that nothing bad happens” ([43], p. 37). More importantly, such tools 
deal with changing and morphing adversaries who try to undermine 
tools’ performance and victimize users. In summary, these unique 
characteristics demand a fresh perspective and theory-based analysis on 
trust in automated security IT with user choice in general and 
phishing-website detection tools in particular. 

Trust calibration in automation has been studied (as reported in 
Table B-2 of Online Appendix B). As shown in those studies, various 
characteristics and performance metrics can be used to calibrate trust. 
Trust calibration is one of the most important design strategies that leads 
to proper reliance and human-automation performance [32–34,38,39, 
45]. Automation literature reports that trust in automation is turbulent, 
fragile, and tentative. It must be properly and promptly calibrated by 
salient calibrators that inform users about the key characteristics of the 
automated tools. Automated security artifacts too have various charac-
teristics and form a category of automation. As such, trust in these ar-
tifacts needs to be calibrated. 

Research in the fields such as automation and human factors has 
identified some salient calibrators—"error rate” as a calibrator for an 
automated route planner [46], “accuracy” for an automated screener 
[47], and “reliability” for systems such as vehicle control system, 
automated signaling system, automatic decision aids system for 
detecting infight icing events [38,39,45,48,49]. Research in these fields 
has taken a focus on mechanistic approaches (e.g., experiments) and 
paid less attention to theory building and development. Additionally, IS 
research has overlooked the concept of trust calibration and its signifi-
cance along with trust calibrators and their effects especially in the 
context of automated security IT with user choice. One exception is a 
study by Chen et al. [40]. The study examined differences in trust by 
manipulating the calibrators (e.g., reliability and feedback) of a 
phishing-email detection, without offering much theorization for its 
work. 

In this study, we focus on phishing-website detections tools (referred 
to as detectors) as exemplars of automated security IT that allows users 
the choice for accepting or rejecting its advice. We rely on a theoretical 
framework—the ATR framework—to identify salient trust calibrators 
and to examine the consequences of calibrated trust in detectors. Hence, 

the critical components of ATR and their relationships guide the 
conceptualization of our research model. As trust calibration requires 
knowledge of trust calibrators and repeated use of the detector, we test 
our conceptualized model with data obtained from a complex controlled 
experimental design with repeated observations and exposures to trust 
calibrators. 

3. Theoretical framework 

IS research on trust in IT has relied on a variety of theories such as 
trust beliefs (ability, integrity, and benevolence) (e.g., [28]), expecta-
tion disconfirmation theory (e.g. [20,42],), and theory of reasoned ac-
tion (e.g. [27],). Phishing-website detections tools are highly 
automated, work behind the scenes, and need trust calibration—features 
that trust theories in prior research do not address. We use automation 
trust and reliance (ATR) as our theoretical framework because ATR fo-
cuses on the automated nature of security IT, draws a clear distinction 
between trust in automation and trust in humans, and provides an in-
tegrated perspective on trust calibration. We rely on the key components 
of ATR to identify the salient characteristics of phishing-website detec-
tion tools (as a specific category of automated security IT). According to 
ATR, users need to be informed about these characteristics for trust 
calibration process [33]. 

ATR has three main components, as shown in Fig. 1. The first 
component consists of the salient characteristics of the automation that 
calibrate trust. Calibrated trust is the result of trust evolution with the 
repeated use of the automation. This calibration depends on informing 
users of the salient characteristics (ex. via displays or prompts). The 
second main component of ATR consists of the outcomes of calibrated 
trust, such as intention formation and proper reliance on the automation 
[33]. The third component of ATR is contexts, including individual, 
organizational, and environmental contexts [33]. 

In the first component, ATR identifies three characteristics of auto-
mation: performance, process, and purpose—called trust calibrators in this 
study. ATR argues that trust calibrators in automation are the counter-
parts of trust beliefs (ability, integrity, and benevolence) and that they 
become the antecedents of trust [33]. Performance describes what the 
automated tool can do. It demonstrates the ability of the automation 
including predictability, accuracy, and reliability. Process reveals the 
underlining mechanisms and operations of the automation. Process as 
an antecedent of trust shows the openness and integrity of the 

Fig. 1. The Framework of Automation Trust and Reliance (ATR) (Adapted from Lee and See [33]).  

Y. Chen et al.                                                                                                                                                                                                                                    



Information & Management 58 (2021) 103394

4

automation [33]. Purpose explains why the automation exists and re-
flects the developer’s intent and motivation. Purpose as a basis for trust 
shows how the automation intends to address users’ needs [33]. ATR 
empathizes the importance of displaying the key characteristics of the 
automation to calibrate trust. 

The second component we draw from the ATR framework is the 
outcomes of calibrated trust, which include reliance, performance, and 
intention aligned with automation capability. Reliance refers to how 
users behaviorally depend on automatic aids. Performance shows the 
results of using the automation. Intention projects use in the near future. 

The third component we draw from the ATR framework is the in-
fluence of contexts in trust calibration, such as individual, organiza-
tional, and environmental contexts [33]. Individual differences such as 
habit and past experience may influence trust in automation. Organi-
zational contexts such as reputation, gossip, organizational structures, 
values, and norms play a role in trust formation. Environmental vari-
ables, such as the environment in which the automation is used, also 
impact trust calibration [33]. 

We rely on the three ATR components to formulate our model—(i) 
characteristics of automation as antecedents of calibrated trust; (ii) 
outcomes of calibrated trust including reliance and use; and (iii) auto-
mation contexts—individual and environmental. Organizational context 
was not used as the unit of analysis in this study is at the individual level. 

ATR posits the dynamic of trust calibration in automation—trust 
evolves through this process in which the experience of using the 
automation provides feedback for trust calibration [33]. Following 
research in the fields of automation and human factors [40,46,50,51], 
we incorporate the dynamic of trust calibration in the process trust 
calibration through multiple experiences of using the security tool in 
two distinct domains (health and finance). We measure participants’ 
calibrated trust as their responses to the trust calibrators of the 
phishing-website detection tool after multiple experiences of using the 
tool in the experiment. 

4. Model of trust calibration for phishing-website detection 
tools 

The critical components and their relationships in ATR form the 
theoretical foundation on which we conceptualize the trust calibration 
model for automated security IT in the context of phishing-website 
detection tools (the TC model) (see Fig. 2). Briefly, the TC model 
shows the influence of trust calibrators on calibrated trust (H1-H3). H4- 
H7 capture the ATR-based outcomes of calibrated trust. The 

environmental context is captured through the moderation of domain 
type. Individual contextual factors are represented as control variables. 
Currently, the TC model focuses on how individual users respond to trust 
stimuli (i.e., calibrators) of the detector. 

4.1. Performance: detector accuracy→calibrated trust (H1) 

According to ATR, performance relates to what an automated tool 
does, including how reliably it can fulfill its expected purpose [33]. An 
important aspect of reliability is accuracy. Prior research indeed showed 
the effectiveness of accuracy as a performance-based trust calibrator 
[37,52]. Accuracy-related assessment on automation was also found to 
play a critical role in shaping or reshaping users’ trust in automation 
[34]. Users are less likely to ignore a highly-accurate automation aid 
when they are informed of the details regarding the aid’s performance 
[52]. 

In reality, automated tools often cannot consistently produce perfect 
results, and users are keenly aware of this discrepancy. In certain con-
texts, users will discount automated tools despite high accuracy because 
of their misjudgment of the discrepancy [34,53]. In the context of 
automated security IT, such misjudgment could happen more often as 
security is a secondary, background task to users [15] and security tools 
generally provide very little performance information to users [43]. 
With little or no information to draw upon, users tend to make a quick, 
even impatient, judgment about performance. Explicit detection accu-
racy information allows users to make a more accurate judgment about 
the discrepancy and thus calibrate their trust. 

In terms of phishing, the detection rates of commonly used state-of- 
the-art detection tools currently range from approximately 60%–95% 
[1]. For detectors in some popular browsers, given the advances in 
detection accuracy, we would expect very low click-through rates [17]. 
However, this is not the case [17]. We argue that users need to know the 
tool’s accuracy. When users are exposed to information about the de-
tector’s accuracy, they can calibrate their trust accordingly. Hence, 

H1. Detector accuracy is positively associated with users’ calibrated 
trust in the detector. 

4.2. Process: detector run-time→calibrated trust (H2) 

The second trust calibrator in the ATR framework is process, which 
relates to how an automated tool functions [33]. A critical aspect of 
process is transparency of the tool’s mechanisms to users [33]. Although 

Fig. 2. Trust Calibration Model for Phishing-Website Detection Tools.  
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tools typically do not provide visible information regarding the details of 
the underlying analytical methods, users are often keenly aware of the 
run-time, particularly when the tool is perceived as slow. Run-time 
metrics are commonly used to assess credibility and performance for a 
wide range of automated tools, including phishing-websites detectors 
[7,54]. Nevertheless, run-time is often shown on the interface as a 
progress bar or circle that provides a symbolic indicator of process and 
visual feedback that the system is running and operating on the task. 
Improving run-time is a well-established way to improve user experi-
ence in terms of trust and satisfaction [55]. 

Phishing-website detection tools use sophisticated machine learning 
algorithms, pattern matching, and various large datasets in their 
detection process. However, users do not have the expertise and time to 
assess details of tools’ methods. Detection tools often use a progress bar 
to indicate run-time, and thus run-time is the only aspect of a tool’s 
detection process that users directly experience and feel its impact when 
accessing websites. When the process is slow, users become annoyed and 
frustrated because the detector is a secondary operation working behind 
the scenes. Its slow operation can hinder users’ primary tasks [56]. Slow 
run-time could even cause users to suspect that the system’s security is 
compromised and thus not trustworthy [55,57]. The prolonged inter-
ruption (a long run-time) challenges users’ patience and potentially 
implies process inferiority to users of the tool. Hence, 

H2. Shorter detector run-time is positively associated with users’ 
calibrated trust in the detector. 

4.3. Purpose: outcome severity due to wrong decision→calibrated trust 
(H3a) 

The third trust calibrator in the ATR framework is purpose, which 
relates to why an automated tool exists [33]. A main purpose of security 
IT is to help users prevent and eliminate damaging consequences from 
security threats [29]. If a security tool fails to accurately alert a user 
about a potential security threat, it fails to fulfill its intended purpose. 
Automation research shows that the potential outcomes from such 
failure are often costly and sometime even disastrous, leading to a 
decline in trust [34,58]. Automation research also suggests that users 
tend to attribute the damage caused by their wrong decision to the 
automation, leading to trust reduction, even though they are ultimately 
responsible for the decision whether to heed the automation’s warning 
[59]. 

In our research context, the purpose of a phishing-website detector is 
to protect users from unwittingly visiting phishing sites. Failure to do so 
would result in users’ exposure to significant personal, professional, 
and/or financial risks such as identity theft or financial loss. If a 
phishing-website detector fails to accurately alert a user about a po-
tential phishing site, it fails to fulfill its intended purpose. When the user 
follows the detector’s incorrect advice, the outcomes can be costly and 
thus not easily forgotten or forgiven [1]. In fact, a single wrong decision 
can cause a long-lasting, biased view about the tool [60]. 

Research has found that the cost of decision error influences users’ 
perceptions of a detection tool [3]. When the severity of outcomes due to 
errors of an automated system increases, users’ trust in the system de-
clines [58,61]. Applied to phishing-website detectors, we argue that if 
the outcome of a wrong decision is more severe, users form lower trust in 
the detector. Hence, 

H3a. Outcome severity due to wrong decision is negatively associated 
with users’ calibrated trust in the detector. 

4.4. Purpose: type of threat→calibrated trust (H3b) 

ATR argues that gaining a clearer understanding of the specific goal 
an automated tool is designed to achieve may lead users to place more 
proper trust in the tool [33]. Purpose-based information informs users 
about “the specific problem that the automation might have been 

designed to solve, as well as lower-level objectives that the automation 
was designed to meet” ([62], p. 3). Thus, a deeper understanding of an 
automated tool’s purpose allows users to better determine if the tool 
meets their goals. This also allows users to foresee situations in which 
the tool might understandably fail [33,62]. As a result, users are able to 
place more appropriate trust in the tool [33,62]. 

In terms of phishing-website detectors, although all automated de-
tectors are to detect and protect users from visiting phishing websites, 
some detectors have a more limited purpose. For example, the purpose 
of eBay’s Account Guard toolbar is to detect spoof websites mimicking 
eBay. Other tools such as AZProtect and browsers’ built-in anti-phishing 
tools are multi-purpose and designed to detect both spoof and concocted 
websites in all domains [1,13]. Another example is that if a tool is 
designed to detect phishing websites in a specific language, it is unable 
to detect such phishing websites in other languages because it has no 
capabilities to properly parse other languages [6]. In general, many 
existing detectors focus on detecting a single type of phishing site, and 
their detection capabilities across both concocted and spoof sites are 
different [7]. 

Thus, the type of threat a detector handles (i.e., concocted and/or 
spoof) provides information about the detector’s specific purpose and 
the scope of its detection capabilities. As concocted and spoof sites use 
different deceptive tactics to defraud, users behave differently toward 
each type of threat and the detector targeting it [7,63]. When facing a 
concocted site, users are often influenced by its aesthetic and profes-
sional appearance; in dealing with a spoof site, they judge its legitimacy 
based on their past experience with the legitimate counterpart. 
Providing the information of threat types affords users a deeper under-
standing of the detector and allows them to rationally adjust their ex-
pectations regarding the detector [7], as well as adjust their detection 
strategies based on the type of the phishing website they encounter. We 
argue that such understanding enables users to better calibrate their 
trust in the tool. Hence, 

H3b. Type of threat is associated with users’ calibrated trust in the 
detector. 

4.5. Outcomes: calibrated trust→reliance on the detector (H4) 

ATR argues that once the automated advisor is adopted, reliance on 
its advice depends on the extent of user trust [33]. Calibrated trust 
“guides reliance when complexity and unanticipated situations make a 
complete understanding of the automation impractical” ([33], p. 50). In 
other words, reliance is a behavior outcome of trust under uncertainty, 
making trust an antecedent of reliance on automation [62,64]. 

It has been observed that people often turn to manual control to 
reduce their reliance on the automatic system if they do not trust it [33, 
65,66]. In contrast, excessive, misplaced trust in automation may lead to 
over-reliance, which in turn leads to complacency, decreased vigilance, 
and less effort in monitoring automation performance. These findings 
show that calibrated trust is needed for an appropriate level of reliance 
[67–69]. 

In the context of phishing website detection, a lack of trust in a 
detection tool can significantly reduce users’ reliance on its advice, 
causing them to turn to their own judgment when assessing the legiti-
macy of a website. This results in inadequate performance in detection 
of phishing websites [13]. Following this logic, we hypothesize, 

H4. Users’ calibrated trust in the detector is positively associated with 
their reliance on the detector’s advice. 

4.6. Outcomes: calibrated trust→future use (H5) 

According to the ATR framework, another outcome of trust in 
automation is intention to use [33]. In the IS field, abundant empirical 
evidence has supported the relationship between trust and intentions in 
various contexts (e.g. [19,21,27,30,70],). For example, trust has been 
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found to be a predictor of technology acceptance intentions [19], and 
trust in the IT artifact has also been found to be associated with intention 
to use the artifact [27,70]. Given that research has extensively docu-
mented the relationship between trust and intention to use, we argue 
that this relationship can also be applied to the current research context. 
Hence, 

H5. Users’ calibrated trust in the detector is positively associated with 
their intention to use the detector in the future. 

4.7. Outcomes: reliance on the detector→future use (H6) 

ATR posits that reliance is the level of users’ behavioral dependence 
on the automation aid [33]. Such dependence exhibits inertia [71]. This 
means that present reliance and positive experiences with the automa-
tion can result in an intention to continue using it in the near future. 
Prior IS research has also demonstrated the link between current be-
haviors and continuance intentions [72]. Additionally, reliance is based 
on trust beliefs surrounding automation performance, openness and 
integrity in process, and automation intent and motivation [33]. As long 
as these beliefs remain unbroken, reliance on automation will remain 
strong and use will continue [33,34]. 

In the current research context, reliance is built upon calibrated trust 
that matches the capabilities of the detector. Thus, we argue that reli-
ance will demonstrate inertia in that present positive interactions with 
the detector are a motivation of intention to use in the future. In other 
words, users tend to maintain their intention to use the detector if cur-
rent reliance on the detector is properly established. Following this 
logic, we hypothesize, 

H6. Users’ reliance on the detector’s advice is positively associated 
with their intention to use the detector in the future. 

4.8. Outcomes: reliance on the detector→user performance (H7) 

ATR argues that proper reliance determined by calibrated trust is the 
key to improving user performance. Prior research has shown that 
humans are remarkably poor in detecting deceptions. In some circum-
stances, professionals and novices alike can achieve only slightly better 
detection accuracy than that of flipping a coin [65,73]. As such, when 
automated tools have relatively high accuracy, humans are often the 
weak link in making correct decisions [11,68]. Their reliance on such 
tools could lead to better user performance in avoiding deception [11]. 

Phishing websites use deceptive tactics to lure in users by manipu-
lating and misrepresenting cues that are present in many legitimate 
websites [13,63]. For instance, the visual appearance of a website, 
which can be easily manipulated, has been reported to be a prominent 
factor impacting users’ credibility judgment about the website [13]. Not 
surprisingly, users who rely solely on their own judgment and abilities 
routinely fail to identify 35%–45% of phishing websites encountered, 
with misclassification rates as high as 70 % in some instances [15,74]. In 
contrast, state-of-the-art detection tools’ misclassification rates for 
phishing websites are only roughly 10 % [1,7]. Thus, relying on the 
tool’s advice results in better user performance [17]. Therefore, under 
the current research context, we expect that high reliance (resulting 
from a calibrated trust) leads to users’ higher ability to avoid phishing 
websites. Hence, 

H7. Users’ reliance on the detector is positively associated with users’ 
performance in terms of their ability to avoid phishing websites. 

4.9. Contextual controls 

ATR emphasizes the importance of the contextual controls in which 
trust is calibrated. Following this framework, we examine the environ-
mental context for the phishing-website detectors by moderating 
domain type. Research has reported that context and domain play an 

important role in the implementation of behavioral theories [75]. For 
example, it is shown that domain has a significant effect on people’s 
disclosure of their private information online [76]. For this reason, we 
chose to test the model in two domains—online pharmacy and online 
banking. Phishing attacks are prevalent in both domains, causing users 
to suffer identity theft and monetary losses [77]. The two domains have 
distinct security risks. Purchasing drugs from online pharmacies carries 
a high risk of encountering concocted online pharmacies and counterfeit 
products [77,78]. Online banking websites face more spoof attacks that 
attempt to directly defraud victims for financial gain [6]. 

Finally, ATR recognizes the importance of controlling for individual 
contextual factors that influence calibrated trust [33]. Thus, we include 
age, gender, education, security habit, and past encounters with phish-
ing websites as the individual context. 

5. Research methodology 

We conducted a between-subject controlled lab experiment using a 
phishing-website detection tool (detector). The experiment consisted of 
a 2 (threat domain: bank vs. pharmacy) x 2 (type of threat: spoof vs. 
concocted) x 2 (accuracy of detector: high [90 %] vs. low [60 %]) x 2 
(run-time of detector: fast [1 s] vs. slow [4 s]) x 2 (outcome severity due 
to wrong decision: high [$10] vs. low [$1]) full-factorial design with a 
total of 32 conditions. 

We created an inventory that contains the clones of 15 spoof, 15 
concocted, and 15 legitimate websites for each domain. We collected 
phishing websites from reputable sources (e.g., LegitScript, PhishTank) 
and legitimate websites using a spidering program that preserved the 
original link structure, content, and images of the websites of the 
legitimate companies. To avoid company-size bias, the inventory 
included an equal number of large, medium, and small companies for 
the 15 legitimate websites. 

Before the experiment, participants were informed of the experimental 
procedures and trained about the key concepts such as threat types 
(spoof vs. concocted) and detection accuracy (the percentage of all 
websites that are correctly classified) so that they would have a clear 
understanding of the goal and purpose of the detector and the type of 
threat they could encounter. Participants then completed a pre- 
experiment survey about their past experiences, security habits, and 
other relevant questions. To simulate a real condition, participants 
received money or course credit based on their security protection 
performance of avoiding phishing websites. 

In the experiment, participants were randomly assigned five legiti-
mate and five phishing (either spoof or concocted) websites and asked to 
perform a task according to their assigned domain (either the online 
pharmacy domain or the online bank domain). Hence, they had ten 
opportunities (10 trials) to use the detector and calibrate their trust in 
the detector. 

ATR posits that exposure to salient trust calibrators is critical in trust 
calibration [33]. Research has shown that explicitly providing real-time 
confidence levels helped calibrate users’ trust in automation aids [37]. 
Thus, in the experiment, participants were explicitly informed of the 
accuracy, run-time, and outcome severity of a wrong decision by a 
display on the top of screen during the entire period of the experiment. 
Fig. 3 shows the interface of the experiment with the links to the 10 
assigned websites along with the information of the trust calibrators on 
the top bar (see the yellow highlights in Fig. 3). 

When participants click a link, the detector shows the progress bar 
for 1 or 4 s and then delivers the detection outcome. For the run-time, we 
used a progress bar to visually show the time it took to run the detector 
in the background. While the lab-experiment method permits designs 
that deviate from real experiences, we chose to preserve the realism in 
our experimental design by using a progress bar. The progress bar 
communicated the run-time information in a familiar and easily un-
derstandable way to the participants without distracting them from their 
main tasks. Fig. 4-Panel A shows an example of the warning to 
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participants when a website was detected as a phishing site, while Fig. 4- 
Panel B shows that participants directly accessed the webpage without 
any warning block when a website is classified as legitimate. In doing so, 
we ensured participants’ trust was calibrated by the trust calibrator in-
formation displayed on Fig. 3 and by their repeated interactions with the 
tool. 

We informed participants of their detection performance after the 
participants finished with the 10 repeated trials and before answering 
the post-experiment questions. We used this design because, in reality, 
security detection tools are not 100 % accurate and cannot give imme-
diate feedback on the correctness of users’ decisions. People also do not 
see the consequences (e.g., identity theft) of detection errors right away. 
Additionally, if we provided performance feedback after each trial to 
participants, they could have guessed the correctness of the detection 
outcome during the remaining trials. 

All participants performed a domain-related task. In the online 
pharmacy domain, the experimental task was to purchase Rogaine, a 
popular over-the-counter hair restoration drug. This product was chosen 
because it is familiar and carried by most online pharmacies. Moreover, 
counterfeit Rogaine is often sold by phishing websites. In the online 
bank domain, the experimental task was to open an online saving ac-
count, which is a basic function provided by most online banks. This task 
is relevant as providing personal and financial information to a phishing 
bank website poses great risk of financial loss and identity theft. 

Regardless of domain, participants had to make a series of decisions 
about each website they encountered, including whether to visit or 
browse the website, whether they considered the website legitimate or 
phishing and whether they would transact with the website (see Fig. 3). 
Visiting and browsing behavior during the experiment was measured 
using web analytics software that tracked users’ clicks. This experiment 
design also allowed participants to have multiple interactions with the 
detector for appropriate trust calibration. 

All participants started with a cash box of $100 (hypothetical 
money). Every time they made a wrong decision, they would lose money 
($1 or $10, depending on threat severity). Visiting a phishing website 
was also penalized as a wrong decision as visiting such a website carries 
the risk of being victimized by malware and other security threats [60]. 
Participants were compensated with a uniform base plus extra 
compensation depending on the money left in their cash box. This 
performance-dependent compensation was designed to increase the 
motivation of participants to perform well in the experiment. A final 
performance score for each participant was computed based on all their 
decisions regarding their 10 assigned websites. Based on the final scores, 
participants were paid a minimum of $10 and a maximum of $30 or 
extra credit for their participation (depending upon their preferences). 
The experiment was conducted using a Java-based software tool spe-
cifically developed for this study. Online Appendix C provides additional 
details on the experiment protocol and the role of the Java tool in 

Fig. 3. Experiment Interface with Information on Trust Calibrators.  

Fig. 4. Detection Outcome Examples.  
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administrating the protocol. 
After the experiment, participants were informed of their detection 

performance. They then completed a post-experiment survey consisting 
of manipulation checks and perceptual questions. 

Overall, this full-factorial, controlled lab experiment design allowed 
us to directly establish the causality between trust calibrators and cali-
brated trust. We randomly varied the levels of tool capability (and other 
calibrators) assigned to each participant, while fully controlling for 
other sources of variation. Each participant learned about the trust 
calibrators of the tool assigned to them from the start, made his/her 
detection dections based on what he/she was informed, and was 
compensated depending on his/her security protection performance. We 
measured calibrated trust as well as the outcome variables at the end to 
capture the causality between trust calibrators and calibrated trust and 
its consequences. 

6. Scale development and data collection 

To ensure validity whenever possible, measurement scales of the 
constructs in the TC model were adopted from existing literature. In 
addition, all items were converted to semantic differential scales to 
ensure content validity and reduce the threat of common method bias 
[79,80]. The items for calibrated trust in the detector were 
self-developed based on Bansal et al. [81]Gefen et al. [19], and Madsen 
and Gregor [82]. In the fields such as automation and human factors, 
most studies on trust calibration use a 5- or 7-point scale [40,46,51] or 
short version of 3-item construct adopted from the trust literature to 
measure calibrated trust (e.g. [38],). This is to reduce frustration of the 
participants in the face of multiple trials in the studies. Those studies 
also suggest that such a measure is able to capture calibrated trust after 
subjects interact with the stimuli/calibrators of the automation manip-
ulated in research [50]. In the IS field, three dimensions of com-
petence/functionality, integrity/reliability, and benevolence/helpf 
ulness are used to measure trust beliefs in various contexts. Considering 
the practice in these research fields, we used three items to measure 
calibrated trust. In detail, the item of “not reliable at all/very reliable for 
sure” is based on the reliability dimension for trust in [82], the item of 
“not dependable at all/very dependable for sure” is based on the tech-
nical competence dimension for trust in Madsen and Gregor [82] and the 
opportunistic/dependable dimension for trust in Gefen et al. [19] and 
Bansal et al. [81], and the item of “not trustworthy at all/very trust-
worthy for sure” is based on honesty/benevolence dimension in Gefen 
et al. [19] and Bansal et al. [81]. Intention items to use the detector in 
the future were adapted from Davis et al. [83]. Finally, the items for 
reliance on the detector were adapted from Davis et al. [83] and Ven-
katesh et al. [84]. All the latent constructs are reflective. 

Participants’ ability to detect phishing websites was measured 
objectively by evaluating participants’ decisions for each of their 
assigned websites in terms of: 1) avoiding to visit the phishing website (i. 
e., heeding the warning); 2) clicking the link to open the phishing 
website homepage but avoiding to browse it; 3) correctly identifying it 
as a legitimate or phishing website; and 4) avoiding transactions with 
the phishing website. Each participant was scored as a percentage of 
correct decisions. Accuracy, run-time, outcome severity of wrong deci-
sion, and type of threat were manipulated, and the corresponding in-
formation was provided to participants in the experiment. 

In terms of controls, the items for security habit were adopted from 
Pavlou and Fygenson [85], and the items for past encounters with 
phishing websites and familiarity with domain were developed in this 
study. Online Appendix D contains the definition of constructs and the 
sources used for their measurement. Online Appendix E reports the 
instrument. 

The construct items, experiment protocol, and experiment in-
structions were pretested and pilot-tested. We recruited subjects from 
multiple groups—university students at a Midwestern university, staff, 
faculty and the community. In order to reach the community, we posted 

flyers and placed ads on social media (e.g., Craigslist). We also used the 
word-of-mouth approach to recruit participants from local communities. 
The recruitment resulted in a total of 865 participants. Online Appendix 
F reports the participant profiles. Participants’ education ranged from 
no degree to doctoral degree, with 72 % falling in the “some college/ 
college student” category. This category had the highest percentage of 
daily Internet use. The age of participants ranged from 18 to above 58 
years, with 88 % falling in 18–25 age category. Gender distribution was 
62 % male and 38 % female. 

The Internet-use data in the U.S. for 2019 shows that 100 % young 
adults between the age of 18–29 are Internet users1 and are the highest 
users of social media.2 Young adults with some college education or a 
college degree have the highest rate of Internet use,3 making this group 
the most vulnerable to website-phishing attacks. Indeed, research shows 
that college students frequently fall victim to various online threats 
including phishing [16]. Additionally, research has found that the re-
sults from student samples are consistent with those from the public 
panel [86]. Thus, we consider our sample to be suitable for testing the 
model. 

7. Analysis and results 

Prior to validating our trust calibration (TC) model, we conducted a 
series of analyses to check our experiment manipulations, trust cali-
bration, and construct validity. First, we performed a series of ANOVAs 
on the manipulated variables based on participants’ responses to our 
manipulation check questions. The questions asked participants to 
validate their assigned level of detector accuracy, run-time, and 
outcome severity in the experiment.4 As shown in Online Appendix G, 
all the ANOVA tests were significant, indicating that our manipulations 
were successful. 

Second, we assessed whether participants calibrated their trust 
during the experiment. Specifically, we collected data on participants’ 
disagreement with the detector’s recommendations about whether a 
website was safe to visit. We examined how participants adjusted their 
disagreement during the 10 trials in two groups: high accuracy (i.e., the 
detector with 90 % accuracy) and low accuracy (i.e., 60 % accuracy) 
groups. Here, disagreement refers to situations where the participant 
deemed the website to be legitimate and the detector considered it to be 
a phishing, or vice versa. Fig. 5 shows the range as well as the mean 
percentage of disagreement rates (y-axis) for each of the 10 websites 
encountered by participants in the 10 repeated trails. The mean is pre-
sented as a dot, and the range is shown as a vertical bar. The x-axis 
depicts the order in which the participant made his/her final decision (e. 
g., 1=the first trial). The chart on the right shows percentage disagree-
ment rates for participants in the high accuracy group. The chart on the 
left shows disagreement rates for those in the low accuracy group. 

In the low accuracy group, the range of disagreement rate was 23 %– 
33 % with a mean of 28 % in the first trial. The disagreement rate 
steadily increased over the trials. By the 10th trial, the range was 33 %– 
44 % with a mean of 38 %. Hence, the results indicate that participants’ 
trust in the detector was calibrated over the 10 trials. 

In the high accuracy group, the range of disagreement rate started at 
15 %–24 % with a mean of 20 % at the first trial, fluctuated over the 
trials, and at the end remained in a similar range—20 %-28 % with a 
mean of 19 %. Given that the sequence of safe vs. unsafe websites was 
random and varied for each participant, the presence of warnings about 

1 www.statista.com/statistics/266587/percentage-of-internet-users-by-age-g 
roups-in-the-us/ accessed 5/31/2020.  

2 https://www.statista.com/statistics/471370/us-adults-who-use-social-netw 
orks-age/ accessed 5/31/2020.  

3 https://www.pewresearch.org/internet/fact-sheet/internet-broadband/ 
accessed 5/31/2020.  

4 Type of threat did not have a validation question as it varied in each task. 
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unsafe websites varied for each participant. Such variations could cause 
small random fluctuations. These results shed light on how users’ trust 
was calibrated during the experiment, albeit at an aggregate level. 

Third, we assessed construct reliability, as reported in Table 2. All 
alpha values were above the threshold of .70 [87], composite factor 
reliability (CFR) values were greater than the cutoff value of .70 [88], 
and the average variance extracted (AVE) values were above the 
threshold of .50 [88], providing support for construct reliability. In 
addition, we conducted exploratory factor analyses (EFAs) to assess 
convergent and discriminant validities of our experimental constructs, 
including controls. 

As reported in Online Appendix H, all items loaded on their respec-
tive constructs as expected, with all loadings greater than .85 and no 
cross loadings greater than .40. These results support the convergent and 
discriminant validity of our constructs [30]. 

We also compared the square root of the AVE for each construct with 
its correlations with all other constructs and found that each construct’s 
square root of AVE was greater than the correlation values with the 
other constructs, as reported in Table 3. The results lend further 
credence to the discriminant validity of our constructs. 

To counter the possibility of common method variance (CMV), we 
collected perceptual data both before and after the experiment. We also 
developed the instrument items using semantic differential scales. 
Moreover, we incorporated an objective variable in the model—ability 
to detect phishing websites—which was likely to further reduce the 
threat of CMV. It is worth noting that, in the EFA analysis, no single 
factor emerged as dominant. Finally, we used a marker variable in our 
instrument to purify our data prior to analysis [80,89]. The purified data 
was used in our model estimation to partial-out any potential CMV [80, 
89]. With all these remedies, we believe that CMV did not pose a major 
threat to this study. 

We used the structural equations modeling (SEM) as the estimation 
method due to the fact that the TC model has multiple latent variables 
and accounts for a number of simultaneous equations involving ante-
cedents, consequents, and control variables of calibrated trust. We used 

SEM Group analysis in MPlus software. This SEM Group method allows 
for further simultaneity by estimating the two domains (online phar-
macy and online bank) as two distinct groups in the same estimation 
process. This controls for any dependency that may exist across equa-
tions and groups. The estimation method for both the measurement 
model and the TC model was the mean-adjusted maximum likelihood 
(MLM) method in MPlus. MLM adjusts the estimations for non-normality 
in the data. Online Appendix I reports the factor loadings in the mea-
surement model. All factor loadings were above .80 with significant t- 
statistics and high R2 values, providing further support for the 
discriminant and convergent validity of the constructs. Fit indices of the 
measurement model are reported in the second column of Table 4. 

All values fell within the desired thresholds and supported the model 
fit. Moreover, the two groups contributed equally to the estimated chi- 
square, indicating equal fit. We also tested and successfully confirmed 
measurement invariance between the two groups [90]. 

The estimation of the TC model also had satisfactory fit indices, as 
shown in the third column of Table 4. The two groups had approxi-
mately equal contributions to the chi-square value, which shows that the 
model fit was equally satisfactory for both pharmacy and bank domains. 

Fig. 5. User Percentage Disagreement with Detector by Trial.  

Table 2 
Construct Reliability Checks.  

Constructs 

Pharmacy Bank 

Cronbach’s 
α 

CFR AVE Cronbach’s 
α 

CFR AVE 

Calibrated trust in 
the detector 

0.97 0.97 0.92 0.97 0.97 0.92 

Reliance on 
detector 

0.94 0.96 0.86 0.94 0.96 0.87 

Intention to use in 
the future 

0.98 0.98 0.95 0.98 0.98 0.94 

Past encounters 
with phishing 
site websites 

0.88 0.89 0.74 0.91 0.91 0.78 

Security habit 0.95 0.95 0.87 0.96 0.96 0.88  

Table 3 
Construct Correlations and Comparison with Square Root of AVEs.  

Constructs (Pharmacy) 1 2 3 4 5 
1. Past encounters with phishing 

websites 
0.86a     

2. Security habit − 0.01 0.93    
3. Calibrated trust in the detector − 0.01 − 0.03 0.93   
4. Reliance on detector − 0.02 − 0.06 0.51 0.96  
5. Intention to use in the future − 0.02 − 0.04 0.45 0.74 0.98  

Constructs (Bank) 1 2 3 4 5 
1. Past encounters with phishing 

websites 
0.88     

2. Security habit 0.03 0.94    
3. Calibrated trust in the detector 0.01 0.06 0.93   
4. Reliance on detector 0.03 0.12 0.48 0.96  
5. Intention to use in the future 0.02 0.09 0.46 0.75 0.97  

a The square root values of the AVEs are reported in boldface on the diagonal. 

Table 4 
Fit Indices for the Measurement Model and TC Model Estimations.  

Fit Index Measurement 
Model 

TC 
Model 

Thresholda 

Normed χ2 1.19 1.68 <3 
CFI (Comparative Fit Index) 0.997 0.986 >0.90 
TLI (Tucker-Lewis Index) 0.997 0.984 >0.90 
RMSEA (Root Mean Square Error of 

Approximation) 
0.021 0.040 <0.06 

SRMR (Standardized Root Mean 
Square Residual) 

0.021 0.051 <0.10  

a Gefen et al. [105]. 
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Fig. 6 shows the estimated TC model, reporting path coefficients, p- 
values, and R2 values. The top values in Fig. 6 are for the online phar-
macy domain, and the bottom values are for the online bank domain. All 
R2 values of the endogenous variables in the model were statistically 
significant in both domains, showing that the TC model had reasonable 
explanatory power. The TC model estimation supported our conceptual 
model: all hypotheses were statistically significant in both domains, 
with the exception of H2 in both domains and H3b in the bank domain. 

Hypothesis H1, the influence of the trust calibrator—detector accu-
racy—on trust in the detector, was supported in both online pharmacy 
and online bank domains, with path coefficients of .28 in the online 
pharmacy and .31 in the online bank domain. Surprisingly, hypothesis 
H2 was not supported as run-time speed had no significant calibrating 
impact on trust in the detector. 

Hypothesis H3a was supported in both domains such that more se-
vere outcomes reduced calibrated trust. Hypothesis H3b was partially 
supported. In the online pharmacy domain, users showed significant 
differences in calibrated trust based on type of threat. 

With respect to H4 and H5, our findings demonstrated that calibrated 
trust was positively associated with users’ reliance on the detector’s 
advice (H4) and intention of future use (H5), with high path coefficient 
values across both domains. H4 had path coefficients of .52 (pharmacy) 
and .49 (bank), and H5 had path coefficients of .69 (pharmacy) and .70 
(bank). 

Hypotheses H6 and H7 postulated the influence of reliance on future 
use intention and on users’ ability to detect phishing websites. Both 
hypotheses were supported across both domains, with path coefficients 
of .09 (pharmacy) and .12 (bank) in H6 and path coefficients of .41 
(pharmacy) and .38 (bank) in H7. 

Of the control variables, security habit had a significant positive 
impact on trust in the detector in the online bank domain only, with a 
path coefficient of .13 and p < 0.01, indicating that security habit has a 
lock-in effect—users habitually act based on prior knowledge. One 
possible reason that security habit was not significant in the online 
pharmacy domain is that our participants were relatively young and 
likely healthy, meaning they had less experience with online pharma-
cies. Familiarity with domain had significant positive effects on cali-
brated trust in the detector in the online pharmacy domain—with a path 

coefficient of .14 and p < 0.01. The results showed that those who were 
more familiar with the online pharmacy domain trusted more in the 
detector. Finally, gender was significantly associated with trust in the 
detector in the online pharmacy domain—with a path coefficient of .15 
and p < 0.01—in that female participants showed higher trust. Age, 
education, and past encounters with phishing websites showed no sig-
nificant effects on calibrated trust. 

8. Discussion 

We developed the trust calibration model for detectors (the TC 
model) by using the automation trust and reliance (ATR) framework as a 
kernel theory [33]. The focus was calibrated trust and its antecedents 
(trust calibrators H1-H3) and consequents (reliance, observed user 
performance, and future intention to use H4-H7). 

8.1. Trust calibrators 

Regarding the first set of hypotheses, we found that Hypothesis H1 
was fully supported. The results showed that tool accuracy as a 
performance-based trust calibrator (i.e. informing users of it) was sig-
nificant across both online pharmacy and online bank domains, with 
users showing greater trust when the tool accuracy was 90 % than when 
it was 60 %. This finding underscores the point that users need to be 
informed about the accuracy of automated tools to prevent their 
misjudgment on the capability of tools and consequent improper trust 
and improper reliance [51]. Using accuracy as a trust calibrator is 
particularly important for automated security IT that detects and elim-
inates security threats, such as anti-phishing software, as users have 
consistently shown a predilection to ignore such tools even when the 
tool’s accuracy is high [1]. 

According to Hypothesis H2, we expected that tool run-time—a 
process-based trust calibrator—would also influence the level of trust 
that users placed in the tool. This hypothesis was not supported in either 
of the two domains. There are several possible explanations for this 
finding. It is possible that the difference between the one-second and 
four-second delay was not sufficient for users to consider run-time to be 
a concern. Another explanation is that users may follow different 

Fig. 6. Estimated Trust Calibration Model.  
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rationales to interpret run-time depending on how they understand the 
complexity of the detection task carried out by the tool. For example, a 
slow run-time may be interpreted as 1) the tool’s algorithm being 
complex and needing a longer time to process or 2) the tool being poorly 
developed and therefore inefficient and slow. The third explanation is 
that when users have security in mind, they may be willing to tolerate a 
few seconds of delay. Lastly, it is also possible that users attribute the 
delay to other factors, such as a slow Internet or web server, instead of to 
the detector. 

Hypothesis H3a was fully supported across both domains. Our results 
confirmed outcome severity as a purpose-based trust calibrator—more 
severe outcomes are associated with greater decreased trust in the tool 
than less severe outcomes. This finding is important as users often ignore 
tool warnings despite the fact that the cost of a single security incident 
may be exceedingly high [1]. In an effort to create proper tool reliance, 
designers of automated security IT artifacts need to spend additional 
effort making users aware of the magnitude of risk associated with 
ignoring tool warnings. The design of security warnings should draw 
broadly from the literature across domains, including findings on how 
best to display viscerally aversive warnings [91]. With such design, we 
could improve users’ understanding of their decision outcome in the 
context of automated security IT. 

In accordance with Hypothesis H3b, we found that users in the online 
pharmacy domain showed greater trust in the detector for concocted 
websites than for spoof websites, while users in the online banking 
domain showed no significant difference in trust based on type of threat. 
This finding suggests that users may tend to trust the detector more in 
detecting concocted than spoof phishing websites within certain do-
mains. One possible explanation for this is that in unfamiliar domains, 
users do not have a well-known legitimate online entity they can 
reference when detecting a concocted site. Consequently, they may rely 
more on the tool and less on themselves to assess the credibility of the 
novel website as they have less existing information to draw upon. 

Comparing the standardized path coefficients in the estimated TC 
model, we found the effects of our antecedent trust calibrators on trust 
are different based on the relevant path loadings (see Fig. 6). Detector 
accuracy and outcome severity have higher path coefficients and are 
more effective trust calibrators than detector run-time and threat type. 
This finding implies that when users assess the key characteristics of 
automated security IT to form trust, their assessment is based more on 
the performance (accuracy) and purpose (outcome severity due to 
wrong decision) calibrators than the process calibrators. Designers of 
automated security IT artifacts would benefit from the design of warning 
displays that emphasize the most effective trust calibrators, which in our 
case are performance and purpose calibraators. Designers may also 
benefit from designs that provide users with information on the most 
effective trust calibrators to build their proper trust. 

We also examined the effect size of trust calibrators on calibrated 
trust for those significant paths and found that the effect size (f2) values 
ranged from 0.015 to 0.115 (see Online Appendix J). A 30-year review 
on effect size [92] shows that the median observed effect size (f2) is .002. 
Thus, we argue that our trust calibrators are effective in calibrating trust 
with the above median effect size. 

Finally, we conducted a post hoc analysis on the interaction effect of 
trust calibrators on calibrated trust and found no significant interaction 
effect. 

8.2. Outcomes 

With regard to the latter four hypotheses concerning the effects of 
calibrated trust on user performance outcomes, all found support within 
the TC model across both online pharmacy and online banking domains. 
First, the findings from H4 and H5 confirmed the strong positive asso-
ciation between trust in the detector and reliance on it and between trust 
in the detector and future intention to use it. Along with the findings 
from H1-H3, the significance of hypotheses H4 and H5 underscores the 

utility and value of the TC model: with proper antecedent trust cali-
brators in place, it is possible to change users’ security behaviors and 
ensure their appropriate reliance on the tool’s advice. Such changes 
could be accomplished through the paths from trust calibrators→cali-
brated trust in detector→ reliance on and use of detector. These findings 
highlight that trust in the detector is a central conduit that connects trust 
calibrators to desirable user behavior and improved tool performance. 
The findings also imply that designers of automated security IT need to 
be transparent about their tools and manage users’ mental models to 
foster their proper understanding of security IT characteristics. Other-
wise, users tend to be self-reliant even when the automated tool out-
performs them [1]. 

We conducted a post hoc analysis to validate the mediating role of 
calibrated trust in bridging trust calibrators and desirable outcomes 
from the detector. We used the bootstrapping mediation test in Mplus for 
the analysis [93]. As shown in Online Appendix K, all mediating effects 
were significant when the path from the trust calibrator to calibrated 
trust was significant. The findings further confirm the effects of the trust 
calibrators and the central role of calibrated trust. 

Phishing website detection tools are known to suffer from disuse and 
suboptimal performance even when the tool’s accuracy is high [1,13,14, 
22]. Thus, to change users’ security behaviors and increase their reliance 
on the advice of tools, it is critical that tool designers effectively improve 
trust calibrators and inform users about them. In this respect, our study 
answers a call for research on “active exploration for trusting” (AET), a 
methodology that promotes frequent trust calibration and enables trust 
calibration from an ante hoc perspective [32]. We may need more 
empirical and analytical methods to identify users’ inappropriate trust 
and ongoing misuse or disuse behaviors in a timely manner so that we 
can promptly initiate the trust calibration process. 

Reliance on the tool has two important positive consequences: future 
intention to use (H6) and an observed increase in user performance 
(H7). Comparing the standardized path coefficients in Fig. 6, we found 
that reliance on the detector leads to higher user performance in 
avoiding phishing websites compared to a weaker path coefficient of 
future intention to use. This finding is interesting, as it reveals the 
tenuous nature of human-to-automation interactions. While human-to- 
human interactions with positive outcomes may lead to strong loyalty 
[94], human-to-automation interactions do not benefit from the 
emotional bonds found in interpersonal relationships. When it comes to 
users’ reliance on automated tools, today’s acceptance of advice does 
not necessarily translate into future use. Any misjudgment developed 
during usage could break prior established trust. This finding is a 
microcosm of a larger problem with enterprise security: while security 
managers are constantly looking to upgrade existing security IT artifacts 
and add new ones, they also have to continually increase employees’ 
security awareness and motivation to use security tools and comply with 
security policies [95]. According to a Gartner survey [96], enterprise 
security expenditures increased an estimated 8% each year since 2016 
due to the persistent threat landscape and more high-profile cyber-
attacks. Our findings suggest that increasing expenditures with the goal 
of having more advanced automated security systems including detec-
tion systems may be just one pillar required to achieve strong security. 
Routinely educating employees and calibrating their trust in such sys-
tems for proper use and reliance may be a second key pillar. 

Another positive consequence of reliance on the detector is users’ 
improved ability to detect phishing websites, per H7. People generally 
perform poorly when it comes to detecting deception, and individuals 
are particularly ill-equipped to detect phishing websites [1,15]. Our 
findings regarding H7, combined with the findings from H1-H4, provide 
holistic support and value for the TC model: calibrated trust based on 
carefully selected trust calibrators can improve users’ detection 
capabilities. 

Specifically, we have shown an important pathway that could lead to 
increased tool performance: carefully identified and employed trust 
calibrators→calibrated trust→proper reliance on tool advice→improved 
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users’ ability to avoid phishing websites. 
Fig. 7 further illustrates this pathway for participants using the 90 % 

accurate detector (averaged across the three antecedent trust calibrators 
of accuracy, severity of decision outcome, and run-time). We divided 
participants into quartiles based on their calibrated trust (measured on a 
scale of 1–10). Panel A in Fig. 7 shows the histogram of calibrated trust 
with the top quartile (top 25 %) in solid-line columns (green color) and 
the bottom quartile (bottom 25 %) in dash-line columns (peach color). 
Panel B compares the tool reliance of the top and bottom trusting 
quartiles. Our calculations showed that 78 % of the top-quartile users 
(solid line) reported high use of the tool as compared to only 26 % of the 
bottom-quartile users (dash-line). Here, we define ‘high use’ as an 
average of 7 or greater on a 1–10 scale. Panel C shows the distribution of 
participants’ agreement with detector for the top (solid line) and bottom 
(dash-line) quartiles. Likewise, we found the most trusting users (top 
quartile) were generally 20%–25% more likely to agree with and heed 
the tool’s recommendations regarding spoof and concocted websites 
associated with either domain based on objective performance data. 

Panel D shows participants’ performance for the top and bottom 
quartiles. Our computation showed that compared to the least trusting 
users (bottom quartile), the most trusting users (top quartile) were 23 % 
less likely to visit phishing websites, 22 % less likely to browse multiple 
pages on them, 38 % less likely to consider phishing websites legitimate, 
and 39 % less willing to transact with phishing websites. Collectively, 
Fig. 7 panels demonstrate our key points when applied to high per-
forming tools (e.g., 90 % accuracy): users’ trust in detector tools should 
be calibrated, users’ calibrated trust aligns with the tools’ performance, 
and calibrated trust leads to increased users’ reliance on the tool and 
better ability to avoid threats. 

9. Theoretical and practical implications 

This study has significant theoretical and practical implications as 
discussed below. 

9.1. Theoretical implications 

This study makes several contributions to IS research. First, this 
study contributes to IS literature on trust in security IT. By identifying 
phishing-website security tools as a type of automated security IT with 
user choice, this study introduces calibrated trust as a type of trust that 
needs to be calibrated by the trust calibrators to align with the capability 
of detection tools. Prior research in other fields such as human factors 
has long recognized the significance of this concept in automation, 
including in new automated systems (e.g., adaptive cruise control) [38, 
39,45]. However, IS research has been silent about trust calibration in 
security IT. Our study is a significant addition to IS research in trust and 
opens an avenue for the theory-based research in this area. 

Second, this study argues for a theory-guided trust calibration for 
automated security IT, and applies the key theme of automation trust 
and reliance (ATR) framework into the context of phishing-website 
detection tools as exemplars of automated security IT. To the best of 
our knowledge, the ATR framework has not been applied to the IS field, 
especially to the automated security IT research. The contextualization 
of this theory to the study of automated security IT provides a new 
theoretical foundation for future research in this area [75,97,98]. 
Through the contextualization, we propose a theoretical model for trust 
calibration for phishing-website detection tools (referred to as the TC 
model). The TC model contributes to theory in several ways. It identifies 
salient antecedent trust calibrators that are necessary for users to form 
an appropriate degree of trust in an automated security detection tool. It 
provides a theoretical basis for the need to inform users about salient 
trust calibrators to promote an appropriate level of users’ trust in 
detection tools. It provides insight into consequent performance out-
comes of properly calibrated trust, including tool reliance, future usage 
intentions, and improved detection performance. It builds a theoretical 
foundation for trust calibration in the context of automated security IT. 
More importantly, it presents a key pathway from identifying and 
employing trust calibrators of a security tool, to calibrating proper user 

Fig. 7. Appropriate Trust – Impact of Trust in Detector on Reliance and Performance.  
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trust in the tool, to achieving desirable performance outcomes. Thus, the 
contextualization of ATR and the resulting TC model are significant 
theoretical contributions to trust research, especially trust research in 
security IT. 

Third, the empirical validation of the TC model also contributes to IS 
research. More importantly, the study provides empirical evidence that 
we can calibrate trust in the context of automated security IT that allows 
users to make final decisions. With this evidence in hand, this study 
highlights “calibratability” of trust in security IT, an area that has not 
received much attention from IS researchers. 

Lastly, the TC model can be used to guide the investigation of trust 
and trust calibration for other security tools and systems. More specif-
ically, the TC model can serve as a theoretical model to guide the se-
lection of proper calibrators for trust calibration in other security IT 
artifacts and validate their effectiveness. In addition, the TC model may 
be applied to other automated detection tools and systems for trust 
calibration, such as deception detection systems [99] and automated 
interviewing systems [100]. Detection accuracy of such tools and sys-
tems is well below 100 %, and thus a proper level of trust needs to be 
established for increased human-automation performance. 

9.2. Practical implications 

This study addresses a call for research in the relationships between 
trust and IT in general and between trust and automated security IT in 
particular [26,101]. As shown in Fig. 7, while using the tool with the 
same accuracy, users demonstrated significant differences in trust and 
detection performance. Thus, when designing automated security IT 
artifacts, designers must inform users of trust calibrators, particularly 
the tools’ detection accuracy rate. An implementation method, we 
suggest to deliver trust calibrator information to users through warning 
messages (see Panel A in Fig. 4). Warning science suggests that an 
effective warning text may consist of four types of message information: 
a signal word, description of the threat, potential negative conse-
quences, and instructions on how to avoid the hazard [91]. The infor-
mation on trust calibrators can be part of the instruction information of 
warning messges devlivered by the detector. Designers can carefully 
design warnings and their displays to create calibration effects and keep 
users in the feedback loop when using the detector. Vendors of detection 
tools with a high detection rate can gain a business edge by publicizing 
their high detection rates via finding effective ways to communicate 
them to their customers in use of the tool. 

The results of this study also have important implications for IT 
managers, Chief Information Officers (CIOs), and Chief Security Officers 
(CSOs) tasked with enterprise security. Based on findings pertaining to 
the TC model, organizations must consider together the following two 
avenues of their security practice:  

1 Adopting accurate security systems/tools with effective trust calibration 
features whenever possible. In the context of phishing website detec-
tion, benchmarking studies show that state-of-the-art tools are 
approximately 95 % accurate, including proprietary and enterprise- 
grade tools [1,102,103]. Relatively low accuracy can be found in 
some automated systems dealing with complex decisions and tasks 
[104]. Moreover, even with a highly accurate but “imperfect” 
automated system, users still demonstrate low performance due to 
unjustified trust and reliance [17]. Thus, when investing in high 
performance security systems/tools, organizations need to under-
stand the subjective nature of trust in automated security IT and 
consider adopting state-of-the art security systems/tools with 
built-in design features that facilitate trust calibration as much as 
possible. For example, it may be worth preferring tools that provide 
“visible” feedback to users when necessary (e.g., when detecting a 
high click-through rate and low reliance). Ultimately, the key is to 
allow the user to establish an appropriate level of trust in the tool 
that is consistent with its capabilities.  

2 Allocating resources for education and training programs about security 
and trust calibration of security systems/tools. Academics and practi-
tioners both agree that removing users entirely from the security 
loop sometimes is impractical, particularly in the context of phishing 
website detection [11]. Based on our findings regarding the TC 
model, organizations need to appreciate the importance of trust 
calibration and allocate resources for security training and education 
programs that highlight the performance, process, and purpose of 
security systems/tools to foster employees’ better understanding of 
automated security tools’ capabilities—a fundamental prerequisite 
for establishing an appropriate level of trust in automated tools. 
Security education and training programs should not only enhance 
knowledge pertaining to security threats such as phishing websites, 
but endorse a solution- and tool-centric training paradigm in which 
trust calibration is purposefully incorporated. The TC model can 
serve as an evaluative model to assess the effectiveness of such 
training. 

Our work also has implications for experts and individual users. Our 
work has highlighted the importance of trust calibrators for increased 
use and protection against phishing websites. Security experts need to 
increase their focus on detailed reviews of security detections tools in 
terms of trust calibrators. In order to increase their protection perfor-
mance, individuals should insist on having the detailed information 
about trust calibrators and give preference to vendors who provide such 
information. 

10. Limitations and future research directions 

There are limitations in this study. Although we conducted our 
experiment in two distinct domains—online pharmacies and online 
banks—care should be taken when generalizing our results to other 
domains. In addition, our participants interacted with a complex and 
custom-written detection tool (by the necessity of controlled experi-
mental design) instead of interacting with a well-known existing pro-
gram or plug-in. Further care should be taken to consider possible 
influences of tool brand names and participants’ varying experiences 
and prior knowledge of such tools. Moreover, this study was conducted 
in the U.S., and our sample consisted mainly of young participants. 
Research should replicate our work with data from other countries and 
older populations. Moreover, calibrated trust can fluctuate under 
different conditions, and can change along with long-term interactions 
with the system [32,33,37,38]. It would be of interest to examine how 
calibrated trust fluctuates as a result of experiencing loss due to attacks 
and other events while using the tools. Future research needs to develop 
measures specific to calibrated trust in the context of automated security 
tools. Furthermore, for the sake of realism, we used a progress bar to 
visualize run-time, representing the tool’s process. More work is needed 
to identify additional proxies for the inner processes of detection tools, 
including alternative methods of informing users about the detector’s 
run-time, such as a progress bar with text information, animation, or 
other visualization methods. 

Our research opens several new research avenues. First, the TC 
model demonstrates the importance of identifying proper trust calibra-
tors. As shown in our results, not all calibrators exhibited significant 
calibrating effects. In our case, the tool’s performance-based feature of 
accuracy and its purpose-based feature of decision outcome severity are 
more influential calibrators than the other two calibrators. Thus, more 
research may be needed to understand the difference in effect size of 
trust calibrators by addressing the following research question: Do all 
trust calibrators exhibit the same (or similar) calibrating effects on 
automated security IT artifacts that perform different tasks or have 
different levels in user control? Answering this question would help 
further strengthen our understanding within the TC model framework. 

Second, there is no endpoint to trust calibration, and trust evolves 
over time [37,38]. Researchers need to investigate how trust in 
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automated security IT with user choice changes in response to personal 
and social events and experiences. Additionally, once a disuse behavior 
or overuse behavior has already occurred, it is often too late to change 
the damaging effects of the behavior via trust calibration [68]. There-
fore, finding ways to identify a user’s misplaced trust and the best time 
to calibrate/recalibrate it to build and maintain an appropriate level of 
trust remains a challenging research question that warrants an answer 
[32,37]. Indeed, finding the optimal level of trust is also a research 
challenge [32]. Moreover, finding an effective way to convey the in-
formation about trust is another interesting topic for future research. 

Further, finding an effective way to convey the information of trust 
calibrators of a security tool to users (e.g., through security warnings) is 
also an important topic. Both warning sciences and Lee and See [33] 
suggest that where, how, and when to display such information could 
influence the effect of trust calibration. The design of the interface and 
placement of the trust calibrators constitute important areas for further 
research. 

Another direction for future research is to evaluate the TC model in 
alternate domains such as social media, which is increasingly being 
targeted by phishing attacks and has important strategic implications for 
organizations that use it for internal communication (e.g., Slack) or 
customer engagement and support (e.g., Twitter). Moreover, this study 
focuses on individual users without exploring trust calibrators related to 
other external contexts—such as organizational and cultural contexts. 
Future research may also consider investigating the trust calibration 
effects on security IT in such contexts. 

Finally, it would also be beneficial to explore the influence of 
different IT platforms on security behavior and trust calibration of se-
curity IT, such as mobile computing, cloud computing, and other plat-
forms. In all these cases, the TC model may provide a clear path for 
conducting future research along these avenues. 
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