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Abstract
The purpose is to make full use of data mining and machine learning technology 
under big data to improve the ability of trade financial enterprises to cope with the 
risk of excessive financialization. In view of the above needs, based on previous 
studies, genetic algorithm (GA), neural network and principal component analysis 
(PCA) methods are used to collect and process the data, and build a risk assess-
ment model of excessive financialization of financial enterprises. The performance 
of the model is analyzed through the data of specific cases. The results suggest that 
the data mining technology based on back propagation neural network (BPNN) can 
optimize the input variables and effectively extract the hidden information from the 
data. The specific examples show that most of the current enterprises do not have 
greater financial risk. However, most of the financial enterprise indexes show that 
the actual enterprise assets are gradually financialized. The total accuracy rate of 
financial risk assessment model based on deep belief network (DBN) is over 91%, 
and the accuracy of the model can reach 80% even if the sample size is small. There-
fore, the financial risk assessment model proposed can effectively analyze the rele-
vant financial data, and provide reference for the financial decision-making research 
of financial enterprises.

Keywords  Artificial neural networks · Risk assessment · Genetic algorithm · 
Financialization · Data mining
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1  Introduction

With the continuous development of the world economy in recent years, more 
and more enterprises are active in the financial market, which promotes the sus-
tainable development of the national economy. However, the following problems 
are the fracture of many enterprise capital chains due to the poor risk awareness, 
financial market turbulence, commercial fraud or mismanagement. Small enter-
prises are on the verge of bankruptcy because of their poor ability to resist risks, 
which is mainly because more enterprises do not invest in the real economy but 
pay more attention to virtual financial markets (Anginer et  al., 2018). With the 
advent of big data era, although the risk control model of enterprises plays a cer-
tain role in credit management, due to the lack of deep understanding of data, the 
corresponding model accuracy is low, and it is unable to evaluate the borrower 
comprehensively (Florio & Leoni, 2017). Due to the more in-depth research on 
big data tools by many scholars, more and more methods are applied to the finan-
cial field (Trelewicz, 2017). Traditional risk control model has problems such 
as single dimension and limited assessment ability. However, using data min-
ing method can analyze the data of financial industry in depth, involving many 
dimensions and more comprehensive assessment (Moradi & Mokhatab Rafiei, 
2019). With the establishment of distributed database and the gradual maturity of 
various data platform architectures, more data are stored and calculated, and the 
dimensions of data analysis are also wider (Medvedev et  al., 2017). Especially 
with the construction of Hadoop cloud computing platform, the distributed com-
puting ability of big data has been greatly improved, and the data foundation and 
computing ability are more efficient. Compared with the traditional risk control 
model, the model based on big data has great changes in the amount of informa-
tion and accuracy (Ding et al., 2019; Ivanov et al., 2019). Big data can improve 
the credit system and help trade enterprises reduce credit risk (Saura et  al., 
2019; Urbinati et  al., 2019). Data mining can use the network data to improve 
the scoring model and optimize the approval process through the integration of 
algorithms, so as to form a sustainable closed-loop management mode (Aldridge, 
2019). Therefore, the use of data mining and its application in financial risk 
assessment has become one of the hot spots in this field.

Machine learning is a branch of artificial intelligence, which enables the sys-
tem to learn automatically and improve from experience without explicit pro-
gramming (Gu et al., 2020). The use of data mining and machine learning tech-
nology can be a good solution to the risk of trade enterprises. Among them, Zhu 
et  al. (2019) proposed an enhanced hybrid integration algorithm by combining 
the two classical integration algorithms of random space and MultiBoosting, 
which can significantly improve the accuracy of predicting the credit risk of small 
and medium-sized enterprises (Zhu et  al., 2019a); based on the relevant algo-
rithms of big data machine learning, Yang (2020) constructed a variability model 
to adapt to early warning and control of financial risks, which minimizes the 
risks of financial enterprises and maximizes the interests of enterprises (Yang, 
2020); Kim et  al. (2019) proposed a machine learning financial risk detection 
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and classification method based on feature selection, which can reduce enterprise 
financial risk by 10% (Kim et al., 2019); Gulsoy and Kulluk (2019) proposed an 
objective risk measurement method for the loan process of small and medium-
sized business companies, and performed the classification task of data mining 
by collecting the data of current customers in the process of bank credit assess-
ment (Gulsoy & Kulluk, 2019). It suggests that the application of data mining and 
machine learning in the financial field, especially in the financial risk manage-
ment and control, is the trend of the times. However, in the related studies, differ-
ent machine algorithms are not compared and analyzed, and the prediction accu-
racy of risk control is low, which seriously restricts the development of related 
enterprises.

Therefore, based on the above problems, machine learning and data mining algo-
rithms are introduced into the risk assessment of financial enterprises. Back propa-
gation neural network (BPNN) algorithm has strong learning and nonlinear mapping 
ability, data mining algorithm can effectively deal with complex and changeable 
financial data, deep belief network (DBN) can efficiently process and classify data, 
so it is conducive to deal with the problems faced by financial enterprises, and has 
certain feasibility. The above methods are used to build a suitable data process-
ing and risk assessment model, which has a very important practical value for the 
assessment of financial enterprises and the processing of enterprise data.

This exploration is divided into five parts. The first part is the introduction, which 
is to put forward the importance of studying enterprise financial risk assessment, 
introduce data mining and machine learning theory, and determine the main research 
ideas. The second part is literature review. Through the analysis of the related 
research of data mining and machine learning in the field of financial risk control, 
the existing problems in the current research are clarified. The third part is to intro-
duce the research methods, put forward the financial enterprise data processing and 
risk assessment model, and describe the details of the specific modeling, parameters 
and datasets. The fourth part is to discuss the research results, analyze the examples 
of the proposed model, obtain the performance and advantages of the model, and 
compare the proposed model with other algorithms. The fifth part is the conclusion, 
including the conclusion, actual contribution, limitations and future prospects.

2 � Recent Related Work

2.1 � Financial Risk Assessment Based on Data Mining

There are many studies about the application of data in financial risk assessment. 
However, most of the studies tend to separate the data from the model when discuss-
ing the relationship between the data and the model, ignoring the influence of the 
data characteristics on the model selection. When the model is used, some assump-
tions usually need to be made. If these assumptions are ignored, the effectiveness of 
the model may be greatly reduced. Jin et al. (2018) found that data mining technol-
ogy has a good performance in the research of uncertainty theory. Through three 
improved association rule algorithms, the efficiency of data mining was greatly 
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improved. Meanwhile, the concept hierarchy tree model of enterprise financial risk 
and the financial crisis early warning model of dynamic maintenance of time series 
were proposed. It was verified that the algorithm is suitable for enterprise financial 
risk analysis and crisis warning (Jin et al., 2018); Tavana et al. (2018) proposed a 
model using artificial neural network and Bayesian network, used the model to ana-
lyze the related finance, and found that the data mining method is applicable and 
has high efficiency, accuracy and flexibility (Tavana et al., 2018); Kara et al. (2020) 
developed a financial risk processing framework based on data mining to identify 
and evaluate the risks of different types of enterprises in the supply chain. The 
results reveal that the model can find hidden and useful information from unstruc-
tured risk data, so as to make wise risk management decisions (Kara et al., 2020); 
Pejić et al. (2019) found that with the support of big data technology, information 
stored in various sources of semi-structured and unstructured data can be collected, 
which is a better way to deal with financial enterprise risk assessment (Pejić Bach 
et al., 2019).

2.2 � Financial Risk Assessment Based on Machine Learning

Many scholars have reported the research of machine learning in the field of finan-
cial risk assessment. Chen et  al. (2017) studied the difference between the risk 
control of the Internet financial industry in the aspect of loan default and that of 
the traditional financial industry in the aspect of loan default, and found that the 
Internet financial industry has learned from many methods of the traditional finan-
cial industry in the aspect of risk control (Chen et  al., 2017); Weng et  al. (2018) 
predicted the Internet financial data by constructing a regression model based on 
kernel function, and verified that the model is superior to the existing methods in 
risk control (Weng et  al., 2018). Sun et  al. (2018) used logistic regression model 
to calculate loan default probability of people with different credit, which provided 
ideas for the further improvement of credit scoring card model (Sun & Vasarhelyi, 
2018); in order to solve the problem of financial risk assessment more effectively, 
Gigović (2019) trained more than 300,000 pieces of data by using logistic regres-
sion model, support vector machine (SVM) and ensemble learning model random 
forest, and realized the automatic system of data processing and data modeling 
(Gigović et al., 2019); Zhu et al. (2019) predicted the default of online loan users by 
using the ensemble learning model random forest, so that the probability of default 
of users can be quantified, and a better credit rating system has been established 
(Zhu et al., 2019b); Thackham and Ma (2020) took a vehicle loan platform as the 
research object, constructed logistic regression model and Cox model, and studied 
the factors that affect users’ default after borrowing. The results reveal that the fac-
tors positively correlated with the default rate of loan are: registered residence in the 
field and historical default records, while the factors negatively correlated with the 
loan violation rate are that relatives know the high credit rating (Thackham & Ma, 
2020); Gao (2021) studied the experience of traditional micro lending in risk control 
and the role of bank’s credit assessment system in risk control. On this basis, the 
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risk factors in online lending were re added, and a new risk control model was con-
structed by using BPNN (Gao, 2021).

2.3 � Related Research Summary

To sum up, more and more models are used in the field of credit risk classifica-
tion. With the development of technology, the performance of the model is also 
improving. However, there is still a lack of research on the relationship between data 
features and model selection. In the field of credit risk, so far, there is no research 
on the data characteristics of credit data to make clear guidance for model selec-
tion. Therefore, the introduction of data-driven in credit classification modeling will 
significantly improve the classification effect, and then make the credit classifica-
tion results more reliable. Literature research on risk control model mainly focuses 
on the identification of loan default in traditional financial industry. The research 
method is mainly to use single or individual algorithm to build the model, and the 
research on the comparison of multiple models is relatively less. In the application 
of Internet financial risk control model, the comparative study of many different 
types of machine learning algorithms can provide reference and basis for algorithm 
selection.

3 � Method

3.1 � Data Mining Technology Based on Artificial Neutral Network (ANN)

The core of finance is risk control. With the development of Internet technology, 
financial risk prediction is combined with big data analysis to establish a sound 
financial risk control system and promote the development of financial enterprises. 
By collecting all kinds of internal and external risk data, big data platform enriches 
the dimensions of risk data assessment and provides strong support for risk control. 
Data mining technology relies on application scenarios to mine risk attributes in risk 
data, build a complete data analysis system, and form a three-dimensional big data 
risk control system. The big data risk control system covering the whole life cycle 
of financial enterprises has been established to conduct integrated analysis on the 
breadth, depth and freshness of the risk data existing in the enterprise finance, cov-
ering the risk control requirements of all links (Abdulameer, 2018).

ANN is to solve problems intelligently by studying the structure and thinking 
processing mode of human brain physiological structure. ANN consists of a large 
number of simple neurons. The interconnection between neurons is essentially a 
mathematical model. By adjusting the connection weights between neurons, the 
input and output sample information is learned, the information hidden in the sam-
ple data is mined, and the ability of new samples to predict the results is obtained 
(Mrówczyńska et  al., 2020). When BPNN carries out data training, the signal 
propagates forward, and when the output value is different from the ideal result, 
the network will adjust the parameters among the neuron layers through the error 
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back-propagation, so as to minimize the prediction error square of the model (Sadiq 
et al., 2020). The structure of BPNN includes input layer, hidden layer and output 
layer. The neurons between the layers are connected, while the neurons in the layers 
are not connected. BPNN with hidden layer can fit the nonlinear function at any pro-
gress, effectively deal with the prediction problem with complex internal relation-
ship, and do not need to describe the mapping relationship (Das et al., 2018; Khan 
et  al., 2017). Therefore, in the data mining and prediction of financial enterprise 
financialization, BPNN has a good processing effect, so the data mining technology 
of enterprise financialization is established based on BPNN.

Principal component analysis (PCA) is a process of computing the original data 
matrix and generating a new linearly independent combination by means of dimen-
sionality reduction. By combining variables, the data information in the original data 
is retained, and the combined variables with linearly independent are obtained (Asghari 
& Nematzadeh, 2016). Genetic algorithm (GA) is a complex evolutionary process from 
low level to high level by simulating the selection, inheritance and variation of organ-
isms in nature. Figure 1 shows the algorithm flow. Therefore, the natural selection pro-
cess is combined with natural genetic method in the biological world, and the opti-
mal solution is iteratively searched in the sample selection process through the process 

Fig. 1   GA flow chart
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of chromosome replication, crossover and variation (Chen et al., 2020a; Chiba et al., 
2018; Tang et al., 2020). GA has the following advantages: (1) it can search and solve 
non numerical problems by chromosome coding, and has good parallel ability; (2) it 
can improve the flexibility of the algorithm by using objective function as search infor-
mation, and the genetic operator used has good scalability; (3) it has good search ability 
and prediction ability (Senthil & Ayshwarya, 2018; Sornam & Devi, 2016). Therefore, 
GA has a good application effect in processing engineering optimization and financial 
analysis and prediction.

PCA is used to reduce the dimension of data, project the data from the high-dimen-
sional space to the low-dimensional space, re-express the data, and reduce the impact of 
data with increasing differences in classification. Moreover, the dimensionality reduc-
tion processing can re-select the data and select the data which has a greater effect on 
network classification from the original data combined with the relevant performance 
indicators (Alharbi & Alghahtani, 2019). Then, combined with the process of replica-
tion, crossover and variation of GA, the suitable fitness function is selected to guide 
the evolution process, and the high-quality genes are inherited to the next generation. 
Finally, the individuals with good quality are obtained and survive with a high prob-
ability. Therefore, GA is used to select the initial variables.

Based on this idea, GA-BPNN model is proposed. Figure 2 shows the structure of 
GA-BPNN. In this model, the fitness function represents the reciprocal of the sum of 
the squared errors between the output value and the actual value of the neural network.

(1)f (x) =
1

mse

(2)mse =

n∑
i=1

(pi − ti)
2

Fig. 2   GA-BPNN combination model
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x represents chromosome, p represents actual value of target variable, t represents 
predicted value, and mse represents sum of the squared errors. The fitness function 
is used to get the combination of variables with small prediction error and eliminate 
the variables with poor prediction results.

In order to accurately describe the performance of GA-BPNN (Genetic Algo-
rithm Back Propagation Neural Network) combination model, mean absolute 
percentage error (MARE), mean absolute percent error (MAPE), root mean 
square relative error (RMSRE), root mean square percentage error (RMSPE) 
and mean square percent error (MSPE) are used for comparison and verification. 
The calculation equations of MARE, MAPE, RMSRE, RMSPE and MSPE are 
as follows.

At and Pt represent the actual output value and theoretical output value in period t , 
and T  represents the sample size. These indexes represent the difference between 
the actual value and the ideal value of the model output. Therefore, the smaller the 
index value is, the better the output of the model is (Aljarah et al., 2018; Ijjina & 
Chalavadi, 2016). The financial reports of 1000 financial enterprises are selected as 
experimental data to train and test the model. First, the combination model is used 
to reduce the dimension of the obtained data, the iterations of GA are 50, and the 
number of neurons in BPNN input layer is 30. The output optimization model is 
studied systematically. Then, the BPNN is used to mine the financial data of finan-
cial enterprises.

(3)MARE = T−1

T∑
t=1

||||
At − Pt

At

||||

(4)MAPE = T−1

T∑
t=1

||||
At − Pt

At

|||| × 100

(5)RMSRE =

[
T−1

T∑
t=1

(
At − Pt

At

)2
] 1

2

(6)RMSPE =

[
T−1

T∑
t=1

(
At − Pt

At

)2

× 100

] 1

2

(7)MSPE = T−1

T∑
t=1

(
At − Pt

At

)2

× 100
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3.2 � Risk of Excessive Financialization of Financial Enterprises

The development situation of the world financial enterprise organization is con-
stantly changing. Enterprises turn to group development, business tends to be diver-
sified, industrial boundaries are gradually blurred, cross industries are formed, and 
the development income is increasing. With the development of financial liberali-
zation, driven by interests, entity enterprises are keen to invest in financial assets, 
which is called enterprise financialization (Bonizzi et  al., 2020; Pariboni et  al., 
2020). The financial risk control model based on big data is used to analyze the risk 
data and to analyze and evaluate the current degree of enterprise financialization. 
According to the assessment results, scientific risk control should be implemented. 
Since there is no unified definition of enterprise financialization risk, the measure-
ment of enterprise financialization is not uniform. At present, the research includes: 
the ratio of financial asset holding to total asset, the ratio of financial channel income 
to annual total income, the ratio of financial activity investment payment to enter-
prise investment activity total expenditure are used to quantify the degree of enter-
prise financialization. The financial level of enterprises will be quantified and ana-
lyzed from three aspects: financial assets and asset financialization, financial income 
and income financialization, financial investment and investment financialization.

(1)	 One aspect of enterprise financialization is that the enterprise transfers part of 
its assets from the production and operation field to the financial field, which 
is finally reflected in the financial assets of the enterprise’s balance sheet. The 
degree of enterprise financialization can be described by the scale of financial 
assets and the proportion of financial assets. According to the regulations of 
the Accounting Standards for Business Enterprises, monetary funds, long-term 
receivables and interest receivable, investment real estate, loans and advance in 
cash, are eliminated (Davis, 2017). The equations of enterprise financial assets 
Fass and asset financialization F_ass are as follows.

Fass is financial assets; FD is financial derivatives; TFA is trading financial 
assets; AFA is available-for-sale financial assets; BFA is buying back the sale of 
financial assets; HMI is held-to-maturity investment; LAA is issuing loans and 
advance in cash; F_ass is asset financialization; and TA is total assets.

(2)	 Another manifestation of enterprise financialization is to use the financial assets 
held by the enterprise for financial investment, and to maximize the value of 
shareholders by the income from investment. The degree of enterprise financiali-
zation can be reflected by the status of enterprise financial income and the ratio 
of financial income to operating profit. Financial income includes investment 
income and profit and loss from fair value changes, but there are differences in 

(8)Fass = FD+TFA+AFA+BFA+HMI+LAA

(9)F_ass=
Fass

TA
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interest income and exchange earning (Bortz & Kaltenbrunner, 2018). Therefore, 
only investment income and profit and loss from fair value changes are regarded 
as financial income, and financial channel profit is analyzed from both broad and 
narrow sense. The equations of financial income and income financialization are 
as follows.

LI is investment income; GLC is profit and loss from fair value changes; GIAJV  
is investment income of associated enterprises and cooperative enterprises; 
Fben is financial income; F_ben is income financialization; OP is operating 
profit.

(3)	 For the quantification of financial assets in the previous sections, the cash in bank 
and cash in stock of financial enterprises are not considered, but these funds are 
used for the operation of production costs and financial investment. Therefore, 
the level of enterprise financialization can be also reflected through the financial 
investment status of financial enterprises and the proportion of financial invest-
ment in the cash outflow of investment activities. Financial investments are 
represented by cash paid for investments in the statement of cash flows. From 
the static point of view, the higher the ratio is, the higher the level of enterprise 
financialization is; from the dynamic point of view, the increase of the proportion 
indicates that the degree of enterprise financialization is deepening year by year 
(Cupertino et al., 2019; Grossule, 2019). Therefore, the equations of financial 
investment Finv and investment financialization F_inv of financial enterprises 
are as follows.

	   DCPI represents cash paid for investment; Finv represents financial invest-
ment; DFI represents cash outflow from investment activities; F_inv represents 
investment financialization.

Through the extraction of data from the balance sheet, profit statement and 
statement of cash flows of financial enterprises, the indexes related to the finan-
cialization of financial enterprises are established. The absolute quantitative 
indexes include the amount of financial assets, financial income and financial 
investment; and the relative quantitative indexes are asset financialization, income 
financialization and investment financialization (Pernell, 2020). Through different 
quantitative indexes, the degree and trend of financial enterprise financialization 
are analyzed.

(10)Fben = LI + GLC − GIAJV

(11)F_ben=
Fben

OP

(12)Finv=DCPI

(13)F_inv =
Finv

DFI
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3.3 � Financial Enterprises Financialization Risk Assessment Model based on DBN

In order to evaluate the risk of excessive financialization of financial enterprises, 
relevant financial risk measurement and early warning models are used for refer-
ence and combined with machine learning algorithm to establish a risk assessment 
model suitable for financial enterprise financialization degree assessment. Through 
the study of DBN, the improved DBN of classification partitioning restricted Boltz-
mann machine (CPRBM) is proposed, which can fully mine the characteristics of 
labelled data in financial enterprise data, and effectively monitor the financialization 
degree of enterprises.

Neural network is a multi-level network established by simulating the information 
transmission between neurons in human brain, including input layer, hidden layer 
and output layer. The neural nodes between adjacent layers are connected. The neu-
rons in the layer are not connected. Traditional neural network training uses the iter-
ative optimization method of weight adjustment to find the optimal solution. How-
ever, it is easy to produce local optimal solution, and the efficiency is low (Alameen 
& Gupta, 2020; Lim et al., 2018). Therefore, the deep learning method is used to 
train the neural network layer by layer, and multi-layer neural network is established 
for unlabelled data. Through massive data training, the network extracts and classi-
fies the features of relevant data to form a new feature neural network finally. DBN 
is a multi-level neural network which integrates deep learning and feature learning. 
DBN adopts unsupervised learning method for layer by layer training, so its struc-
ture consists of multi-layer unsupervised RBM and one layer of supervised ANN 
(Alameen & Gupta, 2019). Figure 3 shows its structure.

DBN is composed of many RBM units. RBM is an ANN composed of random 
neurons. The neurons form a full connection, with a hidden layer and a visible layer. 
RBM neurons are random neurons, the value of state is determined by probability 
and statistics, and the output state is a binary parameter (Huda et al., 2018). Boltz-
man machine (BM) model has strong unsupervised learning ability, which can 
extract data features from complex data. However, the training speed is slow and the 
calculation accuracy is low, so it is difficult to get the required samples. Compared 

Fig. 3   DBN structure diagram
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with BM, RBM is an undirected graphical model, which adopts intra layer connec-
tionless. The structure consists of visible nodes and hidden nodes. The visible layer 
is the bottom layer of the network, and the hidden layer is the top layer of the net-
work. The two layers are connected by weight. However, if the RBM visible layer 
unit state is given, the activation condition of hidden layer unit is independent (Ali 
et al., 2020; Chemweno et al., 2018). Through the obtained internal random sam-
ples, with the increase of the hidden layer in the network, the calculated results can 
approximate the discrete distribution arbitrarily.

First, the learning process of DBN is bottom-up unsupervised learning. The net-
work is trained layer by layer using unlabelled training data to extract features from 
the data (Harshvardhan et al., 2020). Second, the last layer of BPNN receives the 
feature information from RBM (Restricted Boltzmann machine) network and con-
ducts supervised learning to train entity relation classifier. According to the data 
characteristics of financial enterprise financialization, DBN based on classification 
learning RBM is proposed. The weight of RBM is increased for label related pen-
alty terms, and the penalty term obeys Gaussian distribution. Third, RBM uses the 
label information to punish the weights in training, which can stimulate the learning 
ability of the relevant weights on the label information, and effectively improve the 
extraction of label features by the network. Finally, in the DBN network fine tuning 
stage, it is necessary to stop the penalty term and get the weight value highly related 
to the label information (Vidhya & Shanmugalakshmi, 2020).

In order to improve the learning ability of DBM, partition function is added to 
RBM and label is introduced into training to establish the CPRBM (Chrome Plated-
Restricted Boltzmann machine). The model has a visible layer, two hidden lay-
ers, and an output layer (Fig. 4). Where, xlabel represents sample data, ylabel repre-
sents sample label, w1,w2,w3 represent connection weight between two layers, and 
Penalty represents penalty term of classification partitioning. Red line represents the 

Fig. 4   RBM structure chart of classification partitioning
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bottom-up generation process of RBM data in the first stage; the green line repre-
sents the second stage fine tuning data generation process.

First, the v and h1 layers of RBM are trained, and then the h1 and h2 layers are 
trained. The generation probability equation is obtained as follows.

Parameters such as weight and bias are adjusted according to the reconstruction 
error principle. The penalty item of classification partitioning is generated by label 
data. It acts on the connection weight and bias between the visible layer and the 
hidden layer, and plays a regulating role in the training network model (Ajesh et al., 
2020; Harrou et al., 2018). Classification partitioning RBM needs to set the param-
eters of Gaussian classification penalty vector for each hidden layer. The classifica-
tion partitioning matrix q is as follows.

For the sample of each hidden layer, only the multiplication vector is used to pro-
cess the sample, and then the penalty vector of this layer is as follows.

The purpose of classification partitioning is to increase the uncertainty of net-
work training, and at the same time give different penalty weights to different train-
ing datasets, resulting in different effects of weights.

3.4 � Model Training and Parameter Setting

(1)	 Index selection literature analysis shows that risk analysis based on financial 
indicators alone cannot meet the market demand, so the data will be input from 
the perspective of financial indicators and non-financial indicators. Regarding 
financial indicators, debt-paying ability indicators should be more concerned in 
the early warning of the company’s credit risk, because it can more directly affect 
the credit risk of listed companies. Once the debt-paying ability indicators fluctu-
ate abnormally, the enterprise is not far away from the occurrence of credit risk. 
Hence, five representative financial indicators are selected, which are current 
ratio, quick ratio, cash flow interest protection ratio, debt to asset ratio and cash 
ratio. Profitability also exerts a very crucial impact on credit risk early warning, 
reflecting the size of the profitability of enterprises in the market. Hence, four 

(14)p(h1 = 1|v) = sigmrnd(vw1T )

(15)p(v�
1
= 1|h1) = sigmrnd(h1w

1)

(16)p(h�
1
= 1|v�

1
) = sigm(v�

1
w1T )

(17)Q =

⎡⎢⎢⎢⎣

q11 q12 ⋯ q1Snum
q21 q22 ⋯ q2Snum
⋮ ⋮ ⋱ ⋮

qm1 qm2 ⋯ qmSnum

⎤⎥⎥⎥⎦

(18)q = yQ
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profitability indicators are selected, which are sales gross profit margin, return 
on equity, return on total assets and sales cash ratio. The operation ability affects 
the management level of the enterprise, so it exerts an impact on the credit risk 
of the listed enterprises. Operation ability is the guarantee for an enterprise to 
maintain normal and reasonable operations. Three representative operational 
capability indicators are selected: receivables turnover ratio, inventory turnover 
ratio, total assets turnover. Development ability reflects the future development 
level of the enterprise and also exerts a direct or indirect impact on the credit 
risk of listed companies. Enterprises with strong development ability have better 
market prospects, and their ability to bear credit risk will become increasingly 
stronger. Thereby, the increase rate of main business revenue, growth rate of 
operating profit, net profit growth rate, and net assets growth rate are selected as 
four financial indicators to represent the development ability of the enterprise 
(Shen et al., 2019).
	  The indicator of the enterprise scale is selected from the perspective of the 
enterprise scale. Generally, the larger scale indicates the stronger the ability to 
resist economic risks and the greater the credibility in the hearts of investors. 
The employee quantity is employed as an indicator since it is a crucial factor 
to measure the scale of an enterprise (Yan et al., 2019). The industry cognition 
indicator is selected from the perspective of industry cognition. Generally, the 
longer the enterprise is established, the more experience it has in the industry. 
Hence, it can better grasp the development law of the industry and the impact of 
other economic fluctuations on the industry. Therefore, the industry cognition 
index is measured by the time of establishment. Considering that the operation 
of enterprises may be affected by external legal proceedings, the number of legal 
proceedings also reflects the size of the judicial risk of the normal operation 
of enterprises to a certain extent. Therefore, the judicial risk indicator is also 
included as a non-financial indicator to evaluate the credit status of enterprises, 
and is measured by the number of legal cases of enterprises (Yan et al., 2019).

(2)	 Data source most of the operation mode of financial companies differs from 
that of other types of companies. For example, most of them do not have inven-
tory in their operation. Hence, there is no accounting account for inventory, 
and financial indicators such as inventory turnover rate cannot be obtained. 
Consequently, the non-financial listed companies listed in Shanghai and Shen-
zhen stock exchanges are selected. Obviously, the annual reports of enterprises 
audited by accounting firms can reflect the financial situation of enterprises 
more objectively and fairly, so the financial data collected come from the annual 
reports of listed companies. The collected non-financial index data comes from 
the industry-recognized data collection platform Tianyancha and Qichacha. All 
the listed companies in Shanghai and Shenzhen Stock Exchange are selected as 
the sample of the credit crisis to ensure the comprehensiveness of the sample. 
The remaining sample is 56 in total by excluding the financial listed companies 
and some samples with missing data; after the financial listed companies and 
missing samples are eliminated from the 200 component stocks of CSI Midcap 
200 index, 170 non-financial listed companies are obtained as normal credit 
samples without default risk, a total of 226 samples. Finally, the ratio of normal 
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credit sample companies to abnormal credit sample companies is about 3:1. 
The financial data and non-financial data of 226 sample companies in 2016 are 
counted. The 226 sample companies are randomly divided into two groups. The 
first group is a training group that consists of 158 samples of 39 ST companies 
and 119 normal credit companies; the second group is the test group, including 
17 samples of ST companies and 51 samples of normal credit companies, a total 
of 68 samples. The ratio of training group to test group is about 7:3.

(3)	 Model parameters regarding BPNN, the maximum training times are set to 100 
times, the trainlm function is used for training, the mean square error is set 
to le-7, the learning rate is set to 0.01, and the momentum factor is set to 0.9. 
For SVM, σ is set to 1.5. In PCA, mtry is set to 2, ntree is set to 500, and other 
parameters are set to default. For the LSA model, refresh time is set to 30 s, 
N-bit is set to 1, E-bit is set to 0, and the range of group step timer is from 10 
to 1800s. The parameters of the DTA and RFA models are consistent with that 
of the LSA model. For the LGBM model and DBN model, the learning rates of 
retraining and fine-tuning are both 0.05, and the mini-batch size is 100. Since 
the classification accuracy of samples tends to be stable after 20 iterations, the 
number of iterations (epoch) of samples is set to 20. For different combinations 
of layers and hidden layer nodes, the performance of the model is the best when 
the number of layers of DBN is 3 and the number of hidden layer nodes is 64.

4 � Results and Discussion

4.1 � GA‑BPNN Performance

Figure  5 shows the MARE, MAPE, RMSRE, RMSPE and MSPE results of GA-
BPNN training and prediction errors.

Fig. 5   Performance evaluation of GA-BPNN model
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Figure 5 shows that the application of GA makes up for the problem that BPNN 
cannot select suitable variables. GA-BPNN has good effect in optimizing input vari-
ables, and can effectively extract hidden information from data. Therefore, GA com-
bined with PCA method can effectively improve the extraction effect of BPNN.

4.2 � An Analysis of the Financialization of China’s Financial Enterprises

The degree of financialization in the life cycle stage of Chinese financial enterprises 
from 2015 to 2019 obtained from data mining is analyzed. Figure 6 shows the result.

Figure 6 shows that the absolute index of enterprise financialization is on the rise. 
The amount of financial assets and financial investment of the entity companies are 
increasing year by year, but the financial income is fluctuating. Among the relative 
indexes, asset financialization showed an upward trend after 2015; although income 
financialization was unstable in those years, the overall proportion was as high as 
25%; investment financialization continued to increase year by year after 2015. 
Generally, the problem of over financialization has not yet occurred in enterprises. 
However, the financial indexes show that the real enterprises are changing from real 
to virtual and huge amount of enterprise wealth is transferred to financial indus-
try. Therefore, it is necessary to prevent the financial crisis caused by the bubble of 
the financial industry, and assess and warn the possible phenomenon of enterprise 
financialization.

4.3 � Performance Analysis of DBN

The accuracy of the algorithm is verified in three cases: (1) the training dataset of 
medium scale sample includes 4100 sample data. 60% are randomly selected for 
training, and 40% are randomly selected for testing. Figure 7 shows the classification 

Fig. 6   Analysis of the degree of financialization of China’ financial enterprises from 2015 to 2019
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results. Among them, the first type of accuracy represents the sample results with 
classification of 1, and the second type of accuracy represents the sample result with 
classification result of 0; (2) in the testing dataset of small scale sample, the total 
number of samples is 2000, and the proportion of data classified as 0 and 1 is 1:1; 
there are 1600 training data and 400 testing data, and Fig. 8 shows the classification 
results; (3) for the testing dataset of small scale, 60% labelled samples are deleted, 
so that the ratio of the number of samples classified as 1 to that classified as 0 is 1:3; 
Fig. 9 shows the classification results.

Figure  7 shows that RBM and CPRBM have excellent classification training 
probability. Moreover, the performance of the optimized CPRBM algorithm is 

Fig. 7   Test results of medium scale testing dataset

Fig. 8   Test results of small scale data sample set
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better than that of the RBM algorithm. The total accuracy, Type I accuracy and 
Type II accuracy are better than those of RBM, which shows that the penalty vec-
tor used in the algorithm can effectively motivate the model to learn classification 
features.

Figure 8 shows that the accuracy of CPRBM is better than that of RBM, and the 
label data features learned by CPRBM are better than those of RBM, which can 
effectively prevent the occurrence of over fitting.

Figure 9 shows that, compared with RBM, CPRBM has higher total accuracy and 
two separate accuracy rates, and has better recognition effect for samples classified 
as 0; due to the small number of samples classified as 1 in the sample data, the rec-
ognition accuracy rate is low.

The test results of three groups of models with different feature data show that 
the optimized CPRBM algorithm has better classification performance than RBM 
algorithm. In the three groups of CPRBM experiments, the total accuracy rate is 
higher than 91%. Even in the case of a small number of samples, CPRBM still has 
a good accuracy rate of 80%. The test of small scale samples shows that due to the 
reduction of the number of samples classified as 1, the learning ability of the system 
for multiple samples is enhanced, and it can identify more accurately. Therefore, for 
a certain type of feature samples, by increasing the number of samples and using 
different penalty matrix in training, the recognition accuracy of the algorithm can 
be improved, and the system can be prevented from over fitting and falling into the 
local optimal solution.

In conclusion, based on the DBN financialization risk assessment model, 
CPRBM is used to verify the data of financial enterprises. The test results show 
that CPRBM can effectively improve the accuracy of training and test results com-
pared with RBM algorithm. Even if no restrictive conditions are set on the sample, 
CPRBM can still effectively collect the hidden information of financial enterprises, 
and has a high accuracy rate in predicting the degree of enterprise financialization.

Fig. 9   Small scale data unbalanced sample set test results
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4.4 � Comparative Analysis of Different Data Mining and Machine Learning Risk 
Control Models

In Table 1, all the optimized risk control models are randomly incorporated into the 
real financial data of an enterprise and the results of each index are scored compre-
hensively. Table 1 is the result. In a single model, the AUC (Area under the ROC 
curve) results show that the authenticity of the fusion model is 79.35%, followed 
by the SVM model, which is 78.31%. Most of the data mining and machine learn-
ing models are around 0.7, which suggests that these models can be used in the risk 
control prediction of trade-oriented enterprises. In the comprehensive assessment of 
accuracy and recall rate, the value of the fusion model is 0.4764, followed by the 
Light Gradient Boosting Machine (LGBM) model, which reaches 0.4336. It can be 
seen that the model proposed in this paper has obvious advantages in performance. 
In terms of accuracy, SVM is the best, the ratio is as high as 78.84%, followed by 
LGBM model, and the values of other models are higher than 75%. Therefore, in 
terms of accuracy, all models can meet the requirements. In terms of precision, 
random forest algorithm (RFA) is the highest, which is 72.48%, followed by SVM 
(69.13%). The highest recall rate is the fusion model (39.28%), followed by LGBM 
(32.31%). In a word, each model has its own unique advantages in different aspects 
of performance. The authenticity, recall and accuracy of the fusion model are high, 
and the precision of RFA is high.

5 � Conclusion

In the big data environment, through the prediction and analysis of the existing 
financial risks, the financial risk assessment model of financial enterprises is estab-
lished and optimized based on the original model. Through the analysis of data 
mining algorithm, the differences of different algorithm models in practical applica-
tion and performance are comprehensively evaluated. The accuracy of the model is 
higher than 81%. When the dataset is small, the algorithm can get the optimal results 
under different datasets. When the dataset is large, DBN neural network model con-
sumes less time; each model has its own unique advantages in different performance 

Table 1   Comprehensive comparison results of different data mining and machine learning risk control 
models

Performance SVM LSA DTA RFA LGBM DBN

AUC​ 0.7831 0.779 0.6974 0.7746 0.7746 0.7935
F1-Score 0.4055 0.3198 0.2335 0.3376 0.4336 0.4764
Accuracy 0.7884 0.7765 0.7561 0.7828 0.7877 0.7828
Precision 0.6913 6818 0.5579 0.7248 0.6591 0.6059
Recall 0.2869 0.2089 0.1476 0.2201 0.3231 0.3928
Overview 0.59104 0.5532 0.4785 0.56798 0.59562 0.61028
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(Chen et al., 2020b). Although the performance of all models is analyzed as compre-
hensively as possible in the research process, due to the limitation of the ability and 
the research funds, it is necessary to improve the research in the following aspects. 
(1) In the model performance assessment, only common indexes are used to judge 
the quality of the model, there is no explanation of the internal mechanism, and the 
internal relationship among these indexes is not analyzed from a whole perspective; 
(2) the data constructed mainly comes from the financial data of the enterprise, and 
the time span is small. It takes a long time to try different data mining and machine 
learning algorithms to train models. Therefore, when a large amount of data is ana-
lyzed, how to reduce the running time and improve the efficiency of algorithm learn-
ing is a problem that needs to be studied. In the future, in-depth research will be 
conducted in these directions.
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