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A B S T R A C T

The mobile commerce (m-commerce) industry has rapidly grown in value in recent years, as has the number of 
m-commerce service providers and interest in it from consumers and academia alike. In order to ensure customer 
loyalty, providers must determine which factors influence consumer satisfaction in m-commerce. Therefore, the 
objective of this study is to determine and rank the significant predictors of satisfaction in m-commerce. The 
paper also develops a procedure for artificial neural network model design and parameter setting in technology 
acceptance studies. Data was collected from 224 users of m-commerce services. The results presented are based 
on a combination of structural equation modeling (SEM) and artificial neural network (ANN) analyses. A multi- 
layer perceptron was used for ANN modeling. The results show that the optimal ANN model has one hidden layer 
and a sigmoid as an activation function in both layers, while the number of hidden nodes should be determined 
using a recommended rule-of-thumb. In addition, mobility and trust were found to be the most significant de-
terminants of consumer satisfaction in m-commerce. The results of the study are significant as they have 
important implications for both academia and companies, due to the fact that some of the factors investigated in 
the study, such as mobility, have rarely been explored in previous consumer satisfaction studies, but were proved 
to be very significant. Another important result of the study is the proposal of a detailed procedure of ANN model 
design and the recommendations made for the selection of ANN model architecture and parameter settings.   

1. Introduction

Mobile phones are nowadays the most popular devices used for
communication among people (eMarketer, 2016), not only for conver-
sation but also e-mail, text messaging and video calls. Increasingly 
mobile devices – particularly smartphones and tablets – are being used 
for many other activities, including purchases and payments. Gartner 
(2017) estimated that more than 3.5 billion new mobile devices were 
sold in 2018 and 2019, most of which were smartphones. Taking into 
consideration that in 2019, over 97% of the global population lived in 
areas covered by mobile telecommunication network signals and that at 
the same time, there are more mobile-cellular subscriptions than there 
are inhabitants of our planet (International Telecommunication Union 
(2019), 2019), the immense marketing and commercial potential of 

mobile phones is clear, with significant social influence. 
Mobile commerce (m-commerce) refers to business activities con-

ducted through Internet-enabled mobile devices (Chong, 2013a; Sarkar, 
Chauhan, & Khare, 2020) and such transactions have experienced very 
high growth rates in recent years. Mobile commerce is primarily driven 
by convenience and value. According to eCommerce research (2019) in 
the US, more than half of smartphone users and almost 70% of tablet 
users have purchased a product or service via mobile devices in the last 
year. During the 2017 Black Friday holiday in the US, purchases via 
mobile devices accounted for more than half of all online orders, thus 
exceeding computer orders for the first time in history (Business Insider, 
2017). Finally, recent estimates predict that m-commerce sales will ac-
count for more than 70% of the US retail e-commerce market by 2021 
(eMarketer, 2018), and it is clear that mobile commerce is becoming the 
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dominant form of B2C e-commerce. In addition to the US, China, Japan, 
South Korea and the UK are the most significant m-commerce markets 
(eMarketer, 2019). 

Due to the potential for growth of m-commerce and its significance, 
it is of crucial importance to examine the main factors that influence the 
adoption and continued use of m-commerce. Although a number of 
studies related to m-commerce adoption models and predictors exist 
(Agrebi & Jallais, 2015; Chong, 2013a, 2013b; Faqih & Jaradat, 2015; 
Kalinic & Marinkovic, 2016; Liébana-Cabanillas, Marinković, & Kalinić, 
2017; Yadav, Sharma, & Tarhini, 2016), the number of studies on 
customer satisfaction and intention, regarding the future use of m- 
commerce is rather limited (Marinkovic & Kalinic, 2017; Marinković, 
Đorđević, & Kalinić, 2019; Kalinić, Marinković, Djordjevic, & Liebana- 
Cabanillas, 2019a). Therefore, the first objective of the research is to 
examine the factors which affect customer satisfaction in mobile com-
merce and to rank significant predictors of satisfaction by their 
influence. 

One of the most important and well-known techniques for investi-
gating dependencies in the social sciences is Structural Equation 
Modeling (SEM), and it has been successfully employed in a number of 
studies related to customer behavior in the m-commerce context (Gao, 
Waechter, & Bai, 2015; Lu, 2014; Kalinic & Marinkovic, 2016). 
Although SEM is a very efficient and reliable technique for hypothesis 
testing and examining causal relationships, being a linear technique, it 
can test only linear relationships among predictors and dependent var-
iables. In many cases, especially in complex problems like the human 
decision-making process, SEM may over-simplify the problem (Liébana- 
Cabanillas et al., 2017; Tan, Ooi, Leong, & Lin, 2014). Conversely, 
artificial neural networks (ANNs) are not only capable of linear 
modeling, but also non-linear and non-compensatory relationships 
among predictors and dependent variables (Leong, Hew, Tan, & Ooi, 
2013, Liébana-Cabanillas et al., 2017). However, due to their “black- 
box” nature, they are completely unsuitable for hypothesis testing 
(Chong, 2013b). Hence, an SEM-ANN hybrid approach perfectly bal-
ances both methods – it tests hypotheses in SEM analysis and uses sig-
nificant determinants as inputs for ANN analysis to rank predictors by 
their degree of influence. The two-step approach presented was previ-
ously tested in the prediction of antecedents of the acceptance of various 
new technologies, including mobile commerce (Chong, 2013b; Hew, 
Leong, Tan, Ooi, & Lee, 2019; Kalinić et al., 2019a; Liébana-Cabanillas 
et al., 2017; Yadav et al., 2016), social commerce and media (Leong, 
Jaafar, & Ainin, 2018; Leong, Hew, Ooi, Lee, & Hew, 2019b; Leong, 
Hew, Ooi, & Chong, 2020; Li, Yang, Zhang, & Zhang, 2019), mobile 
payments and credit cards (Kalinic, Marinkovic, Molinillo, & Liébana- 
Cabanillas, 2019b; Lee, Hew, Leong, Tan, & Ooi, 2020; Ooi & Tan, 2016; 
Sharma, Sharma, & Dwivedi, 2019; Teo, Tan, Ooi, Hew, & Yew, 2015), 
cloud computing (Ooi, Lee, Tan, Hew, & Hew, 2019; Priyadarshinee, 
Raut, Jha, & Gardas, 2017; Qasem et al., 2020; Raut, Priyadarshinee, 
Gardas, & Jha, 2018), mobile learning (Tan et al., 2014), social CRM 
(Ahani, Rahim, & Nilasi, 2017), mobile government (Sharma et al., 
2019), Facebook usage (Sharma, Joshi, & Sharma, 2016b), mobile 
banking (Sharma et al., 2019), and mobile entertainment (Hew, Leong, 
Ooi, & Chong, 2016). Although there are a number of studies which 
combine SEM and neural network analysis, many of them do not provide 
enough information related to the set-up of ANN and its parameters (a 
detailed analysis will be presented later, in Table 3). Therefore, the 
study will also use a hybrid, SEM-ANN approach: SEM being used to 
determine statistically significant antecedents of customer satisfaction 
in m-commerce, and neural network analysis being used to rank these 
parameters by their influence. In addition, the procedure of setting up 
the ANN model and its parameters will be presented. To the best of the 
authors’ knowledge, this is the first study that performs a detailed 
analysis of ANN parameter selection in the area of technology adoption 
modeling and gives recommendations as to how to set these parameters. 
Therefore, the goal of this study, inspired by the research of Marinkovic 
and Kalinic (2017), can be summarized into two research objectives: 

RO1: To determine and rank the most significant predictors of 
customer satisfaction in m-commerce. 

RO2: To describe the procedure of setting up the ANN architecture 
which provides the best model of analyzed consumer behavior. 

The findings of this study, based on contemporary methodology such 
as ANNs, could prove significant for academia, when looking to better 
understand and predict consumer behavior in this emerging area. In 
addition, the results could prove to be of considerable interest to an 
increasing number of m-commerce providers, as they will be able to 
organize their operations and marketing campaigns in such a way to 
address the main drivers of satisfaction, increasing their customers’ 
satisfaction and loyalty. Finally, customers and society will also benefit 
as a result of this study, as they will receive an improved, tailored and 
secure mobile service. 

The paper is organized as follows: section two presents the literature 
review of previous studies of m-commerce acceptance predictors, as well 
as the research model and selected variables; section three details the 
research methodology used; section four presents a reliability and val-
idity analysis and the SEM results; section five includes an introduction 
to ANN analysis and a literature review of previous ANN studies in 
technology acceptance is presented; in section six, a detailed procedure 
of ANN model design and setup is presented; in section seven an ANN- 
based sensitivity analysis and its results are presented; section eight 
contains a discussion of the study and explores its main implications; 
and finally, section nine includes the conclusion, a summary of the 
study’s limitations and explores potential avenues for future research. 

2. Literature review and research model

Attracting new customers is very important for all marketing man-
agers. However, in many cases there is even more emphasis placed on 
ensuring they become regular, loyal customers, as the cost of acquiring 
new customers may be up to five times more than retaining existing ones 
(Bhattacherjee, 2001). In order to retain existing customers, m-com-
merce providers should put great emphasis on ensuring they are satis-
fied, as customer satisfaction has a positive impact on consumer loyalty 
and word-of-mouth (Marinkovic & Kalinic, 2017). Mobile commerce is 
still a novelty for many customers and as previously noted, studies on m- 
commerce satisfaction and continuance intention are rare (Lee, Tsao, & 
Chang, 2015a, 2015b; Shang & Wu, 2017). 

The research model presented in this paper, is based on two impor-
tant theories of behavior intention in technology acceptance: the 
Technology Acceptance Model (TAM) and the Unified Theory of 
Acceptance and Use of Technology (UTAUT), which has been 
extended as UTAUT2. TAM (Davis, 1989) and its variations, is one of 
the most common acceptance models and perceived usefulness is one 
of the original TAM constructs, as well as being one of the most 
significant predictors of mobile technology acceptance (Liu, Ben, & 
Zhang, 2019). UTAUT is based on several previously established the-
ories, including TAM (Venkatesh, Morris, Davis, & Davis, 2003). It 
suggests, among other things, that performance expectancy (the equiv-
alent of perceived usefulness) is a predictor of behavioral intentions and 
social influence, which considers the influence of peers on consumer 
decisions. Finally, UTAUT was extended to UTAUT2 (Venkatesh, Thong, 
& Xu, 2012) by three additional variables. One of the additional vari-
ables, hedonic motivation, represents pleasure derived from using a 
specific technology. It is also known as perceived enjoyment or 
perceived playfulness (Kalinić et al., 2019a). Although three suggested 
variables (perceived usefulness, social influence and perceived enjoy-
ment) originate from technology acceptance theories, previous studies 
also reported these variables as important predictors of consumer 
satisfaction. Furthermore, trust is included due to the fact that it has 
been found to be one of the strongest predictors of m-commerce 
continuance intention (Chong, 2013c), as well as mobility – an inher-
ently specific variable for mobile technologies acceptance (Marinkovic 
& Kalinic, 2017). Mobility is a variable rarely considered in technology 
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acceptance studies, despite the fact that mobile devices enable con-
sumers to use mobile services virtually “anywhere, anytime”. This is a 
significant advantage of mobile technologies in several areas, such as 
medicine, particularly dermatology (Goceri, 2020), which is based on 
pattern recognition, and deep learning is efficient in skin lesion analysis 
(Goceri, 2019a; 2021). Therefore, it is believed that it will have signif-
icant impact of consumer satisfaction. The research model is presented 
in Fig. 1. 

2.1. Perceived trust 

In recent decades, research in marketing has brought to the forefront 
the impact of trust between the parties on the continuity of their part-
nership, which in turn is an especially significant factor in the business 
sector. In this sense, even though the concept of trust cannot be easily 
explained due to its complex nature, the vast majority of authors have 
approached this dimension through trustworthiness or security (Wang & 
Emurian, 2005). 

Trust has been widely and thoroughly explored in many scientific 
disciplines from multiple perspectives (Kalinić, Liébana-Cabanillas, 
Muñoz-Leiva, & Marinković, 2019c; Sharma, 2019) by examining its 
cognitive and behavioral components. 

The extant literature suggests three types of beliefs with regard to the 
cognitive component of trust: competence, benevolence and integrity, 
with fitting psychometric properties for the scale (McKnight, Choud-
hury, & Kacmar, 2002; Castañeda, 2005). In addition, Mayer, Davis, and 
Schoorman (1995) and McKnight et al. (1998) incorporate the concept 
of predictability as the ability of trust to predict behaviors in a wide 
range of situations (Muñoz, 2008). 

If accounting for the behavioral component of trust, it can also be 
defined as “the predisposition of one party to be vulnerable to the ac-
tions of the other party based on the expectation that the other party will 
perform a particular action important to him or her, regardless of the 
ability to monitor or control the other” (Mayer et al., 1995) – that is the 
disposition to adopt a particular behavioral pattern. In this regard, trust 
dramatically affects the successful adoption of new technologies and 
services such as e-commerce (Yang, Lin, Chandlrees, & Chao, 2009). 

Trust in online transactions and markets comes with the certainty 
that companies will honor their promises and obligations without 
manipulating or misleading the buying party (Wu and Chen, 2005). 
Each time clients trust service providers, they are generally assuming 
that their level of satisfaction will increase, resulting in enhanced loyalty 

over time (Yeh & Li, 2009; Artigas & Barajas-Portas, 2019). In this sense, 
clients are likely to generate positive word of mouth with regard to the 
companies involved in the commercial transaction (Deng, Lu, Wei, & 
Zhang, 2010). Kar (2020) explored and confirmed the significant impact 
of trust on consumer satisfaction in mobile payments. In their meta- 
analysis of antecedents and consequences of trust in mobile commerce 
Sarkar et al. (2020) found that trust was significantly related to all 
behavioral outcomes: attitude, user satisfaction, behavioral intention 
and loyalty. Hossain (2019) investigated the moderating influence of 
gender on consumer satisfaction in mobile payments and found that 
trust was an important predictor of satisfaction in the case of female 
consumers, while the same relationship with regards to male consumers 
was not significant. Trust was also reported as a significant antecedent of 
satisfaction within mobile banking services and applications (Poroma-
tikul, De Maeyer, Leelapanyalert, & Zaby, 2020; Sharma & Sharma, 
2019; Susanto, Chang, & Ha, 2016) and mobile applications in fashion 
sales (Aguilar-Illescas, Anaya-Sanchez, Alvarez-Frias, & Molinillo, 
2020). 

In light of the significant effect of trust in the context of m-commerce, 
the following hypothesis is proposed: 

H1: Trust has a positive effect on mobile commerce customer 
satisfaction. 

2.2. Social influence 

Subjective norms are usually defined as the degree to which in-
dividuals perceive the beliefs of those people important to them with 
regard to the adequacy of using a particular technology or service or 
take some action, among other things. (Venkatesh & Bala, 2008). In this 
regard, social influence plays a significant role in the early stages of 
development and dissemination of new technology when most early 
adopters lack the experience and knowledge associated with it and turn 
to public opinion in the hope of filling in the gaps (Schierz, Schilke, & 
Wirtz, 2010). The impact of social influence on mobile phone user 
satisfaction was investigated and confirmed by Jahan, Rahman, Hossain, 
and Saiful (2019). San-Martín, Prodanova, and Jiménez (2015) inves-
tigated the impact of age on the influence of Subjective Norms on con-
sumer satisfaction in mobile shopping. Significant impact of Subjective 
Norms on satisfaction in mobile shopping context was confirmed by San- 
Martín, Prodanova, and Lopez Catalan (2016). In addition, social in-
fluence was reported to be one of the most important predictors of 
consumer satisfaction in mobile payments (Kar, 2020). 

Social
influence

Perceived 
usefulness

Perceived 
enjoyment

Consumer
satisfaction

Trust

Mobility

Fig. 1. The Research Model.  
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As social influence is instrumental to consumers’ successful adoption 
of m-commerce, the following hypothesis is suggested: 

H2: Social influence positively impacts customer satisfaction in 
mobile commerce. 

2.3. Perceived usefulness 

Perceived usefulness is generally defined as “the potential user’s 
subjective probability that using a specific system will improve work 
performance in an organizational context” (Davis, 1989). This variable 
has often been approached as a perceived advantage. 

In an online context, perceived utility will usually identify particular 
technologies and services that may be useful to accomplish specific re-
sults (Munoz-Leiva, Climent-Climent, & Liébana-Cabanillas, 2017). In 
this regard, Vijayasarathy (2004) defines it as “the degree to which the 
consumer believes that online shopping will provide access to useful 
information, facilitate comparison of offers and enable faster purchase”. 

Many authors approach perceived usefulness as a strong predictor of 
the level of satisfaction of consumers adopting new technology. In 
addition, perceived usefulness is generally considered the most reliable 
predictor of consumer satisfaction with regard to online banking ser-
vices (Liébana-Cabanillas et al., 2016), with a remarkable influence on 
the level of satisfaction with mobile websites (Zhou, 2011). Mohd Thas 
Thaker (2019) found usability to be an important predictor of customer 
satisfaction in Islamic mobile banking. Perceived usefulness was re-
ported as a significant antecedent of satisfaction with mobile branded 
apps (Li & Fang, 2019), mobile payments (Kar, 2020) and mobile apps in 
fashion sales (Aguilar-Illescas et al., 2020). In addition, performance 
expectancy, as a UTAUT equivalent to perceived usefulness in TAM, was 
found to be an important determinant of consumer satisfaction with 
mobile learning (Cao, 2018) and mobile food ordering applications 
(Alalwan, 2020). 

Perceived usefulness could therefore be considered a reliable pre-
dictor of intention to use m-commerce and to frequently impact 
customer satisfaction. In view of these findings, the following hypothesis 
is put forward: 

H3: Perceived usefulness has a positive impact on customer satis-
faction in mobile commerce. 

2.4. Mobility 

As a significant factor driving the acceptance of electronic commerce 
(Schierz et al., 2010), mobility can be defined as “the benefits of access 
and use of services independent of time and place” (Mallat, Rossi, 
Tuunainen, & Öörni, 2009, p. 58). In this regard, the advantage of 
mobile technologies is twofold: improved consumer mobility allows 
“anytime, anywhere” access, while mitigating the need to move about in 
order to purchase goods or services (Mallat et al., 2009). 

Schierz et al. (2010) identified mobility as a strong antecedent of an 
individual’s intention to use, attitudes and perceived utility in the 
context of m-payment services. Kim (2010) also found that mobility 
affects the perceived utility of m-payment services. However, a signifi-
cant influence of mobility on perceived ease of use could not be iden-
tified. Mallat et al. (2009) discovered the dramatic impact of mobility on 
consumer adoption of a particular mobile ticketing service. In addition, 
the study also found a significant effect on mobile services adoption 
compared with perceived utility. Perceived mobility has also been 
considered instrumental to the perceived usefulness of 4G mobile ser-
vices in the long term (Park & Kim, 2013). The influence of mobility 
(direct and indirect) on consumer intentions was investigated in the 
context of m-commerce (Kalinic & Marinkovic, 2016; Liébana-Cab-
anillas et al., 2017) and m-payment ((Liébana-Cabanillas, Marinković, 
Ramos de Luna, & Kalinić, 2018). The notable impact of mobility on 
satisfaction in the m-commerce context was reported by Marinkovic and 
Kalinic (2017). Finally, Aguilar-Illescas et al. (2020) investigated and 
confirmed mobility as a significant predictor of consumer satisfaction 

with C2C mobile applications in fashion sales. 
Cobos (2017) found that perceived mobility positively impacted user 

’s satisfaction with hotel branded mobile apps. 
This research assumes that mobility leads to improved intention to 

use and level of satisfaction. Therefore, the following hypothesis is 
suggested: 

H4: Mobility positively influences customer satisfaction in mobile 
commerce. 

2.5. Perceived enjoyment 

Perceived enjoyment can be defined as “the degree to which the 
activity of using technology is perceived to be enjoyable in its own right, 
excluding any performance consequences that may be anticipated” 
(Manis & Choi, 2019). In line with Kim and Nam (2019), in the present 
research, perceived enjoyment is defined as “an intrinsic motivation, as 
opposed to perceived usefulness, which is extrinsic motivation”. Many 
authors have proposed in numerous investigations that enjoyment has a 
positive relationship with intention to use (Armenteros, Liaw, Sánchez- 
Franco, Fernández, & Sánchez, 2017; Köse, Morschheuser, & Hamari, 
2019) and many others have defined a positive relationship with satis-
faction (Amoroso & Chen, 2017; Casalo, Flavián, & Ibáñez-Sánchez, 
2017; Cheung, Zheng, & Lee, 2015; Kim, 2010; Oghuma, Chang, 
Libaque-Saenz, Park, & Rho, 2015; Oghuma, Libaque-Saenz, Wong, & 
Chang, 2016; Natarajan et al., 2017). Chao (2019) found perceived 
enjoyment to be the most significant predictor of satisfaction in the 
mobile learning context. Hedonic motivation – the UTAUT2 variable 
which is very similar to perceived enjoyment (Kalinić et al., 2019a) – 
had a significant impact on consumer satisfaction with mobile food 
ordering applications (Alalwan, 2020). 

In this sense, perceived enjoyment significantly affects the adoption 
of mobile commerce as well as its continuance intention. Therefore, the 
following hypothesis is put forward: 

H5: Perceived enjoyment positively impacts customer satisfaction in 
mobile commerce. 

3. Research methodology

3.1. Sample and data collection 

An empirical study was conducted on a convenience sample of 224 
clients of three mobile vendors which operate in the Republic of Serbia. 
Although small, the sample size is large enough for the implementation 
of SEM analysis (Myers, Ahn, & Jin, 2011). In addition, the sample also 
meets the requirement of the 10:1 ratio between the number of partic-
ipants and the number of items in the survey, as recommended by 
Bentler and Chou (1987). The respondents were approached by the in-
terviewers when leaving mobile operator stores after conducting a 
certain transaction. The sample included only those users who have 
realized a commercial transaction via mobile phone in the last twelve 
months. 

An analysis of respondents’ profiles indicates that there are more 
women in the sample (55.8%) compared to men (44.2%). Regarding 
age, the sample had the following structure: 18–24 (26.3%), 25–34 
(30.4%), 35–44 (22.8%), 45 or more (20.5%). For level of education, 
respondents with a high school diploma accounted 45.1% of the whole 
sample, followed by those with a university diploma (42.0%), while the 
remaining 12.9% of respondents possessed a college degree. Since m- 
commerce studies in Serbia are rare, there are no official or reliable 
socio-demographic data on the m-commerce consumer profile. Howev-
er, the sample structure is similar to the official governmental statistics 
on e-commerce and mobile phone users (Statistical Office of the Re-
public of Serbia (2018), 2018), and therefore it can be concluded that 
the sample represents the analyzed population in Serbia to a satisfactory 
level. 
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3.2. Measurement of variables 

The proposed model consists of five independent variables and one 
dependent variable (Fig. 1). All latent constructs were measured by 
means of several items based on the review of relevant studies. The re-
spondents expressed their attitudes on a seven-point Likert scale. Four 
items per one construct were used to measure trust, social influence and 
mobility (Trust: Chong, Chan, & Ooi, 2012; Social influence: Chong 
et al., 2012; Chan & Chong, 2012; Mobility: Kim et al., 2009), while 
perceived usefulness, perceived enjoyment and satisfaction were each 
measured by three items (Chan & Chong, 2012). 

3.3. Statistical analysis 

For data analysis, a quantitative approach was decided upon. IBM 
SPSS 20 and Amos 18 software was used. Firstly, the reliability of each 
latent construct in the research model was tested by calculating the 
alpha values. Secondly, confirmative factor analysis was implemented to 
determine the fit and validity of the proposed model. Thirdly, the 
research hypotheses were tested by using SEM. Fourthly, by conducting 
neural network analysis, the strength of the hypothesized relationships 
whose significance was previously confirmed by SEM was verified. 

4. Empirical findings

4.1. Reliability and validity analysis 

In the first step, the internal consistency of the items which were used 
for measuring the latent variables was estimated. In all cases, the alpha 
values are higher than threshold of 0.7 (Trust: 0.93; Social influence: 
0.80; Perceived usefulness: 0.94; Mobility: 0.92; Perceived enjoyment: 
0.92; Consumer satisfaction: 0.91). Thus, the reliability criteria, sug-
gested by Verkijika (2018), were met. In addition, the model showed an 
adequate fit (χ2/df = 1.66; Goodness-of-fit index = 0.91; Normed fit 
index = 0.93; Comparative goodness of fit = 0.97; Tucker-Lewis 
Index = 0.96; Root mean square error of approximation = 0.05; Stan-
dardized root mean square residual = 0.04). 

All factor loadings are greater than 0.6. The results from Table 1 
indicate that the model is characterized by convergent and discriminant 
validity. For all variables AVE values are higher than 0.5, assuring 
convergent validity (Hair, Black, Babin, & Anderson, 2014). Also, for 
each construct, AVE is greater than MSV and ASV. Thus, discriminant 
validity is satisfied. Finally, in all cases, CR values are higher than 0.7. 

4.2. SEM results 

In the research model, the effects of trust, social influence, perceived 
usefulness, mobility and perceived enjoyment on consumer satisfaction 
were tested (Marinkovic & Kalinic, 2017). For the purpose of this 
analysis, SEM was used. Four out of five relationships were statistically 
significant. It is important to note that research model describes 69.5% 
of variance in consumer satisfaction. The SEM results are presented in 
Table 2. 

Mobility emerges as a main driver of consumer satisfaction in the 
model (estimate = 0.368, p < 0.01). Thus, hypothesis H4 is confirmed. 

Obviously, a key advantage of using mobile services is the ability to 
make purchases from anywhere at any time. The impacts of trust, 
perceived usefulness and perceived enjoyment on consumer satisfaction 
have similiar strength and all are significant at a level of 0.01. Hence, 
hypotheses H1, H3 and H5 are supported. However, trust is a slightly 
stronger predictor of satisfaction than the remaining two variables. 
Results indicate that users perceive mobile commerce as useful and fun, 
and security and personal data protection are of great importance to 
them. On the other hand, the impact of social influence on consumer 
satisfaction is not significant. Therefore, hypothesis H2 is not supported. 

5. ANNs

ANNs are a widely-used artificial intelligence technique that is so-
phisticated, robust and very efficient in modelling complex relationships 
among inputs and outputs (Chong, 2013b; Sharma, Al-Badi, Govinda-
luri, & Al-Kharusi, 2016a; Sharma et al., 2019). ANN has a higher pre-
diction accuracy in comparison to conventional linear techniques such 
as Multiple Linear Regression (MLR), SEM, Binary Logistics Regression 
and Multiple Discriminant Analysis (Chong, 2013b; Leong et al., 2013; 
Priyadarshinee et al., 2017). Another advantage of the ANN approach is 
that it requires no multivariate assumptions (e.g. linearity, normality, 
and homoscedasticity) to be fulfilled (Chong, 2013a; Lee, Cho, Seo, 
Shon, & Won, 2013; Leong, Hew, Lee, & Ooi, 2015). 

ANN is built as a simplified model of the human brain. It consists of a 
number of simple and interconnected neurons (Negnevitsky, 2011), 
which are analogous to the biological neurons in the human brain. In 
addition, as in the human brain, the knowledge stored in interneuron- 
weighted links (synaptic weights) is acquired through the learning 
process – network training (Liébana-Cabanillas et al., 2017; SPSS, 2012). 
The architecture of a basic ANN model is presented in Fig. 2. 

A typical neural network consists of several hierarchical layers – one 
input layer, one or more hidden layers and one output layer. There are 
numerous types of ANN, which can be broadly divided into four sets: 

Table 1 
Average variance extracted (AVE), composite reliability (CR), maximum shared 
squared variance (MSV) and average shared squared variance (ASV).   

CR AVE MSV ASV 

Trust  0.927  0.762  0.460  0.269 
Social influence  0.801  0.579  0.230  0.141 
Perceived usefulness  0.942  0.844  0.401  0.251 
Mobility  0.925  0.756  0.391  0.167 
Perceived enjoyment  0.924  0.802  0.315  0.184 
Consumer satisfaction  0.913  0.779  0.460  0.340  

Table 2 
Results of SEM analysis.  

Hypotheses Estimates Conclusion 

H1: Trust → Consumer satisfaction  0.241* Supported 
H2: Social influence → Consumer satisfaction  0.022 ns Not supported 
H3: Perceived usefulness → Consumer satisfaction  0.213* Supported 
H4: Mobility → Consumer satisfaction  0.368* Supported 
H5: Perceived enjoyment → Consumer satisfaction  0.223* Supported  

* Significant at 0.01 level.
ns Not significant 
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Hidden layer Output layer

Fig. 2. Basic ANN model.  
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feedforward neural networks; radial basis function networks; recurrent 
networks; and multi-layer perceptron networks (Sim, Tan, Wong, Ooi, & 
Hew, 2014; Sharma et al., 2019). The common choice in technology 
adoption studies is a multi-layer perceptron (MLP), as it has several 
advantages (Sim et al., 2014):  

1. MLP has the ability to adapt without input from the user.
2. It enables the modeling of non-linear relationships, as it is non-linear

itself.
3. The MLP neural network is able to learn by adapting weight co-

efficients and constructing an input–output mapping.
4. MLP neural networks are highly robust in the presence of noisy data.

Therefore, for the purposes of the study, a feedforward back- 
propagation multilayer perceptron was adopted as a base ANN model, 
as a result of the fact that it was present in all the adoption studies 
presented in Table 2. Each network layer consists of nodes (neurons), 
connected with the neurons of subsequent layers via adaptable synaptic 
weights. The number of nodes in the input layer corresponds to the 
number of inputs – predictors, while the number of nodes in the output 
layer corresponds to the number of outputs – dependent variables. In 
feed-forward networks, the input data is fed forward through the 
network, from the input via hidden layers, to the output layer (Liébana- 
Cabanillas et al., 2017). The knowledge acquisition in supervised 
learning ANNs, such as MLP, is performed by training the network with 
known inputs and outputs. The estimation error, calculated as the dif-
ference between the known and predicted output, is fed back through 
the network and used to reduce and minimize errors in estimation by 
adjusting synaptic weights. 

The ANN model is complex and there are several parameters which 
must be set in order to obtain an accurate model. The vital element in-
volves determining how many hidden layers will be used in the ANN 
model, how many neurons will be set in the hidden layers, and finally, 
which activation functions will be used in hidden and output layers. 
There are several recent studies that employ ANN models to quantify 
and rank the influence of predictors on dependent variables. The over-
view of these studies, with the selected network parameters, is presented 
in Table 3. 

Generally, there are no strict rules as how to best determine and set 
ANN model parameters. In addition, as can be seen from the information 
in Table 3, some of the model parameters are unavailable for a number 
of the studies. One of the main objectives of the paper is to present the 
detailed process of the selection of neural network parameters for such 
studies and to give some recommendations regarding these factors. In 
line with the research model presented in Fig. 1 and the SEM findings 
that social influence does not have significant influence on consumer 
satisfaction, the ANN model will have four inputs – trust, perceived 
usefulness, mobility and perceived enjoyment. This means that there 
will be four neurons in the input layer and one output – consumer 
satisfaction – and therefore, one neuron in the output layer. 

6. The selection of ANN parameters

Constructing an ANN involves setting parameters, which can be
divided into those that specify ANN structure itself and those that 
determine how the ANN is trained (Yoo, 2019). The main parameters of 
the ANN structure are the number of hidden layers and hidden neurons, 
as well as activation functions in hidden and output layers. The options 
for choosing them, as well as how they were chosen for this study, are 
analyzed in detail later in the paper. 

6.1. The number of hidden layers 

The number of hidden layers is dependent on the complexity of the 
problem to be solved. More complex neural networks enable the 
modeling of more complex problems, but also bring a higher 

computational load and request more data for training and testing. 
Depending on the number of hidden layers, ANNs are either ‘shallow’ – 
with one hidden layer – or ‘deep’ – with two or more hidden layers 
(Orimoloye, Sung, Tiejun Ma, & Johnson, 2020). Deep neural networks 
are particularly useful for more complex problems, based on the high 
quantities of unstructured, complex data. Types of deep neural networks 
include Convolutional Neural Networks (CNNs) (which is most 
commonly used for image processing and computer vision) and Recur-
rent Neural Networks (RNNs) (most frequently used for natural lan-
guage processing). However, Negnevitsky (2011) stated that any 
continuous function can be represented with just one hidden layer, and 
that using two hidden layers enables the modeling of even discontinuous 
functions. As a general rule, for standard structured data sets (excluding 
Big data) in marketing research and technology acceptance studies, 
neural networks based on MLP with more than two hidden layers are 
rarely used, because more complex models require more data for 
training and testing and do not necessarily lead to better results. As 
demonstrated by the review presented in Table 3, all of the documented 
prior studies, with the exception of one, used only one hidden layer. 

For the purposes of the study and the analysis of the selection of the 
number of hidden layers, two ANN models were created using IBM SPSS 
20 software – one with one hidden layer and another with two hidden 
layers. Other parameters (the number of hidden neurons and activation 
functions in the hidden and output layers) were set at the same level for 
both models. In order to increase the effectiveness of training (Liébana- 
Cabanillas et al., 2017; Negnevitsky, 2011), all inputs and outputs were 
normalized in the range [0, 1]. To avoid possible problems with over-
fitting, a ten-fold cross validation procedure was performed, with a 
training set consisting of 90% of sampled data and a testing set, with the 
remaining 10% being the sampled data (Leong et al., 2013; Ooi & Tan, 
2016; Tan et al., 2014). In order to evaluate the efficiency of the network 
models (Chong, 2013a, 2013b; Leong et al., 2013; Liébana-Cabanillas 
et al., 2017; Ooi & Tan, 2016; Sharma, Govindaluri, & Al-Kharusi, 2015; 
Sim et al., 2014; Yadav et al., 2016), average Root Mean Square Error 
(RMSE) was computed and is presented in Table 4, with the average 
training time for each model. 

As can be readily observed, the model with one hidden layer has 
lower RMSE values for both training and testing, as well as lower 
training time. Consistent with previous assumptions and these results, it 
can be concluded that in the case of technology adoption and similar 
studies based on limited sample size and not too complex a research 
model, the use of one hidden layer leads to better performance and is 
therefore recommended. 

6.2. The number of hidden neurons 

The selection of the number of neurons in the input and output layers 
is a simple process as these values correspond to the number of inde-
pendent and dependent variables (predictors and outputs). However, 
the selection of the number of neurons in the hidden layer can prove to 
be challenging, as there may be several influential factors, such as the 
neural network architecture (including the number of hidden layers), 
the size of the sample, ANN training algorithms or selected activation 
function (Gnana Sheela & Deepa, 2013; Liébana-Cabanillas et al., 2017). 
Since there is no standard (heuristic) approach to determine this 
parameter, the frequent method employed to test network performance 
is to change the hidden neuron number on a trial and error basis 
(Table 3). In some studies, the number of hidden neurons is suggested by 
the software used for ANN modeling or a rule-of-thumb is applied 
(Kalinic et al., 2019b; Liébana-Cabanillas et al., 2017). The number of 
neurons in the hidden layer generally affects the predictive accuracy of 
the ANN model, but also the speed of ANN model training: a higher 
number of hidden neurons should give more accurate models, but only 
to a certain point, after which computational load can increase 
dramatically (Negnevitsky, 2011). Another important issue is over- 
fitting. In the case of a too high number of hidden neurons, the ANN 
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Table 3 
Literature review of the studies employing ANN models, with model parameters.  

Source Area Methods Number of 
hidden 
layers 

How was the number of 
hidden neurons 
determined? 

Network 
structure 

Activation function 
Hidden layer Output layer 

Ahani et al., 2017 Social CRM adoption SEM + ANN 1 Testing 1 to 10 9-8-1 N/A N/A 
Al-Shihi, Sharma, & Sarrab, 

2018 
Mobile learning 
acceptance 

ANN 1 Automatically by software 6-5-1 Hyperbolic 
Tangent 

Identity 

Anouze & Alamro, 2020 E-banking adoption SEM + ANN 1 Automatically by software 6-N/A-1 
2-N/A-1 

Sigmoid Sigmoid 

Asadi, Abdullah, Safaei, & 
Nazir, 2019 

Wearable healthcare 
devices 
adoption 

SEM + ANN 1 Testing 1 to 10 5-10-1 N/A N/A 

Bhuian, Sharma, Butt, & 
Ahmed, 2018 

Pro-environmental 
consumer behavior 

MRA*+ANN 1 Testing 1 to 10 10-3-1 N/A Hyperbolic 
Tangent 

Binsawad, 2020 University 
competitiveness 

PLS-SEM + ANN 1 Automatically 
by software 

3-2-1 Sigmoid Sigmoid 

Chan & Chong, 2012 Standard adoption SEM + ANN 1 Testing 2 to 20, step 2 9-10-1 Sigmoid Sigmoid 
Chong, 2013a Mobile commerce 

adoption 
MRA*+ANN 1 Testing 1 to 10 11-5-1 N/A N/A 

Chong, 2013b Mobile commerce 
adoption 

SEM + ANN 1 Testing 1 to 10 6-10-1 N/A N/A 

Chong and Bai, 2014 IOS adoption in SMEs SEM + ANN 1 Testing 1 to 10 6-6-1 N/A N/A 
Chong et al., 2015 RFID adoption ANN 1 Testing 1 to 10 11-6-1 N/A N/A 
Ding, Yang, Chen, Long, & 

Wei, 2019 
Mobile government 
services adoption 

SEM + ANN 1 Testing 1 to 10 2-N/A-1 
2-N/A-1 
2-N/A-1 
3-N/A-1 
3-N/A-1 

N/A N/A 

Foo, Lee, Tan, & Ooi, 2018 Sustainability 
performance 

PLS-SEM + ANN 1 N/A 5-3-1 Sigmoid Sigmoid 

Gbongli, Xu, & 
Amedjonekou, 2019 

Mobile-based money 
acceptance 

SEM + ANN 1 Automatically 
by software 

2-2-1 
2-2-1 
3-2-1 
2-2-1 

Sigmoid Sigmoid 

Hew et al., 2016 Mobile entertainment 
adoption 

SEM + ANN 1 Automatically 
by software 

3-2-1 
3-2-1 
3-2-1 

Sigmoid Sigmoid 

Hew, Leong, Tan, Lee, & Ooi, 
2018 

Mobile social tourism 
shopping adoption 

SEM + ANN 1 Automatically 
by software 

3-2-1 
3-2-1 
5-3-1 

Sigmoid Sigmoid 

Hew et al., 2019 Mobile social 
commerce adoption 

ANN 1 Automatically 
by software 

6-4-1 Sigmoid Sigmoid 

Higueras-Castillo et al., 2020 Electric and hybrid 
vehicles adoption 

SEM + ANN 1 Automatically 
by software 

3-2-1 
4-3-1 

Sigmoid Sigmoid 

Kalinić et al., 2019a Customer satisfaction 
in m-commerce 

SEM + ANN 1 Automatically 
by software 

3-2-1 
3-2-1 
3-2-1 

Sigmoid Sigmoid 

Kalinic et al., 2019b Mobile payment 
adoption 

SEM + ANN 1 Automatically 
by software 

2-2-1 
5-3-1 

Sigmoid Sigmoid 

Kardan et al., 2013 Student course 
selection prediction 

ANN 1 Testing 20, 30, 40 nodes 8-20-1 
9-20-1 

Sigmoid Linear 

Khan & Ali, 2018 Mobile payment 
adoption 

SEM + ANN 1 N/A 8-N/A-1 Sigmoid Sigmoid 

Lee et al., 2020 Wearable payment 
adoption 

PLS-SEM + ANN 2 Automatically 
by software 

3-2-2-1 
2-2-2-1 
2-2-2-1 

Sigmoid Sigmoid 

Leong et al., 2013 Mobile credit card 
acceptance 

SEM + ANN 1 Automatically 
by software 

2-2-1 
3-2-1 
2-2-1 

Sigmoid Sigmoid 

Leong et al., 2015 Satisfaction with 
airliners 

SEM + ANN 1 Automatically 
by software 

3-N/A-1 Sigmoid Sigmoid 

Leong et al., 2018 Facebook commerce 
actual purchase 

ANN 1 Automatically 
by software 

11-7-1 Sigmoid Sigmoid 

Leong, Hew, Ooi, & Tan, 
2019a 

Spending in online 
group buying 

ANN 1 N/A 6-4-1 Sigmoid Sigmoid 

Leong et al., 2019b Social media addiction SEM + ANN 1 N/A 5-3-1 Sigmoid Sigmoid 
Leong et al., 2020 Social commerce SEM + ANN 1 Automatically 

by software 
4-3-1 Sigmoid Sigmoid 

Li et al., 2019 Mobile social media 
adoption 

SEM + ANN 1 Automatically 
by software 

4-3-1 
2-2-1 

Sigmoid Sigmoid 

Liébana-Cabanillas et al., 
2017 

Mobile commerce 
adoption 

SEM + ANN 1 Recommendations-best 
practice 

4-2-1 Sigmoid Sigmoid 

Liébana-Cabanillas et al., 
2018 

Mobile payment 
adoption 

SEM + ANN 1 Automatically 
by software 

4-3-1 
4-3-1 
2-2-1 

Sigmoid Sigmoid 

MRA*+ANN 1 Testing 1 to 10 5-4-1 N/A N/A 

(continued on next page) 
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model simply memorizes all training examples, losing the ability to 
generalize and give a valid prediction when using data not used in the 
training set. 

In the research presented, the number of hidden neurons was varied 
from one to 50, while keeping other neural network parameters the 
same. For each ANN model, ten runs were made, with a training set 
consisting of 90% of sampled data and a testing set (the remaining 10% 
being sampled data). The average values of RMSEs as well as average 
training times are presented in Table 5. 

Table 3 (continued ) 

Source Area Methods Number of 
hidden 
layers 

How was the number of 
hidden neurons 
determined? 

Network 
structure 

Activation function 
Hidden layer Output layer 

Moosmayer, Chong, Liu, & 
Schuppar, 2013 

Price negotiation 
outcome prediction 

Ooi & Tan, 2016 Smartphone credit card 
acceptance 

PLS-SEM + ANN 1 Automatically 
by software 

2-2-1 
1-1-1 
3-2-1 

Sigmoid Sigmoid 

Ooi et al., 2019 Cloud computing in 
manufacturing 

PLS-SEM + ANN 1 Automatically 
by software 

3-2-1 
2-2-1 

Sigmoid Sigmoid 

Priyadarshinee et al., 2017 Cloud computing 
adoption 

SEM + ANN 1 Automatically 
by software 

5-N/A-1 Sigmoid Sigmoid 

Pozón-López, Kalinic, 
Higueras-Castillo, & 
Liébana-Cabanillas, 2020 

Satisfaction with 
massive open online 
courses 

SEM + ANN 1 Automatically 
by software 

3-2-1 
3-2-1 

Sigmoid Sigmoid 

Qasem et al., 2020 Cloud computing 
adoption 

PLS-SEM + ANN 1 N/A 7-10-1 N/A N/A 

Raut et al., 2018 Cloud computing 
adoption 

SEM + ANN + ISM** 1 Testing 1 to 10 5-N/A-1 Sigmoid Sigmoid 

Raut et al., 2019 Big data analytics SEM + ANN 1 Testing 1 to 10 5-10-1 Sigmoid Sigmoid 
Sharma et al., 2018 Mobile banking 

adoption 
SEM + ANN 1 Testing 1 to 10 5-2-1 Hyperbolic 

Tangent 
Identity 

Sharma et al., 2015 Internet banking 
adoption 

MRA*+ANN 1 Testing 1 to 10 10-4-1 Hyperbolic 
Tangent 

N/A 

Sharma et al., 2016a Cloud computing 
adoption 

MRA*+ANN 1 Testing 1 to 10 5-5-1 Hyperbolic 
Tangent 

Identity 

Sharma et al., 2016b Facebook usage 
prediction 

SEM + ANN 1 Testing 1 to 10 5-N/A-1 Hyperbolic 
Tangent 

N/A 

Sharma, Govindaluri, Al- 
Muharrami, & Tarhini, 
2017a 

Mobile banking 
adoption 

MRA*+ANN 1 Testing 1 to 10 8-3-1 N/A Hyperbolic 
Tangent 

Sharma, Gaur, Saddikuti, & 
Rastogi, 2017b 

E-learning 
management system 
acceptance 

SEM + ANN 1 Testing 1 to 10 5-3-1 Hyperbolic 
Tangent 

Identity 

Sharma, Al-Badi, Rana, & Al- 
Azizi, 2018 

Mobile government 
adoption 

SEM + ANN 1 Testing 1 to 10 5-2-1 Hyperbolic 
Tangent 

Identity 

Sharma & Sharma, 2019 Mobile banking actual 
usage 

SEM + ANN 1 N/A 3-2-1 
3-2-1 
2-2-1 

Hyperbolic 
Tangent 

Identity 

Sharma et al., 2019 Mobile payment 
acceptance 

SEM + ANN 1 Automatically 
by software 

2-2-1 
3-3-1 
4-4-1 

Hyperbolic 
Tangent 

Identity 

Singh, Singh, Kalinić, & 
Liébana-Cabanillas, 2020 

Continued use of live 
streaming services 

SEM + ANN 1 Automatically 
by software 

2-2-1 
4-3-1 
4-3-1 

Sigmoid Sigmoid 

Sim et al., 2014 Mobile music 
acceptance 

MRA*+ANN 1 N/A 1-1-1 
2-2-1 
4-3-1 
4-3-1 

Sigmoid Sigmoid 

Sternad Zabukovšek, Kalinic, 
Bobek, & Tominc, 2019 

Extended use of ERP 
software 

SEM + ANN 1 Automatically 
by software 

4-3-1 Sigmoid Sigmoid 

Tan et al., 2014 Mobile learning 
acceptance 

SEM + ANN 1 Automatically 
by software 

1-1-1 
2-2-1 
3-2-1 

Sigmoid Sigmoid 

Teo et al., 2015 Mobile payment 
adoption 

PLS-SEM + ANN 1 Automatically 
by software 

3-2-1 
2-2-1 
2-2-1 

Sigmoid Sigmoid 

Wong, Leong, Hew, Tan, & 
Ooi, 2020 

Blockchain adoption in 
operations and SCM 

PLS-SEM + ANN 1 N/A 4-3-1 
2-2-1 

Sigmoid Sigmoid 

Yadav et al., 2016 Mobile commerce 
adoption 

SEM + ANN 1 Testing 1 to 10 6-4-1 Hyperbolic 
Tangent 

N/A 

Note: N/A = not available, i.e. the information is not presented in the paper 
* MRA – Multiple Regression Analysis
** ISM – Interpretive Structural Modeling 

Table 4 
RMSE values for the neural networks with one and two hidden layers.  

ANN model RMSE_training RMSE_testing Training_time 

One hidden layer  0.0966  0.0848  1.7 
Two hidden layers  0.0973  0.0908  2.6  
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As shown in Fig. 3, RMSE for the testing set has a minimal value for 
three hidden neurons, so therefore this value was set as the final 
parameter. In addition, it can be seen that as the number of hidden 
neurons, and hence, the complexity of the model increases, the training 
time also increases (Fig. 4). 

Finally, based on the research for this paper and previous research on 
technology acceptance and related studies, presented in Table 3, the 
following rule-of-thumb is recommended for determining the number of 
hidden neurons in the case of one hidden layer and one output: 

Numberofhiddenneurons = INT
(

Numberofinputneurons
2

)

+ 1  

where INT represents the integer part function. 

6.3. Activation functions 

Each neuron computes the weighted sum of the input signals and this 
sum is transformed to the usually limited output signal by activation 
function. Although in theory, there are many kinds of activation 

functions, only a few of them have practical applicability (Negnevitsky, 
2011). The simplest of these, step and sign activation functions (also 
known as hard-limit functions) are not applicable to the problems such 
as those studied in this research, as they are generally used in classifi-
cation and pattern recognition problems. 

One of the most frequently used activation functions in feed-forward 
networks is the sigmoid function (Table 6), but in the research, two 
other activation functions present in used simulation software were also 
tested and compared: identity and hyperbolic tangent, both of which 
have also been used in some other prior studies (see Table 3). 

It is worthy of mentioning that besides three analyzed activation 
functions, there are many others, such as Softmax, Rectified Linear Unit 
(ReLU), Leaky ReLU, and Scaled Exponential Linear Unit (SELU) (which 
outperforms ReLU in validation accuracy in image classification tasks 
(Goceri, 2019b)) which are particularly useful in complex deep neural 
networks, such as CNNs and RNNs. Unfortunately, some of these acti-
vation functions are not suitable for analyzing this problem (for 
example, Softmax can be used only if all dependent variables are cate-
gorical), while others are not supported by IBM SPSS – the most 
frequently used simulation software in social science studies. Finally, as 
presented in Table 3, none of the existing studies used an activation 
function other than those analyzed in this study, but this could be an 
avenue to explore in a future line of research. 

Since there are two computing levels of neurons (hidden and output), 
it is necessary to set two activation functions, one on each level and for 
all neurons within them. Since it is only possible to set hyperbolic 
tangent and sigmoid functions in the hidden layer, there were six 
combinations of training and testing sets. Again, there were ten runs for 
each combination, using 90% of the sampled data for training of the 
ANN model and the remaining 10% for testing. The average RMSEs for 
the various combinations of activation functions in hidden and output 
layers are presented in Tables 7 and 8. The training time for each 
combination is presented in Table 9. 

In line with the figures, although the training time is a bit higher, the 
minimum value of RMSE for the testing set for the sigmoid activation 
function in both hidden and output layers, is more than two times lower 

Table 5 
RMSE values for the neural networks with variation of hidden neurons.  

Number of hidden 
neurons 

RMSE_training RMSE_testing Training_time 

1  0.0973  0.0985  1.0 
2  0.0958  0.0885  1.6 
3  0.0966  0.0848  1.7 
4  0.0976  0.0859  1.8 
5  0.0960  0.0868  1.8 
6  0.0966  0.0860  2.2 
8  0.0978  0.0882  2.5 
10  0.0971  0.0922  2.5 
15  0.0975  0.0922  3.5 
20  0.0988  0.0918  3.8 
30  0.0970  0.0924  5.2 
50  0.0967  0.0922  7.5 
Average  0.0971  0.0900  2.93 
St. dev.  0.0008  0.0040  1.85  
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0.0840

0.0940

0.1040

0 10 20 30 40 50 60

RMSE_training RMSE_testing

Fig. 3. RMSEs for training and testing sets for various values of the number of hidden neurons.  
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than RMSE for the testing set for the hyperbolic tangent activation 
function in both layers. Therefore, it is suggested that the sigmoid is set 
as an activation function in both layers. 

6.4. Other ANN parameters 

The ANN training process also requires several parameters to be set, 
which can significantly influence training speed and accuracy. These 
parameters include batch size, optimization method, loss function, 
learning rate, momentum, and the number of training iterations 
(epochs) (Yoo, 2019). 

There are three main types of ANN training, based on the number of 
training records (examples) passed through the ANN before synaptic 
weights update (IBM SPSS, 2019):  

- Batch. Synaptic weights are updated only after passing all training 
records. On the positive side, this approach directly minimizes the 
total error, but it might require many data passes before some of the 
stopping rules are met. Generally, it is used for smaller datasets.  

- Online (opposite of Batch type). Synaptic weights are updated after 
every single training record. This approach can more quickly 
converge to a final solution and is superior for larger datasets. 

- Mini-batch. This training dataset is divided into groups of approxi-
mately equal size, and the synaptic weights are updated after passing 
each group. This approach offers a compromise between batch and 
online training, and is usually applied to medium-size datasets. The 
size of a mini-batch significantly influences training performances 
(Goceri & Gooya, 2018; Yoo, 2019). 

Another important parameter of ANN training is optimization algo-
rithm, used to change ANN attributes (such as synaptic weights and 
learning rates), in order to minimize losses. There are several options: 
gradient descent, with several variations (a very popular algorithm, 
suitable for all three types of training); scaled conjugate gradient (suit-
able only for batch training); Adam; Sobolev gradient-based 

0.0000
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Fig. 4. Training time for different number of hidden neurons.  

Table 6 
Activation functions.  

Activation function Equation 

Identity (Linear) f(x) = x  
Hyperbolic Tangent f(x) = tanh(x) =

2
1 + e− 2x − 1  

Sigmoid (Logistic or Soft step) f(x) =
1

1 + e− x   

Table 7 
RMSE for the training set, for different combinations of activation functions.  

RMSE_training Output layer 

Hidden layer Identity Hyperbolic Tangent Sigmoid 
Hyperbolic Tangent 0.0957 0.1926 0.0970 
Sigmoid 0.0967 0.1939 0.0966  

Table 8 
RMSE for the testing set, for different combinations of activation functions.  

RMSE_testing Output layer 
Hidden layer Identity Hyperbolic Tangent Sigmoid 

Hyperbolic Tangent  0.0935  0.1817  0.0860 
Sigmoid  0.0897  0.1854  0.0848  

Table 9 
Training time for different combinations of activation functions.  

Training_time Output layer 

Hidden layer Identity Hyperbolic Tangent Sigmoid 
Hyperbolic Tangent 1 1.3 1.7 
Sigmoid 1.3 1.5 1.7  
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optimization (Goceri, 2016; Wibowo, Wiryawan, & Nuqoyati, 2017). 
The choice of optimization algorithm greatly depends on ANN type. The 
problem being solved influences ANN training and model performance. 

Although important, deeper analysis of the selection of these pa-
rameters is beyond the scope of this paper, and it could be one direction 
of future research. Previous studies, presented in Table 3, very rarely 
reported using ANN training parameters. In this study, since the sample 
was small, batch training with scaled conjugate gradient optimization 
algorithm was used. 

7. Sensitivity analysis

Finally, based on the ANN model that was adopted (one hidden layer,
three hidden nodes and sigmoid as an activation function in both layers), 
a sensitivity analysis was performed and its results are presented below. 
The significance of the inputs was confirmed by the fact that all synaptic 
weights linked to the hidden layer in the neural network model had non- 
zero values (Tan et al., 2014; Priyadarshinee et al., 2017). The RMSE 
values for training and testing sets, for all ten runs, are presented in 
Table 10. 

Based on the low values of RMSE for both training and testing sets, it 
can be concluded that ANN models provide very accurate forecasting 
(Chong, 2013a; Leong et al., 2015; Liébana-Cabanillas et al., 2017; Ooi 
& Tan, 2016; Tan et al., 2014). ANN model performance is further 
evaluated by calculating goodness-of-fit coefficient (Higueras-Castillo, 
Kalinic, Marinkovic, & Liébana-Cabanillas, 2020; Phillips, Zigan, Silva, 
& Schegg, 2015), and its value R2 = 0.947, indicates that the suggested 
ANN model explains 94.7% of the variance of the output variable – 
consumer satisfaction. 

In order to recognize the relative influence and importance of each 
predictor, a sensitivity analysis was performed using ANN models. The 
relative importance of each input is a measure of how much the model 
output varies with different values of that particular input (Chong, 
2013a). Based on these values, it is possible to calculate the normalized 
importance of each predictor, as the ratio of its relative importance with 
the highest relative importance of all predictors (Leong et al., 2013; 
Liébana-Cabanillas et al., 2017; Yadav et al., 2016). The results of the 
sensitivity analysis are presented in Table 11. 

The highest influence on customer satisfaction is mobility, followed 
by trust and perceived usefulness. Perceived enjoyment has the lowest 
influence, at a level that is almost half that of the highest influencer, 
mobility. 

8. Discussion and implications

One of the most important contributions of the study is its compre-
hensive survey of the implementation of ANNs in technology acceptance 
studies. The survey included and compared the area of implementation, 
used research methods and the choice of the most important ANN model 
parameters: number of hidden layers and neurons (and how they are 
determined), as well as activation functions in hidden and output layers. 

Concerning the first research objective, through the implementation 
of two research methods, the most significant predictors of customer 
satisfaction in m-commerce were found. ANN analysis confirmed the 
SEM finding that mobility was the most important antecedent of 
customer satisfaction, which is in line with the findings of Yeh and Li 
(2009) and Aguilar-Illescas et al. (2020). Mobility is one of the major 
advantages of mobile technologies – including m-commerce – enabling 
customers to make purchases and payments anytime, anywhere. The 
second most influential variable was trust. Although the results of the 
SEM analysis predicted a similar level of influence for these two vari-
ables on customer satisfaction (path coefficients for both variables 
presented in Table 1 are almost the same), the ANN analysis, which 
included non-linear effects, showed that there is a significant difference 
in influence, with the influence of trust being almost 30% weaker than 
the mobility variable. Nevertheless, ANN analysis confirmed trust as a 
strong predictor of customer satisfaction, which was also reported by 
Aguilar-Illescas et al. (2020), Kar (2020), Poromatikul et al. (2020), 
Sarkar et al. (2020) and Lin and Wang (2006). The difference is also 
present in the case of perceived usefulness in that the ANN results 
showed that perceived usefulness had a stronger relative influence on 
customer satisfaction than predicted by SEM. The significant influence 
of perceived usefulness on satisfaction was also confirmed by Aguilar- 
Illescas et al. (2020), Alalwan (2020), Hsiao et al. (2016), Lee et al. 
(2015a), Lee et al. (2015b), Li and Fang (2019) and Shang and Wu 
(2017). Finally, contrary to the SEM results, the perceived enjoyment 
variable was found to be the predictor with the least important influ-
ence, at almost half the amount of the strongest variable, mobility. The 
significant influence of perceived enjoyment on customer satisfaction 
was also reported by Alalwan (2020), Chao (2019) and Hsiao et al. 
(2016). Finally, social influence was found to be a statistically insig-
nificant predictor of customer satisfaction, which is in line with the 
findings of Alalwan (2020). 

With regards to the second research objective, a detailed explanation 
of the procedure of selecting ANN parameters that specify the ANN 
model structure is presented, which contributes to the significance of the 
study, due to the fact that such deep analysis had not been undertaken in 
any prior study. The analysis showed that shallow ANN, with three 
neurons in the hidden layer and sigmoid as an activation function in 
both layers, gave the best results. 

Although simple, the research model showed significant predictive 
power, as even the SEM model was able to explain 69.5% of the variance 
in consumer satisfaction. The superiority of the multi-analytical 
approach (the introduction of the ANN model) was confirmed by the 
analysis of the ANN model’s predictive power, which showed that the 
ANN model was able to explain 94.7% of the variance in consumer 
satisfaction. 

Table 10 
RMSE values of ten tested models.  

Neural network Training Testing 

No. 1  0.0957  0.0980 
No. 2  0.0892  0.1214 
No. 3  0.0953  0.0815 
No. 4  0.0980  0.0890 
No. 5  0.0959  0.0734 
No. 6  0.0966  0.0772 
No. 7  0.1003  0.0829 
No. 8  0.0982  0.0742 
No. 9  0.0973  0.0805 
No. 10  0.0993  0.0702 
Average  0.0966  0.0848 
Standard deviation  0.0031  0.0152  

Table 11 
Sensitivity analysis.  

Neural network Relative importance 
TR PU MOB PE 

No. 1  0.285  0.219  0.304  0.192 
No. 2  0.264  0.218  0.300  0.218 
No. 3  0.193  0.217  0.364  0.226 
No. 4  0.259  0.210  0.342  0.189 
No. 5  0.246  0.229  0.365  0.161 
No. 6  0.208  0.209  0.388  0.195 
No. 7  0.297  0.218  0.331  0.155 
No. 8  0.231  0.218  0.360  0.191 
No. 9  0.301  0.183  0.353  0.163 
No. 10  0.247  0.215  0.354  0.185 
Average importance  0.253  0.214  0.346  0.188 
Normalized importance (%)  72.1  61.7  100.0  54.2 

Note: TR = Trust; PU = Perceived usefulness; MOB = Mobility; PE = Perceived 
enjoyment 
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8.1. Theoretical implications 

Several important theoretical implications can be derived from the 
study. The research model provides the possibility of identifying the key 
drivers of customer satisfaction in m-commerce, emphasizing the 
importance of specific variables that are not subject to the analysis of 
classical theories of consumer satisfaction. In classical theories and 
models of consumer satisfaction, perceived performance, expectations, 
value and quality often emerge as its drivers. However, the proposed 
model is based on three well-known theories of technology acceptance 
(TAM, UTAUT and UTAUT2), where the specificity of the proposed 
model is reflected in the positioning of satisfaction, which itself has a 
very important role in retaining existing customers and developing long- 
term relationships as the ultimate model variable. In addition, the model 
includes perceived trust, which is an important predictor in the context 
investigated, taking into account that m-commerce includes personal 
data collection and financial transactions. Finally, one of the key im-
plications of the study is that behavioral models should include 
technology-specific variables, such as mobility in this case. Mobility had 
not been a widely investigated predictor in previous technology accep-
tance and satisfaction studies, but it proved to be the most significant 
predictor of customer satisfaction in m-commerce. By the inclusion of 
technology- and context-specific variables such as mobility and trust, 
the model made a step towards conceiving a new model of consumer 
satisfaction in the digital environment. 

8.2. Methodological implications 

Unlike existing studies on consumer satisfaction in m-commerce, 
which are predominantly based on linear research models and tech-
niques such as SEM, a hybrid approach was used in this study, by using a 
combination of linear and non-linear techniques. Combining SEM and 
ANN is a modern approach which is applied in many technology 
acceptance studies. However, in many of these studies, no clear expla-
nation as to how the ANN parameters were chosen, nor which values 
were adopted was given. One of the main objectives and contributions of 
this paper was to present a detailed procedure for the setting up of ANN 
parameters in technology acceptance studies. The study also gives rec-
ommendations regarding the selection of main ANN parameters, 
something which has not been present in previous studies. The pro-
cedure and recommendations presented will prove very useful for re-
searchers planning to use a similar, two-stage approach. As presented in 
the paper, in the case of a simple research model with a limited sample 
size, one hidden layer is sufficient for a good prediction model in tech-
nology acceptance studies. The number of neurons in the hidden layer is 
dependent on the number of the inputs, and the proposed rule-of-thumb 
has already given good results in several other studies (Liébana-Cab-
anillas et al., 2017, Liébana-Cabanillas et al., 2018). Finally, sigmoid 
was found to be the best solution for activation function, for both hidden 
and output layers. 

Another methodological contribution of the study was that the ANN 
approach was used to forecast and rank the importance of statistically 
significant predictors of m-commerce satisfaction through the use of 
SEM analysis. Such a multi-analytical approach also reinforces the val-
idity of the results obtained from individual approaches (Yadav et al., 
2016). In addition, the differences between SEM and ANN results in rank 
and impact of the predictors are noticeable and can be explained by the 
ability of the ANN model to consider non-linear components of the re-
lationships, as well as the higher predictive power of the ANN model. 

8.3. Practical implications 

The modern consumer lifestyle, incorporated with the trend of 
digitalization and characterized by a lack of perceived time, also has its 
professional, business aspects. These considerations contribute to the 
value system adjustment necessary for new consumers in relation to the 

concept of mobile services. Satisfied consumers readily become loyal 
customers, which leads to increased profit for m-commerce providers. 
Since the results of the research confirmed the strong impact of mobility 
on consumer satisfaction, it is necessary for mobile operators to 
emphasize all the advantages of m-commerce in comparison to alter-
native forms of commerce. It is especially important to underline the fact 
that mobile commerce enables the realization of transactions from 
anywhere in the world which has mobile or WiFi network coverage, at 
virtually at any time, day or night – something which increasingly 
complements the lifestyle of new consumers and the trends of digitali-
zation of modern society. Therefore, the focus of marketing campaigns 
oriented towards customer retention should be on the advantages of 
consumer freedom and this concept of ‘anytime, anywhere’ access. 

Also, since trust was found to be an important determinant of satis-
faction in m-commerce, more attention should be directed towards the 
improvement of security and data privacy. Customers consider m-com-
merce an important service, but one that should be provided with due 
care. In order to gain and keep customer confidence, m-commerce 
stakeholders should focus their marketing strategies on providing and 
promoting high security and data protection standards. One of the ways 
of increasing the level of perceived trust in consumers, particularly for 
start-ups and new brands, companies and applications, is to ensure a 
verified secure certification by third-party providers, such as TRUSTe or 
VeriSign. As already mentioned, m-commerce includes the exchange of 
sensitive personal and financial data, and therefore state-of-the-art 
encryption and authorization technology should be considered imper-
ative, in order to protect customer data and increase the level of system 
security and trustworthiness perceived by consumers. Finally, any 
comments and complaints about security issues generated by consumers 
should be carefully analyzed and used to improve the security and 
reliability of the m-commerce system. 

The significant influence of perceived usefulness on satisfaction im-
plies that m-commerce companies, should develop a value proposition 
in their marketing campaigns, which should focus on the service’s use-
fulness. The time and money savings enabled by m-commerce, as a result 
of the ‘anytime, anywhere’ functionality, should be communicated to 
the market segments which are particularly sensitive to these benefits, 
such as business people and the younger generations. The campaigns 
should include cases and real-life examples of how practical and bene-
ficial m-commerce could be for each of the target groups. 

Finally, although the results show that perceived enjoyment had the 
least significant impact on customer satisfaction, its influence is not 
negligible and it should be also taken into account by m-commerce 
stakeholders. The content offered by m-commerce applications should 
be attractive and interesting, in order to keep customers focused and 
attached. For example, m-commerce providers could offer customers 
short mobile games or quizzes with various incentives, such as small 
company-related gifts or discounts related to the next purchase made. 
This would positively influence customer mood and willingness to use 
the application for a longer period of time, more likely buying more 
products or services while they do so. Additionally, personalization of 
the service could also positively influence consumer enjoyment and 
satisfaction. 

8.4. Societal implications 

The study also offers several societal contributions. The fact that 
consumers can easily perform their transactions from home, work or 
while commuting, could have a significant environmental impact, as 
going to traditional bricks-and-mortar shops is no longer necessary, 
potentially leading to lower levels of vehicular emissions. In addition, m- 
commerce customers who are satisfied with the services provided will 
recommend them to their friends, relatives and colleagues, which will 
further lead to higher m-commerce acceptance levels and potentially 
have a positive impact on pollution levels (although in this study social 
influence was not found to be an important determinant of satisfaction, 
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numerous studies reported its significant influence in technology 
adoption). Therefore, policymakers and regulators could use the results 
to develop strategies and promotional campaigns for sustainable m- 
commerce development, which would not only lead to the advancement 
of society and the economy, but also more content citizens. For example, 
since trust was found to be a very significant predictor of satisfaction, 
policymakers could emphasize this aspect and drive national legislation 
that pushes for higher security and consumer protection levels within m- 
commerce applications. 

9. Conclusion, limitations and avenues for future research

The study presents a simple, yet powerful behavioral model which
has identified the most significant antecedents of consumer satisfaction. 
By employing two-stage analysis, the study proved that ANN models 
have higher predictive power than linear. In addition, the study pre-
sented a step-by-step procedure of setting up an ANN model in the 
technology acceptance context. Nevertheless, this research has several 
limitations. The study was conducted in a single time period, with pre-
dominantly young customers, in a country where m-commerce is still 
not widely used. The study was completed at the level of the total 
sample, but some future research could include the investigation of 
moderating effects of gender, age and user experience. Also, the research 
model contained a limited number of potential predictors. More com-
plex future models could include additional variables such as privacy, 
security, ease of use or customer participation. 

In addition to these, two other limitations are apparent. Firstly, only 
a multi-layer perceptron was tested as a neural network model. Since 
there are many other types of neural networks, behavioral models based 
on other types of ANNs could be tested and compared. Secondly, due to 
the limitations of the software used in ANN modeling, only three, albeit 
the most important, types of activation function were tested (identity, 
hyperbolic tangent and sigmoid). Since there are several other well- 
known and widely-used types of activation function, it would also be 
useful to test and compare the models with those activation functions 
implemented in hidden and output layers. Finally, the influence of ANN 
training parameters such as batch size or optimization method on 
training speed and ANN model accuracy should be investigated. 
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San-Martín, S., Prodanova, J., & Jiménez, N. (2015). The impact of age in the generation 
of satisfaction and WOM in mobile shopping. Journal of Retailing and Consumer 
Services, 23, 1–8. 

San-Martín, S., Prodanova, J., & Lopez Catalan, B. (2016). What makes services 
customers say “buy it with a mobile phone”? Journal of Services Marketing, 30(6), 
601–614. 

Sarkar, S., Chauhan, S., & Khare, A. (2020). A meta-analysis of antecedents and 
consequences of trust in mobile commerce. International Journal of Information 
Management, 50, 286–301. 

Shang, D., & Wu, W. (2017). Understanding mobile shopping consumers’ continuance 
intention. Industrial Management & Data Systems, 117(1), 213–227. 

Sharma, S. K. (2019). Integrating cognitive antecedents into TAM to explain mobile 
banking behavioral intention: A SEM-neural network modeling. Information Systems 
Frontiers, 21(4), 815–827. 

Sharma, S. K., Govindaluri, S. M., & Al-Kharusi, M. H. (2015). Predicting determinants of 
Internet banking adoption: A two-staged regression-neural network approach. 
Management Research Review, 38(7), 750–766. 

Sharma, S. K., Al-Badi, A. H., Govindaluri, S. M., & Al-Kharusi, M. H. (2016a). Predicting 
motivators of cloud computing adoption: A developing country perspective. 
Computers in Human Behavior, 62, 61–69. 

Sharma, S. K., Joshi, A., & Sharma, H. (2016b). A multi-analytical approach to predict 
the Facebook usage in higher education. Computers in Human Behavior, 55, 340–353. 

Sharma, S. K., Govindaluri, S. M., Al-Muharrami, S., & Tarhini, A. (2017a). A multi- 
analytical model for mobile banking adoption: A developing country perspective. 
Review of International Business and Strategy, 27(1), 133–148. 

Sharma, S. K., Gaur, A., Saddikuti, V., & Rastogi, A. (2017b). Structural equation model 
(SEM)-neural network (NN) model for predicting quality determinants of e-learning 
management systems. Behaviour & Information Technology, 36(10), 1053–1066. 

Sharma, S. K., Al-Badi, A., Rana, N. P., & Al-Azizi, L. (2018). Mobile applications in 
government services (mG-App) from user’s perspectives: A predictive modelling 
approach. Government Information Quarterly, 35, 557–568. 

Sharma, S. K., & Sharma, M. (2019). Examining the role of trust and quality dimensions 
in the actual usage of mobile banking services: An empirical investigation. 
International Journal of Information Management, 44, 65–75. 

Sharma, S., Sharma, H., & Dwivedi, Y. (2019). A Hybrid SEM-Neural Network Model for 
Predicting Determinants of Mobile Payment Services. Information Systems 
Management, 36(3), 243–261. 
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Muñoz, F. (2008). La adopción de una innovación basada en la Web. Análisis y modelización 
de los mecanismos generadores de confianza. Doctoral Thesis. University of Granada.  

Yang, M. H., Lin, B., Chandlrees, N., & Chao, H. Y. (2009). The effect of perceived ethical 
performance of shopping websites on consumer trust. Journal of Computer 
Information Systems, 50(1), 15–24. 

Venkatesh, V., & Bala, H. (2008). Technology acceptance model 3 and a research agenda 
on interventions. Decision Sciences, 39(2), 273–315. 

Schierz, P. G., Schilke, O., & Wirtz, B. W. (2010). Understanding consumer acceptance of 
mobile payment services: An empirical analysis. Electronic Commerce Research and 
Applications, 9(3), 209–216. 

Vijayasarathy, L. R. (2004). Predicting consumer intentions to use on-line shopping: the 
case for an augmented technology acceptance model. Information & Management, 41 
(6), 747–762. 

Cao, X. (2019). A study on the mobile learning teaching model of college english PAD 
classes based on duifene teaching platform. Overseas English, 12, 123–124. 
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Z. Kalinić et al.                                                 

http://refhub.elsevier.com/S0957-4174(21)00244-X/h0440
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0440
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0440
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0445
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0445
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0445
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0450
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0450
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0450
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0455
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0455
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0460
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0460
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0460
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0460
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0465
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0465
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0465
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0470
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0470
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0470
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0475
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0475
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0475
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0480
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0480
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0480
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0485
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0485
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0485
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0490
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0490
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0490
https://doi.org/10.1080/10494820.2019.1636074
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0500
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0500
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0500
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0505
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0505
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0505
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0505
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0510
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0510
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0510
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0515
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0515
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0515
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0515
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0520
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0520
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0520
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0525
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0525
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0525
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0530
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0530
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0530
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0535
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0535
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0540
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0540
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0540
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0545
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0545
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0545
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0550
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0550
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0550
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0555
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0555
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0560
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0560
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0560
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0565
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0565
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0565
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0570
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0570
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0570
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0575
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0575
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0575
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0580
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0580
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0580
https://doi.org/10.1016/j.eswa.2020.114241
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0595
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0595
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0595
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0600
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0600
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0600
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0605
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0605
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0605
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0610
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0610
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0610
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0615
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0615
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0620
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0620
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0620
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0625
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0625
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0630
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0630
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0630
https://doi.org/10.1016/j.ijinfomgt.2019.08.005
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0640
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0640
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0640
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0645
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0645
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0650
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0650
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0655
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0655
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0660
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0660
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0665
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0665
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0665
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0670
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0670
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0675
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0675
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0680
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0680
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0685
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0685
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0685
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0690
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0690
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0695
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0695
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0695
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0700
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0700
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0700
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0710
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0710
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0715
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0715
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0715
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0720
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0720
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0720
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0725
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0725
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0725
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0730
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0730
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0730
http://refhub.elsevier.com/S0957-4174(21)00244-X/h0730


Expert Systems With Applications 175 (2021) 114803

16

SPSS. (2012). IBM SPSS Neural Networks 21. USA: IBM Corporation.  
Sim, J. J., Tan, G. W.-H., Wong, J. C. J., Ooi, K.-B., & Hew, T.-S. (2014). Understanding 

and predicting the motivators of mobile music acceptance – A multi stage MRA- 
Artificial neural network approach. Telematics and Informatics, 31, 569–584. 

Moosmayer, D. C., Chong, A. Y.-L., Liu, M. J., & Schuppar, B. (2013). A neural network 
approach to predicting price negotiation outcomes in business-to-business contexts. 
Expert Systems with Applications, 40, 3028–3035. 

Further reading 

Cao, X., Yu, L., Liu, Z., Gong, M., & Adeel, L. (2018). Understanding mobile payment 
users’ continuance intention: A trust transfer perspective. Internet Research, 28(2), 
456–476. 
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