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Abstract Lightweight constrained application protocol (CoAP) has emerged as a common com-

munication protocol for resource-constrained equipment in distribution internet of things (IoT).

CoAP introduces two modes for data transmission, i.e., non-confirmed mode for reducing transmis-

sion delay and confirmed mode for reducing packet-loss ratio, which can be dynamically selected to

satisfy the service requirements. However, there are still some challenges in dynamic CoAP mode

selection, including incomplete information and differentiated quality of service (QoS) requirements

of distributed IoT services. In this paper, we propose a upper confidence bound (UCB)-based

dynamic CoAP mode selection algorithm for data transmission to address these challenges. The

simulation results validate that, compared with the fixed mode selection algorithm, the proposed

algorithm can flexibly balance the tradeoff between packet-loss ratio and transmission delay as well

as satisfy the differentiated QoS in distribution IoT.
� 2021 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

With the rapid development of internet of things (IoT) tech-
nology in the distribution network, the effective information
interaction among multifarious equipment is imperative to

realize the comprehensive perception, lightweight communica-
tion, and reliable operation of distribution services, where
communication protocol plays a critical role [1,2]. From the

perspective of the application layer, the protocols for distribu-
tion IoT include massage queue telemetry transport (MQTT)
[3], extensive messaging and presence protocol (XMPP) [4],

advanced message queuing protocol (AMQP) [5], and con-
strained application protocol (CoAP) [6,7]. Particularly,
MQTT, XMPP, and AMQP rely on transport control protocol
(TCP), which has some inherent limitations that make it inef-

ficient in certain restricted environments, such as large delay
caused by triple handshakes, slow start, and header congestion
[8,9]. Compared with the aforementioned protocols, CoAP is

based on user datagram protocol (UDP), which is designed
for constrained nodes and networks [10]. In addition, CoAP
provides two modes for data transmission, which can be flex-

ibly selected to balance the packet-loss ratio and transmission
delay for satisfying differentiated quality of service (QoS)
requirements of distribution IoT services [11,12].

To be specific, depending on whether there is a retransmis-

sion mechanism, CoAP introduces two modes for data
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transmission, i.e., non-confirmed mode and confirmed mode.
For the non-confirmed mode without data retransmission
mechanism, the server transmits data unidirectionally to the

client at fixed intervals, regardless of whether the client receives
the packet or not [13–15]. As a result, the non-confirmed mode
reduces the transmission delay at a cost of increasing the

packet-loss ratio, which may degrade reliability performance.
For the confirmed mode adopting retransmission mechanism,
the server will transmit the next packet only if it receives the

acknowledgment (ACK) packet sent by the client. If the
ACK packet is not received within the specified time, the
retransmission starts. Moreover, the retransmission terminates
until it reaches the maximum number of retransmission or the

packet is received by the client successfully. The retransmission
mechanism may lead to a larger transmission delay. Neverthe-
less, it can efficiently reduce the packet-loss ratio to provide a

high communication reliability [5,16]. Therefore, a dynamic
mode selection method is necessary for data transmission in
CoAP to balance the tradeoff between transmission delay

and packet-loss ratio.
However, there are still some critical technical challenges in

dynamic CoAP mode selection. First, the mode selection opti-

mization is based on time-varying context information, includ-
ing channel state information (CSI) and bandwidth, which is
unavailable due to the prohibitive signaling overhead [17,18].
Therefore, how to realize the optimal mode selection decision

under incomplete information remains a challenge. Second,
various distribution IoT services have differentiated QoS
requirements for packet-loss ratio and transmission delay.

For example, services that have the characteristics of large
data flow, such as state monitoring and emergency communi-
cation, which impose a more stringent requirement on trans-

mission delay [19]. On the other hand, services like meter
reading management and load forecasting impose a more strin-
gent requirement on packet-loss ratio than transmission delay,

where the high packet-loss ratio may cause frame loss and
communication interruption. Therefore, how to balance trans-
mission delay and packet-loss ratio to satisfy differentiated
QoS requirements of distribution IoT services through

dynamic CoAP mode selection remains an open issue.
Numerous works have investigated CoAP mode selection.

In [19], Rolando Herrero proposed a dynamic mode selection

mechanism that takes packet-loss ratio as an input parameter
to extend battery life while minimizing transmission delay and
packet-loss ratio to satisfy QoS requirements. However, the

authors have assumed that the complete information is avail-
able in this paper, which is impractical in practical CoAP mode
selection. Multi-armed bandit (MAB) is usually utilized to
cope with the sequential decision problems under incomplete

information. Among various MAB algorithms, UCB distin-
guishes itself from others with its rapid convergence speed
and well-balanced tradeoff performance between exploration

and exploitation. In [20], Wang et al. proposed an improved
high frequency cognitive multi-channel selection algorithm
based on UCB to improve the success rate of data transmis-

sion. In [21], Liao et al. proposed a UCB-based channel selec-
tion algorithm to dynamically balance throughput, energy
consumption, and service reliability. However, it cannot com-

prehensively consider the data transmission delay and packet-
loss ratio.

In this paper, we consider the performances in both packet-
loss ratio and transmission delay. The mode selection problem
is suitable to be modeled as an MAB problem. Among various
MAB algorithms, UCB distinguishes itself from others with its
rapid convergence speed and well-balanced tradeoff perfor-

mance between exploration and exploitation.
The main contributions of this work are summarized as

follows:

� Dynamic Mode Selection under Incomplete Information: We
leverage UCB to observe and interact with environment

under incomplete channel information. The proposed algo-
rithm can learn the optimal dynamic CoAP mode selection
strategy based on only local information.

� Low-Complexity and Dynamic CoAP Mode Selection: A

low-complexity and dynamic mode selection mechanism is
developed to minimize the weighted sum of transmission
delay and packet-loss ratio based on UCB algorithm.

� Extensive Performance Evaluation: A lot of simulations
have been carried out to demonstrate the advantages of
the proposed algorithm compared with fixed mode opera-

tion. Specifically, the effects of different parameters in terms
of packet number, packet-loss threshold, etc, have been
illustrated to evaluate the superior performances of the pro-

posed algorithm.

The remainder of this paper is organized as follows. The
system model and problem formulation are presented in Sec-

tion 2. The proposed algorithm is introduced in Section 3. In
Section 4, simulation results are given. Section 5 concludes
the paper.

2. System model and problem formulation

2.1. System model

As shown in Fig. 1, the CoAP is adopted between the distribu-

tion IoT equipment and the gateway or IoT Hub. The distribu-
tion IoT equipment sends a communication request to the
gateway through the CoAP protocol, and the gateway for-

wards the relevant configuration information to the distribu-
tion IoT equipment. The real-time data collected by the IoT
equipment is reported to IoT Hub through CoAP to realize
the data interaction and standardized access. The significance

of parameters is shown in Table 1.
CoAP presents two main modes for data transmission, i.e.,

non-confirmed mode and confirmed mode. The non-confirmed

mode does not have a retransmission mechanism, where the
gateway unidirectionally sends a packet to client without any
guarantee of successful delivery. Therefore, this mode has

lower delay and higher packet-loss ratio [22]. The confirmed
mode has a retransmission mechanism, where the gateway
decides whether to retransmit the packet according to the

result feedback by the client within the maximum retransmis-
sion number. Therefore, this mode has a lower packet-loss
ratio, while increasing transmission delay and energy con-
sumption [23]. Consequently, it is crucial to choose the appro-

priate CoAP mode according to different application scenarios
and QoS requirements.

In this paper, we assume that there are a total of I large

data packets, and each large packet contains J smaller packets
of equal size. Denote the mode indicator as m, where m ¼ 1
indicates non-confirmed mode and m ¼ 2 indicates confirmed



Fig. 1 System model.
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mode. The transmission delays of the i-th large packet and the

j-th small packet of the i-th large packet in mode m are denoted
as Tm

i 1 6 i 6 Ið Þ and tmi;j 1 6 j 6 Jð Þ , respectively. For the same

large packet, the selected transmission mode remains
unchanged, and the transmission mode can dynamically switch

between any two large packets. Then, we define a mode selec-
tion indicator xi;m, where xi;m ¼ 1 if the i-th large packet selects

mode m, and xi;m ¼ 0 otherwise. Furthermore, the channel

state remains unchanged during the transmission of a small

packet, but randomly changes across the transmission of dif-
ferent small packets [24]. Specifically, when the small packet
adopts mode 2 for data transmission, the retransmission pro-

cess is also recorded as a new small packet transmission pro-
cess, i.e., the channel state varies randomly compared with
the previous one. Taking the i-th large packet as an example,

Fig. 2(a) and Fig. 2(b) describe the data transmission processes
of j-th small packets of the i-th large packet in the non-
confirmed mode and confirmed mode, respectively. For the

non-confirmed mode without data retransmission mechanism,
the gateway transmits data unidirectionally to the client at
fixed intervals, regardless of whether the client receives the
packet or not. For the confirmed mode with the data retrans-

mission mechanism, the client will return the ACK packet to
the gateway after receiving the small packet, and if the ACK
packet is not received within t0, i.e., the maximum waiting time

for the ACK packet, the gateway would retransmit the same
small packet. In addition, the gateway will transmit the next
small packet when it receives the ACK packet sent by the client

or when it reaches the maximum retransmission number.

2.1.1. Channel model

According to [25], the channel gain for the n-th retransmission

of the j-th small packet of the i-th large packet is given by
gi;j;n ¼
Hi;j;n

�� ��2
Ni;j;n

; ð1Þ

where Hi;j;n represents the channel frequency response of the n-

th retransmission of the j-th small packet of the i-th large
packet in the mode m;Ni;j;n represents the total noise power

of the n-th retransmission of the j-th small packet of the i-th

large packet.

2.1.2. Packet-loss ratio

In the confirmed mode, the vector set of retransmission is

denoted as A ¼ ami;j;1; � � � ; ami;j;n; � � � ; ami;j;N
n o

; ami;j;n 2 0; 1f g ,where

N represents the maximum number of retransmission [25]. The
initial value is set as ami;j;n ¼ 0 , which indicates that the n-th

retransmission of the j-th small packet of the i-th large packet

is successful, and ami;j;n ¼ 1 otherwise.

If the current channel quality pi;j;ngi;j;n is larger than the

threshold Gth, it means that the packet successfully arrives at
the client. Therefore, the retransmission result of the non-
confirmed mode is expressed as

a1i;j;n ¼
0; pi;j;ngi;j;n P Gth;

1; pi;j;ngi;j;n < Gth:

(
ð2Þ

where pi;j;n denotes the transmission power of the n-th retrans-

mission of the j-th small packet of the i-th large packet.
The retransmission indicator variable of the confirmed

mode is expressed as

a2i;j;n ¼
0; pi;j;ngi;j;n P Gth;

1; pi;j;ngi;j;n < Gth:

(
ð3Þ



Table 1 Significance of parameters.

Parameters Value

I The total number of large data packets

J The total number of small packages in each large

packet

A The vector set of retransmission, used to mark

whether the packet is retransmitted.

B The vector set of ACK transmission, used to mark

whether the ACK packet is transmitted.

Gth Channel gain threshold

S The small packet size (bit)

Sback The ACK packet size (bit)

m The mode indicator

n The n-th retransmission

N The maximum number of retransmission

B Channel bandwidth

gi;j;n The channel gain of the n-th retransmission of the j-th

small packet of the i-th large packet

gi;j;n;back The channel gain of the n-th retransmission of the j-th

ACK packet of the i-th large packet

Hi;j;n The channel frequency response of the n-th

retransmission of the j-th small packet

of the i-th large packet in the mode m

Ni;j;n The total noise power of the n-th retransmission of

the j-th small packet of the i-th large packet

pi;j;n The transmission power of the n-th retransmission of

the j-th small packet of the i-th large packet

pi;j;n;back The transmission power of the n-th transmission of

the j-th ACK packet of the i-th large packet

ami;j;n Indicator function, indicating the retransmission

result

b2i;j;n Indicator function, indicating the ACK transmission

result

xi;m Indicator function,indicating whether the i-th large

packet selects the mode m

ami;j Indicator function, indicating the packet loss of the j-

th small packet of the i-th large packet

Qm
i The packet-loss ratio of the i-th large packet in the

mode m

tmi;j The transmission delay of the j-th small packet of the

i-th large packet in the mode m

t0 The maximum waiting time for the ACK packet

Tm
i The transmission delay of the i-th large packet

ami The total number of small packet loss of the i-th large

packet

V The weights of the packet-loss ratio in the

optimization goal

wi The mode that maximizes the i-th large packet

preference value

ki;m The number of times that mode m is selected when the

i-th large packet is transmitted
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where pback denotes the transmission power of transmitting
ACK packet of the n-th retransminssion of the j-th small
packet of the i-th large packet. And gi;j;n;back is the channel gain

of ACK packet transmission. There are two conditions which
can result the j-th small packet of the i-th large packet retrans-
mission, i.e., the channel quality pi;j;ngi;j;n is inferior, or the

ACK packet transmission is failed.

In the confirmed mode, the retransmission terminates when
the ACK packet sent by the client successfully transmits or it
reaches the maximum number of retransmission. The vector
set of ACK packet transmission is denoted as

B ¼ b2i;j;1; � � � ; b2i;j;n; � � � ; b2i;j;N
n o

; b2i;j;n 2 0; 1f g. The initial value

is set as b2i;j;n ¼ 0, which indicates that the ACK packet of

the n-th retransmission of the j-th small packet of the i-th large
packet is transmitted successful, and bmi;j;n ¼ 1 otherwise. The

transmission result of the ACK packet in the confirmed mode

is expressed as

b2i;j;n ¼
0; pi;j;ngi;j;n P Gth and pbackgi;j;n;back P Gth;

1; pi;j;ngi;j;n P Gth and pbackgi;j;n;back < Gth:

(
ð4Þ

Hence, the packet loss of the j-th small packet of the i-th large
packet is expressed as

ami;j ¼

0; m ¼ 1; pi;j;1gi;j;1 P Gth;

1; m ¼ 1; pi;j;1gi;j;1 < Gth;YN
n¼1

ami;j;n; m ¼ 2:

8>>>><>>>>: ð5Þ

The total number of small packet loss of the i-th large packet is

ami ¼
XJ
j¼1

ami;j: ð6Þ

The packet-loss ratio of the i-th large packet is

Qm
i ¼ ami

J
: ð7Þ
2.1.3. Transmission delay

The transmission delay of the j-th small packet of the i-th large
packet is given by

tmi;j ¼
S

Blog2 1þpi;j;1gi;j;1ð Þ ; if m ¼ 1;

t2i;j; if m ¼ 2;

(
ð8Þ

where B denotes the channel bandwidth, and S represents the
small packet size (bit). Here,

t2i;j ¼
XN
n¼1

a2i;j;n
S

Blog2 1þ pi;j;ngi;j;n
� �þ t0

 !
ð9Þ

þ
XN
n¼1

b2i;j;n
S

Blog2 1þpi;j;ngi;j;nð Þ þ t0

� �
þ S

Blog2 1þpi;j;ngi;j;n�ð Þ þ
Sback

Blog2 1þpbackgi;j;n� ;backð Þ ;

where Sback represents the ACK packet size (bit). N is the max-
imum number of retransmission. n� is the number of retrans-

mission times. Specifically, the first term of the formula
represents the retransmission delay when the small packet
retransmission is failed. The second term of the formula repre-

sents the transmission delay caused by the ACK packet trans-
mission failure. The third and the forth terms of the formula
denote the transmission delay of the last transmission of the
small packet and the ACK packet, respectively.

The transmission delay of the i-th large packet is given by

Tm
i ¼

XJ
j¼1

tmi;j: ð10Þ



Fig. 2 (a) non-confirmed mode. (b) confirmed mode.
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2.2. Problem formulation

The purpose of dynamic mode selection is to select the optimal

transmission mode and balance the tradeoff between differen-
tiated QoS requirements. Therefore, we set the optimization
objective as minimizing the weighted sum of transmission
delay and packet-loss ratio. Accordingly, the dynamic mode

selection problem is formulated as

P1 : min
xi;mf g

XI
i¼1

X2
m¼1

xi;m Tm
i þ VQm

i

� �
s:t: C1 : xi;m 2 0; 1f g; 8i 2 1; 2; � � � ; If g; 8m 2 1; 2f g;

C2 :
X2
m¼1

xi;m ¼ 1; 8i 2 1; 2; � � � ; If g;

ð11Þ

where V represents the weight of the packet-loss ratio in

the optimization goal. Here, C1 and C2 guarantee that each
large packet must select a mode, and can only select one
mode.

3. UCB-based dynamic CoAP mode selection algorithm

The key concept of UCB-based dynamic CoAP mode selec-

tion algorithm is to make estimates based on historical
observations while simultaneously considering the uncer-
tainty of those observations, i.e., the confidence bound.
UCB does not need a large amount of prepared training

data, which enables equipment to observe and make mode
selection based on the number of selections for modes and
its corresponding empirical performance [26]. The proposed

algorithm is summarized in Algorithm 1, which consists of
three phases, i.e., initialization, estimation and decision mak-
ing, and learning.

In the first phase of initialization, initialize the variable,
and then it is assumed that the equipment transmits the
first large packet in mode 1 and the second large packet

in mode 2.
In the second phase of estimation and decision making,

when transmitting the i-th large packet, the equipment esti-
mates its preference towards mode m as [25]

bVm
i ¼ 1

Tm
i�1 þ VQm

i�1

þ
ffiffiffiffiffiffiffiffiffiffiffi
2 ln i

ki�1;m

s
;

where the first term represents the empirical performance of
the mode m, the denominator of which is the weighted sum

of packet-loss ratio and transmission delay to measure the
quality of transmission mode. The second term represents
the confidence bound, which is designed to balance the trade-

off between exploration and exploitation. ki;m represents the

number of times that mode m is selected when the i-th large

packet is transmitted.
The first term of the preference value reflects the empirical

performances of packet-loss ratio and transmission delay,

which is negatively proportional to them, i.e., the mode with
lower packet-loss ratio and transmission delay is more pre-
ferred. The second term is the estimation uncertainty, which

is defined as the square-root of a fraction, where the denomi-
nator is the number of times that mode m has been selected
up to the i-th large packet. Therefore, the mode with a lower
weighted sum of packet-loss ratio and transmission delay or

a smaller number of selections will have a larger UCB value,
thereby resulting in more chances of being selected.

Then, the mode with the maximum estimation value will be

selected, which is determined as

wi ¼ argmax
m¼1;2

V̂m
i : ð13Þ

In the third phase of learning, the equipment updates

Tm
i þ VQm

i and ki;m as

Tm
i þ VQm

i ¼
Tm

i�1 þ VQm
i�1ki�1;m þ T

wi
i þ VQ

wi
i

� 	
xi;m

ki�1;m þ xi;m

; ð14Þ

and

ki;m ¼ ki�1;m þ xi;m: ð15Þ
Finally, increase i to iþ 1, and repeat lines 6�13 until i > I.



Fig. 3 The weighted sum of transmission delay and packet-loss

ratio versus the number of mode selection.
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Algorithm 1. UCB-Based Dynamic CoAP Mode Selection

Algorithm

1: Input: V;Gth;B;S.

2: Phase 1: Initialization

3: Set ami;j ¼ 0;xi;m ¼ 0; ki;m ¼ 0.

4: Traverse to select two transmission modes.

5: Repeat

6: Phase 2: Estimation and decision making

7: Calculate the estimation value bVm
i as (12).

8: Select the optimal option wi based on (13).

9: Phase 3: Learning

10: Observe gi;j;n and compare pi;j;ngi;j;n with Gth.

11: Calculate Tm
i and Qm

i of the selected transmission mode based

on (7) and (10).

12: Update Tm
i þ VQm

i based on (14).

13: Update ki;m based on (15).

14: Until i > I.
4. Simulation results and discussions

In this section, the performance of the proposed algorithm is
evaluated through simulations. We assume that the channel
gain is randomly distributed within 4; 11½ � in the first 400 mode

selections, and randomly distributed within 7; 11½ � in the next
400 mode selections. Two fixed CoAP data transmission
modes are used for comparison, i.e., confirmed mode and

non-confirmed mode [16]. The simulation parameters are sum-
marized in Table 2 [19].

Fig. 3 shows the weighted sum of transmission delay and
packet-loss ratio versus the number of mode selection. It can

be seen that the non-confirmed mode performs best in the first
400 mode selections. The reason is that the poor channel qual-
ity causes the substantial increase of transmission delay in the

confirmed mode. After 400 mode selections, the weighted sums
achieved by three mode selection algorithms decrease since the
channel quality is improved after the 400-th mode selection

which results in the reduction of the transmission delay and
the number of retransmissions. Simulation results demonstrate
that the proposed algorithm outperforms non-confirmed mode

and confirmed mode in weighted sum by 8:58% and 20:30%,
respectively. The reason is that the proposed algorithm can
Table 2 Simulation parameters.

Parameters Value

Total number of large data packets I 800

Total number of small data packets J 10

Maximum number of retransmission N 5

The weights of the packet-loss ratio V 1:5

The timeout t0 0:005 s

Channel bandwidth B 0:1 MHz

Channel gain threshold Gth 0:26

The data of a small packet S 1 kbit

The data of a ACK packet Sback 0:032 bit

Transmission power pi;j;n 35 mW
dynamically balance the tradeoff between transmission delay

and packet-loss ratio, and make the optimal mode selection
decision.

Figs. 4 and 5 show the packet-loss ratio and the transmis-
sion delay versus the number of mode selection, respectively.

Since the channel quality has improved after 400 mode selec-
tions, it can be seen that the packet-loss ratio and transmission
delay have a decreasing trend in all the three mode selection

algorithms, while the transmission delay of the confirmed
mode has a faster downward trend. The reason is that after
400 mode selections, the channel quality improves, and the

number of retransmissions in the confirmed mode is signifi-
cantly reduced. Simulation results demonstrate that the pro-
posed algorithm can balance the tradeoff between packet-

loss ratio and transmission delay when the channel quality is
changing.

Fig. 6 shows the optimal mode selection probability versus
the number of mode selection. When the number of mode
Fig. 4 Packet-loss ratio versus the number of mode selection.



Fig. 5 Transmission delay versus the number of mode selection.
Fig. 7 The weighted sum of transmission delay and packet-loss

ratio versus threshold Gth.
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selection reaches 400, the optimal mode selection probability
will converge to 90%. After the 400 mode selections, due to

the dynamic change of the channel state, the proposed algo-
rithm needs to relearn the optimal mode selection strategy.
The optimal mode selection probability firstly decreases and
then reconverges to 80%. Therefore, the proposed algorithm

can adapt to channel changes and learn the optimal transmis-
sion mode under incomplete information.

Fig. 7 shows the weighted sum of transmission delay and

packet-loss ratio versus threshold Gth. When Gth is low, the
confirmed mode performs little difference with the non-
confirmed mode since the retransmission occurs infrequently.

As the threshold increases, the weighted sums achieved by
two modes gradually increase. The increment performed by
the confirmed mode is significantly larger than the non-

confirmed mode since the transmission delay is the dominant
part of the weighted sum when V ¼ 1:5. After Gth is larger than
0:4, the weighted sums of two modes reach the performance
floor since the threshold is too stringent to satisfy regardless
Fig. 6 The optimal mode selection probability versus the

number of mode selection.
of the number of retransmission. Simulation results demon-

strate that the proposed algorithm performs the best when
the packet-loss ratio threshold ranges from 0:22 to 0:33 since
it can dynamically select the mode with better performance.

When Gth is lower than 0:22 or higher than 0:4, the slight per-
formance difference between the proposed algorithm and the
non-confirmed stems from the exploration cost.

Fig. 8 shows the impact of V on packet-loss ratio and trans-
mission delay. As V increases, the packet-loss ratio shows a
downward trend, while the delay shows an upward trend.
The reason is that as V increases, the proposed algorithm puts

more emphasis on packet-loss ratio minimization rather than
transmission delay reduction. For instance, when V increases
from 2 to 3, the packet-loss ratio is reduced by 22:73%, while

the delay is increased by 50:56%. Therefore, the proposed algo-
rithm can dynamically balance the tradeoff between packet-
loss ratio and transmission delay by adjusting the value of V,

so as to meet the differentiated QoS requirements of various
distribution IoT services.
Fig. 8 The impact of parameter V.
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5. Conclusions

In this paper, we minimize the weighted sum of transmission
delay and packet-loss ratio in the distribution IoT and propose

a UCB-based dynamic CoAP mode selection algorithm for
data transmission. The simulation results show that the pro-
posed UCB-based dynamic CoAP mode selection algorithm

can dynamically select the best mode under incomplete infor-
mation and outperforms non-confirmed mode and confirmed
mode in weighted sum by 8:58% and 20:30%, respectively. Fur-
thermore, when the threshold of packet-loss ratio is adjusted,

the proposed algorithm can always choose the mode with bet-
ter performance. Our future work will focus on further extend
the model derived in this paper and improve learning

performance.
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