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a b s t r a c t

It is undoubted that fog computing contributes in catering the latency-stringent applications of 5G,
and one of the enabling technologies that fundamentally ensures the success of fog computing is
virtualization as it offers isolation and platform independence. Although the emergence of vehicle-
based fog (referred to as v-fog) facilities can certainly benefit from these desirable features of
virtualization, there are several challenges that need to be addressed in order to realize the full
potential that v-fogs can offer. One of the challenges of virtualization in v-fog is Virtual Machine (VM)
migration. There are several factors that trigger a VM migration in a v-fog such as vehicle resource
depletion. VM migrations would not only lead to nonessential usage of valuable resources (e.g. energy,
bandwidth, memory) in the v-fogs, but also incur various overheads and performance degradation
throughout the whole network. Thus, minimizing VM migrations is necessary. Furthermore, to ensure
the seamless VM migrations between v-fogs, trust of v-fogs is required. While there exists studies
of trust in the virtualization of cloud, they are irrelevant to v-fogs as v-fogs are different in nature
(i.e. heterogeneous, mobile) from the cloud. Additionally, trust is not included in the decision making
mechanisms of VM allocation for vehicular environments in the existing works. Moreover, as vehicle
resources are constrained, their energy has to be utilized efficiently. In this paper, we propose EnTruVe,
an ENergy and TRUst-aware VM allocation in VEhicle fog computing solution that aims to minimize the
number of VM migrations while reducing VM processing associated energy consumption as much as
possible. The VM allocation algorithm in EnTruVe provides a larger selection pool of v-fogs that meets
the VMs requirements (e.g. trust, latency), thereby ensuring higher chances of success of VM allocation.
Using Analytic Hierarchy Process (AHP), the proposed EnTruVe solution evaluates the v-fogs based on
a set of metrics (e.g. energy consumption and end-to-end latency) to select the optimal v-fog for a VM
allocation. Results obtained demonstrate that EnTruVe has the least number of VM migrations and it is
the most energy efficient solution. Additionally, it shows that EnTruVe provides the highest utilization
of v-fogs of up to 57.6% in comparison to other solutions as the number of incoming requests increases.

© 2021 Elsevier B.V. All rights reserved.
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1. Introduction

As we enter the fourth industrial revolution, it is imperative
or 5G networks to provide diverse services to cater to the strin-
ent requirements of existing and upcoming applications. Fog
omputing [1] certainly plays an important role in realizing the
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otential of 5G with its capability in serving applications with
tringent latency requirements and being close to end users. As
ehicular technologies are advancing, combined with the fact
hat vehicles remain parked 96% of the time [2], parked vehicles
an be utilized to serve as part of fog computing facilities. Thus,
nvestment in deploying dedicated fog computing infrastructures
or the end users can be reduced. In this paper, we define any
evice (e.g. routers, set-top box, and optical line terminal [3]) that
as capabilities for catering edge computing services as fogs, and
hen the device is mobile, it is defined as v-fog.
Being the foundation in cloud computing, virtualization tech-

ology allows resources to be utilized efficiently where it cre-
tes an abstraction layer over computer hardware that allows
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the hardware elements of a single computer (processors, mem-
ory, and storage) to be divided into multiple Virtual Machines
(VMs) [4]. The virtualization technology offers hardware-level
isolation and platform independence [5], which is especially cru-
cial to facilitate vehicular-based fog computing efficiently as seen
employed in existing studies [6,7].

In contrast with cloud, v-fogs exert a distinctive set of chal-
enges that should be overcome if virtualization is going to be
mployed. On top of having lower reliability, being distributed
nd mobile in nature, v-fogs are more vulnerable to attacks as
he existing vehicular security measures cannot entirely prevent
dvanced attacks from happening [8,9]. This can not only jeop-
rdize the v-fogs, but also endanger human lives. Thus, meeting
he stringent latency and ensuring high availability are more
hallenging in fog-integrated 5G environment as these factors
hould be considered in making decisions related to VM man-
gement. Hence, a trust-based solution is required to facilitate
M-based fog computing platforms efficiently [5]. Similar to [10],
e define trust as an expectation that a parked v-fog will behave

n an intended manner. Trust is important as it enables seamless
ollaboration in the entire system, and without it, the deployment
f v-fogs to assist 5G networks would be problematic.
Trust is not only imperative in fog computing and 5G, but

t is also a persistent issue in the cloud [11]. Various studies of
rust management are observed across multiple domains such
s the Internet of Things (IoTs) [12,13], Wireless Sensor Net-
ork (WSN) [14], Intelligent Transport Systems (ITSs) [9] and
loud computing [15]. In cloud computing specifically, the au-
hors in [15] presented a trust model specifically designed to
ssist cloud providers in taking decisions about inter-cloud VM
igration based on reliability and reputation. Meanwhile, work

n [16] uses a token-based approach to guarantee that VMs are
igrated to trustworthy cloud platforms. However, no results
re presented to support their frameworks. Additionally, trust
s not emphasized in VM allocation in vehicles in the existing
tudies [17].
Due to the aforementioned limitations that fog computing

aces i.e. being distributed, mobile, and vulnerable in nature, the
xisting trust-based VM allocation solutions in the cloud are not
ompletely applicable to the vehicular environment. Nonetheless,
rust in fog computing is highlighted in our previous work in [18]
here we use a use case to demonstrate how our trust-based
olution works. In our other work in [19], a trust-based task map-
ing solution between the v-fogs is proposed where parked v-fogs
hich are used as part of the fog computing facilities are clus-
ered together for computation to form a physical cluster (known
s Trust Domain) as shown in Fig. 1. Whereas logical cluster of v-

fogs, as shown in Fig. 2 is based on the v-fog’s trust value. Seeing
the positive results, here we take a step further in extending our
study considering the importance of trust inclusion in tackling
the VM migration issue in v-fog. When trust is incorporated into
VM management in v-fogs in terms of v-fog trust evaluation,
we believe that reducing of the number of VM migrations and
VM resource footprint, and increasing the v-fog energy efficiency
can be achieved in which we will observe in the performance
evaluation. We present a use case to highlight the importance
of our work. In the use case scenario, we envision a commercial
metropolitan area with plenty parking spaces similar to the work
in [20]. Various tasks from end users of different sectors would be
operating in the area such as health monitoring, real-time surveil-
lance and tactile internet applications. Such critical tasks rely on
stringent latency communication, hence the parked vehicles in
the parking spaces can be utilized as fog computing facilities to
locally process the tasks. This ensures that not only the stringent
latency is met, but even security is considered.

To the best of our knowledge, this is the first study to incor-
porate trust in deciding the optimal vehicular fog node for VM
 t
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allocation. Here, a VM allocation can refer to either VM placement
or VM migration. We define VM placement as an event that
occurs when a VM is placed to a host (v-fog) for the first time.
When several conditions such as when the host is no longer
meeting the VMs requirements or the host is moving elsewhere,
VM migration is triggered. We define VM migration as an event
that occurs when a VM is already placed onto a host but needs to
be moved to another host due to factors such as not meeting the
VMs requirements or the host is moving elsewhere. Note that VM
migration is resource-intensive i.e. it consumes a large number of
CPU cycles and network bandwidth [21] which in turn exhausts
the v-fogs energy and can directly impact the v-fogs performance.
Therefore, in this paper, we propose a solution named EnTruVe
which has two major objectives: (i) reducing the number of VM
migrations between the v-fogs and (ii) minimizing the energy
consumption of v-fog based fog computing infrastructure when
the virtualization technology is in place.

This paper is a follow-up work from our previous works pre-
sented in [18] and [19]. Motivated by the significance of trust
inclusion in making VM allocation decisions that we discussed
earlier, we aim to provide a trust-based service in order to meet a
client’s satisfaction such as finishing tasks on time. First, EnTruVe
matches a client’s request requirements with a VM. Then EnTruVe
allocates the VM onto an optimal v-fog. EnTruVe consists of
three VM allocation options namely (i) intra-cluster, (ii) inter-
cluster, and (iii) inter-Trust Domain,1 as shown in Fig. 3. These
VM allocation options are further elaborated in Section 3.3.3 of
this paper. Additionally, the proposed EnTruVe solution facilitates
VM migration trigger algorithm that is executed when any of the
trigger conditions is true. This is explained in Section 3.3.4 of
this paper. Using Analytic Hierarchy Process (AHP), the proposed
EnTruVe solution evaluates the v-fogs within the selected trust
domain based on a set of metrics (e.g. energy consumption and
end-to-end latency for a client that is requesting for a service) to
select the optimal v-fog for a VM allocation.

Through this solution, we can reduce the number of VM mi-
grations between the parked v-fogs, thereby increasing the uti-
lization of the parked v-fogs and reducing valuable resources
(e.g. energy, bandwidth, and memory) in the v-fogs. Additionally,
EnTruVe selects the most energy-efficient parked v-fog and com-
munication interface while assigning a VM to a v-fog in order to
minimize the energy consumption in the v-fog based fog comput-
ing infrastructure. Hence, we make the following contributions in
this paper:

• We consider trust as a variable to gauge the v-fogs perfor-
mance and use it as the basis to form v-fog logical clus-
ters. This is necessary considering v-fogs heterogeneous and
distributed nature.

• We propose EnTruVe, a VM allocation solution that filters
the participating v-fogs in Vehicular Fog Computing (VFC)
in order to select the optimal v-fog for VM allocation using
AHP.

• Our proposed VM allocation procedure takes into account
the trust requirement of the VMs. This can be carried out in
three options, namely intra-cluster, inter-cluster and inter-
Trust Domain.

• Our solution selects the most energy-efficient parked v-fog
while assigning a VM to a v-fog. Additionally, it consid-
ers the energy consumption of a v-fog’s communication

1 Intra-cluster VM allocation happens between v-fogs that reside in the same
ogical cluster and Trust Domain. Inter-cluster VM allocation occurs between v-
ogs in the same Trust Domain but different logical clusters. Inter-Trust Domain
M allocation occurs between v-fogs from different Trust Domain but can be in
he same or different logical clusters.
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Fig. 1. v-fogs in different Trust Domains.
Fig. 2. Logical clusters in a Trust Domain.
interface of either Vehicle-to-Vehicle (V2V) or Vehicle-to-
Interface (V2I), and dynamically selects the most energy-
efficient communication interface for VM allocation onto the
v-fogs.

The performance evaluation of the proposed work is con-
ucted using Matlab. Our results demonstrate that the proposed
nTruVe solution outperforms the other solutions in terms of
umber of migrations, utilization, and energy efficiency. The rest
f the paper is arranged as follows: Section 2 presents the ex-
sting studies on trust in VM management and VM allocation in
he vehicular network. Section 3 describes the proposed work,
system model and algorithm for VM allocation in v-fogs. The
performance evaluations are elaborated in Section 4. Meanwhile
198
the discussions and conclusions are presented in Sections 5 and
6, respectively.

2. Background study

In this section, we briefly review the existing studies pertain-
ing to trust in the cloud in Section 2.1, and VM allocation in cloud
and fog environments in Section 2.2.

2.1. Trust in cloud

There are studies on trust in the cloud that specifically focus
on the Infrastructure-as-a-Service (IaaS) [15,22,23]. The authors
in [22] propose CloudTrust that quantifies the degree of con-
fidentiality and integrity offered by a Cloud Service Provider



F.H. Rahman, S.H.S. Newaz, T.-W. Au et al. Future Generation Computer Systems 126 (2022) 196–210

(
H
i
t
w
s
o
M
d
m
t
m
t
o
p
a
f
f
T
q
t
t
h
B
o
o

V
a
m
w
t
c
b
(
v
b
c
i

Fig. 3. VM allocation options in the proposed EnTruVe.
CSP), where they also define physical and virtual trust zones.
owever, their trust assessment model is security-wise only and
s not conducted to further secure VM migrations. Unlike [22],
he authors in [23] propose a trusted VM migration protocol
hich can guarantee the coherence and continuity of trusted
tatus during the VM migration in the IaaS platform. Their notion
f trust is based on physical security such as digital signature.
eanwhile, the authors in [15] present a trust model specifically
esigned to assist cloud providers in making inter-cloud VM
igration decisions. They assume that a truster computes the

rust by means of two different measures: reliability, i.e. a direct
easure derived by the direct experience of the truster with the

rustee, and the reputation, which is an indirect measure based
n the opinions of the other agents. However, no results are
resented to support their framework. On the other hand, the
uthors in [24] develop a secure and intelligent task offloading
ramework where they exploit blockchain and smart contract to
acilitate fair task offloading and mitigate various security attacks.
he authors design a subjective logic-based trustfulness metric to
uantify the possibility of task offloading success, and develop a
rustfulness assessment mechanism. An online learning-based in-
elligent task offloading algorithm named QUeuing-delay aware,
andOver-cost aware, and Trustfulness Aware Upper Confidence
ound (QUOTA-UCB) is proposed, which can learn the long-term
ptimal strategy and achieve a well-balanced tradeoff among task
ffloading delay, queuing delay, and handover cost.
Authors in [16] propose a secure and trustworthy solution for

M migration within an existing cloud provider domain. Using
token-based approach, their solution guarantees that VMs are
igrated to trustworthy cloud platforms. On the other hand, the
ork in [25] presents a trust model to support service providers
o verify trustworthiness of infrastructure providers in cloud
omputing environments. Their model calculates trust values
ased on different parameters, namely Service Level Agreement
SLA) monitoring compliance, service provider ratings, and ser-
ice provider behavior. Finally, the trust values are calculated
ased on an opinion model in terms of belief, disbelief, un-
ertainty and base rate. However, their trust evaluation is not
ncorporated in the VM migration procedure.
199
2.2. VM allocation

To achieve the optimization of channel selection which is
critical for efficient and reliable task delivery in edge comput-
ing environment, the authors in [26] propose a learning-based
channel selection framework with service reliability awareness,
energy awareness, backlog awareness, and conflict awareness, by
leveraging the combined power of machine learning, Lyapunov
optimization, and matching theory. Resource allocation in terms
of VM allocation has been vastly studied over the years with
different objectives such as preventing SLA violations, reducing
the number of transferred pages, reducing the number of physical
machines, and the number of migrations [27]. Several studies
have attempted to address the VM allocation issue in cloud data
centers. It is addressed in [28] where the authors use an Ant-
Colony system-based approach in order to minimize the number
of active servers, improve the resource utilization, balance dif-
ferent resources, and reduce power consumption. Another study
in [29] focuses on minimizing data and energy cost of VM al-
location in distributed cloud data centers. The authors in [30]
introduce VMPlanner which optimizes the traffic flow routing
to turn off as many unneeded network elements as possible for
power saving. Meanwhile, the study in [31] presents a solution
by placing the VMs according to each host capacity. The authors
propose an enhanced levy-based particle swarm optimization
algorithm with variable-sized bin packing to solve the VM place-
ment problem. VM migration is triggered when the utilization
rate of VM reaches a critical value.

In v-fog, the authors in [17] present a mobility and destination
workload-aware migration scheme which takes into account the
workload and mobility of the original host as well as the potential
destinations. This ensures that the destinations have time to
process the current workload and migrate new workload when
required. To avoid the second-hop problem, they utilize cutoff
calculation to calculate the cutoff time for the search criteria
where only vehicles remaining in the grid longer than cutoff are
considered as viable candidates. The source vehicle consequently
selects the vehicle with the longest time remaining among the
viable candidates for workload migration. A close resemblance
to our proposed idea can be observed in [32] where the authors
envision four types of VM migrations in v-fog, namely inter-fog,
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intra-fog, across roadside-vehicular cloud, and across roadside-
central cloud. However, the basis of host selection for allocation
of VMs is not justified and trust is not integrated in their VM
migration types.

Similar studies addressing the above issue can be seen in [33].
he authors in [33] aim to achieve minimal average data traffic
here they propose an enumeration based optimal placement
lgorithm and divide-and-conquer based near-optimal placement
lgorithm. They distribute the VM Replica Copies (VRCs) of ap-
lications to the edge network, enumerate all placements of
RCs and evaluate the average data traffic for each placement
ase. However, End-to-End (E2E) latency is not considered in the
tudies mentioned above. As E2E latency is an essential factor that
eeds to be considered for VM allocation in fog environment, it
s considered in some studies (e.g. [34–36]). In [34], the authors
ropose a VM allocation decision model based on mobility predic-
ion in fog computing in order to optimize the placement of the
Ms in a v-fog. In their study, the VM is moved to a v-fog node
head of its route which aims to reduce user latency. They use
greedy algorithm to select the fog with the lowest E2E latency
mong a set of 10 candidate fogs.
The authors in [36] use a modified Q-learning method on

eciding the resource price strategy for VM migration. They de-
elop a novel one-on-one contract game with 3 phases: VM
igration decision, the conclusion of a contract for the v-fog

esource allocation, and learning-based price adjustment. The
losest study that resembles our work is found in [35] where
he authors propose a VM migration decision policy named VaM-
Ire, that considers the mobility of vehicles and the number of
esources available in the fogs. The authors use the AHP for
ecision-making, and consider four factors that can affect the
M migration decision namely the energy cost of performance,
ommunication, mobility, and available resources.
It is apparent from the existing literature that although trust

mainly in terms of communication trust and data trust) is an
mportant aspect specifically the cloud, it is not considered in
M allocation in the vehicular environment. We believe that
roviding a trust-based solution for VM allocation is important
n ensuring a seamless virtualization-based collaboration in the
FC environment. Hence, we are motivated to provide a solution
hat infuses trust in the VM allocation procedure.

. Proposed work

To facilitate this, we propose a framework that observes the
M allocation in v-fogs. Section 3.1 elaborates the system model,
ection 3.2 describes our EnTruVe solution’s workflow, and the
roposed algorithm is presented in Section 3.3.

.1. System model

In this study, we consider live VM migration in order to reduce
he service downtime [27]. In our proposed solution, we consider
hat each client request has three main requirements i.e. trust,
2E latency requirement, and task completion time. We denote
= {vm1, vm2, . . . , vmn} as the set of VMs in a v-fog where n

s the number of VMs and
∑n

i=1 vmi ⩽ Vcap, where Vcap is the
apacity of VMs that a v-fog can hold. The set of requests from
he clients is denoted as R = {r1, r2, . . . , rm}, where m is the
umber of requests. We assume that a VM allocation can take
lace with the help of brokers through either the V2V or V2I
ommunications. The former enables the v-fog to communicate
irectly with the brokers via 5G or WiFi technologies. Meanwhile,
he latter utilizes the Device-to-Device (D2D) connectivity using
ither the 5G D2D or WiFi Direct technologies [37] with network-
ssisted configurations. We assume that the brokers will prompt
200
he Base Station (BS) to assist D2D-related processes such as D2D
iscovery and D2D synchronization [38] beforehand minimizing
ime consumption in D2D communication. We assume that the
2D facilitates the multiple-hop communication.
We assume a few additional network functions in a 5G core

etwork similar to our work in [19]. We consider two additional
omponents which are two levels of broker function located in
he 5G BS, namely the Main Broker (MB) and Local Broker (LB),
imilar to our previous paper [19]. There are five main compo-
ents involved in facilitating the VM allocation in our proposed
nTruVe, namely User Plane Function (UPF), MB, LB and the v-fogs
s explained below:

1. UPF: Apart from having its existing functions in 5G net-
works such as packet inspection, traffic steering of the user
plane, and transport-level packet marking [39], we assume
that the UPF has a global knowledge including the traffic
forwarding latency from one point to another point similar
to our previous work in [19]. Additionally, we assume that
the UPF has the Workload Management (WLM) subcom-
ponent as shown in Fig. 4, which keeps a record of VMs
that will be placed and are currently being placed in a
v-fog, and the workload status of a v-fog. The WLM also
contains information of a v-fog namely E2E latency, energy
consumption, and resource availability, which are further
explained in the subsequent subsection.

2. LB: The LB runs the v-fog admission procedure which per-
forms the trust evaluation of v-fogs using the metrics and
the procedure explained in our previous study. As trust val-
ues are dynamically changing over time, the LB periodically
evaluates the trust values of the v-fogs.

3. MB: The MB has a Request Management subcomponent
which manages incoming requests generated by the clients.
The role of MB is to allocate VMs to the most appropriate v-
fog where it runs the VM allocation procedure that will be
elaborated in Section 3.3.2. To execute the procedure, the
MB requires the information from the 5G core network. A
subcomponent in the MB called Analytic Hierarchy Process
Evaluation (AHPE) executes the necessary steps (see the
algorithm presented in Fig. 5) to evaluate and determine
the optimal v-fog that meets the requirements of VM for
task processing based on predefined metrics.

4. VM Repository (VMR): To ensure centralized management
of VMs, we assume that the VMR operates in the cloud sim-
ilar to [40]. The VMR receives any incoming client requests
from the MB. The functions of the VMR includes creating
the VMs to cater to the application requirements of the
request based on VM template, storing and destroying the
VMs when required.

5. v-fog: Additionally, we consider that a v-fog in a logical
cluster can execute various VMs created by the VMR. We
assume that single or multiple VM allocations can occur
from a v-fog. At a given time, there can be m VMs in a v-
fog, therefore the total number of VM arrivals in a v-fog is
expressed as λtotal = λ1 + λ2 + · · · + λn, where n is the nth
VM arrival. We assume that a v-fog can set its maximum
utilization, ρmax considering the service latency Ls set by the
operator (this will be elaborated further in Section 3.3.1).

.2. Proposed workflow

When a v-fog reaches a Trust Domain, the v-fog’s information
s first extracted from the 5G core network 1 , as illustrated in
Fig. 4. The LB acquires these information for the v-fog’s trust eval-
uation in the v-fog admission procedure. On the other hand, the
MB needs the v-fog information for decision-making in the VM
allocation procedure. First, we explain here how the LB assigns a
v-fog to a logical cluster. Next, we explain how the MB conducts
the VM allocation procedure.
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Fig. 4. General workflow of EnTruVe.
Fig. 5. Flowchart for VM allocation algorithm in MB.
.2.1. v-fog admission procedure in a logical cluster
The LB evaluates the trust of a v-fog based on three metrics

amely, availability, security and reputation. The security metric
eflects the v-fog security level, reputation metric is measured
ased on a v-fog’s performance in completing user requests, and
he availability metric is measured in terms of the v-fog’s parking
uration. The logical clusters, which we defined in Section 1, are
ormed based on trust values. Each logical cluster has its own
rust range, predefined by a lower bound and an upper bound,
epending on the number of logical clusters. After the LB evalu-
tes the trust value of a v-fog and if the v-fog’s trust value falls
nto a logical cluster’s trust range, the LB assigns the v-fog to the
201
respective logical cluster. For instance, as illustrated in Fig. 2, a v-
fog that belongs to logical cluster i can be promoted and assigned
to logical cluster i + 1 when the v-fog’s trust value is within
logical cluster i + 1’s trust range. Similarly, the LB can demote
the v-fog to other logical clusters if the v-fog’s trust value falls
within the other logical cluster’s trust range. This demonstrates
that trust is dynamic and the solution can cater to the changing
trust values of v-fogs.

In this paper, the trust assessment of v-fogs is conducted
using fuzzy logic in LB. The v-fogs’ admission into their respective
logical clusters according to their trust value is based on the Ve-
hicle Cluster Formation algorithm in our previous work presented
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in [19]. The execution of this procedure is compulsory before the
VM allocation procedure takes place.

3.2.2. VM allocation procedure
1. VM Placement:

For the VM allocation procedure in MB, Fig. 4 shows that a
client sends a task request to the MB consisting of its re-
quirements 2 . To serve the task request, our proposed so-
lution takes these requirements into account for allocating
a VM to a v-fog. We define a vector C = {trust, E2E latency
requirement, task completion time}, element of which re-
spectively defines the client’s trust, end-to-end latency and
task completion deadline requirement for a particular task.
The total time that a v-fog can serve is denoted by Vtp =

Vpark + Vleave, where Vpark is the average v-fog parking du-
ration and Vleave is the average time when the v-fog starts
to leave its parking spot until it leaves the premise. If the
v-fog’s Vtp < T total

proc , where T total
proc is the total amount of time

required to finish the tasks, the MB will not consider the v-
fog for VM allocation. Upon receiving the task request, the
Task Management component forwards the task request to
the WLM in order to process it 3 . Then the WLM acquires
a VM from the VMR to cater the task request requirements
4 . The WLM forwards the VM information to the AHPE
5 , where the AHPE then selects a v-fog that meets the
requirements 6 in order to reduce the number of VM
migrations. Inevitably, there could be more than one v-fog
that meet the requirements. Hence, the MB uses AHP in
this procedure for VM allocation to select the optimal v-
fog for VM allocation [41]. Based on the three options for
VM allocation namely intra-cluster, inter-cluster, and inter-
Trust Domain, the AHPE then identifies the optimal v-fog
for VM placement 7 . The v-fog periodically updates the LB
of its current status while processing the VM at hand 8 .

2. VM Migration: As mentioned previously, the LB periodi-
cally assesses the trust value of a v-fog. When the trust
value of the v-fog at a given time t is depleted, the v-fog
no longer meets the trust requirement of the VM and thus
triggers the VM migration. At this point, we have an algo-
rithm (that will be discussed in the following subsection)
that handles VM migration that is triggered from different
conditions. For instance, when the v-fog’s security in terms
of its authentication role has changed or its digital certifi-
cate to participate in the VFC service has expired, these can
lead to the decrease in security value and subsequently de-
pletes the v-fog’s trust value. Similarly, if the v-fog’s Vleave
< (T total

proc - T total
cur ), where T total

cur is the current time elapsed
in processing the tasks, this condition triggers the v-fog to
migrate the VM to another v-fog. Another factor is when
the E2E latency is no longer met for the client, which could
happen due to the increase of network latency (Ln). When
VM migration is triggered from a v-fog 9 , the running VMs
in the originating v-fog have to be migrated to other v-fog
that meets the VM requirements. The AHPE evaluates the
rest of the v-fogs that meets the VM requirements 10 and
selects a v-fog to migrate the VM based on the same metric
set 11 . Similar to VM placement, the VM migration also
follows the three mentioned VM allocation options 12 .
These options are described in Section 3.3.3.

.3. Proposed algorithm for VM allocation

In this subsection, we evaluate the v-fogs in order to find the
ptimal v-fog for VM allocation. We define three metrics that are
sed for decision-making in our proposed algorithm. Then we
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Table 1
Summary of key notations.
Notation Definition

αtx Linear scaling factor for transmission
βtx Baseline power consumption of WiFi in active v-fog using WiFi

(W)
λ VM allocation request arrival rate to a v-fog
µ v-fog’s service rate
Ωv

max v-fog processor maximum processing capacity (MIPS)
ECn Total energy consumption of v-fog wireless interface (J)
ECdst Energy consumption of destination v-fog wireless interface (J)
ECint Energy consumption of intermediate v-fog wireless interface (J)
ECsrc Energy consumption of source v-fog wireless interface (J)
ECtotal Total energy consumption of a v-fog (J)
ECp Energy consumption of v-fog processor (J)
L Observation period
Le2e E2E latency
Ln Network latency
Ls Service latency
M Number of VMs to be migrated
n(p) Number of each VM’s iterations to migrate

multiple VMs
P Power consumption of v-fog communication interface
P(b) Erlang B blocking probability
P(l) Probability of link existence
PBB Baseband power consumption (W)
Pv
idle v-fog processor idle power consumption (W)

Pv
max v-fog processor maximum power consumption (W)

Pon Power consumption when cellular subsystem is active (W)
POH Additional power consumption of BS (W)
PRF Radio frequency block power consumption (W)
PV2V v-fog power consumption using V2V

communication (W)
PV2I v-fog power consumption using V2I communication (W)
r Ratio of dirtying rate of memory page to the VM transmission

rate
Rrx Data received rate (Mbps)
Rtx Data transmission rate (Mbps)
Rvm VM transmission rate (Mbps)
rmax Maximum range between two v-fogs (m)
Stx Transmit power (W)
T V2V
tot Total latency using V2V communication

T V2I
tot Total latency using V2I communication

TSC Time taken for the source to send data to the LB
TSCD Time taken for the source to send data to the destination v-fog
TLB Time taken for the LB to send data to the next MB or v-fog
TMB Time taken for the MB to send data from the previous LB to the

next LB
Tdown Migration downtime
Ttrans Transmission time
Tprop Propagation time
Tres The time a VM takes to resume its operation at

destination v-fog
Vm Original memory size of each VM (MB)
wl Ratio of v-fog CPU capacity

explain the use of AHP to evaluate the metrics for optimized v-
fog selection. Finally, we elaborate on our proposed VM allocation
algorithm and the VM migration trigger algorithm. The notations
which are used for mathematical expressions in this paper are
tabulated in Table 1.

3.3.1. Metrics for v-fog evaluation
We define three metrics namely E2E latency, energy consump-

tion, and resource availability, that the MB uses for deciding
on the optimal v-fog in the VM allocation procedure. Here, we
explain the metrics:

1. E2E Latency: The Le2e is considered as it has a significant
impact on 5G applications. This is because the emerging
applications such as haptics and robotics, augmented re-
ality and virtual reality have time-sensitive requirements.
Hence, selecting a v-fog that can meet the stringent E2E



F.H. Rahman, S.H.S. Newaz, T.-W. Au et al. Future Generation Computer Systems 126 (2022) 196–210
latency requirement for VM allocation is crucial. Le2e is
comprised of service latency (Ls) and network latency (Ln)
as expressed below:

Le2e = Ls + Ln (1)

It is worth noting that while Ls can be managed by the
broker, calculating the Ln precisely is beyond the control
of the VFC. These two latencies are described below:

• Service Latency: The Ls of a v-fog is set by the ser-
vice provider. Therefore we can calculate Ls using (2)
which is based on the average service delay of a v-
fog calculation of the M/M/1 queuing model in [42]
where µi is the service rate of ith v-fog and ρi is the
utilization of ith v-fog.

Ls =

1
µi

1 − ρi
, (2)

where µi is the service rate of ith v-fog and ρi is the
utilization of ith v-fog. In order to get the desired Ls
using (2), we set the maximum utilization of ith v-fog
(ρmax) as expressed in (3), and for a given set of v-fog,
ρmax is set by the service provider. In order to get the
desired Ls using (2), we set the maximum utilization
of ith v-fog (ρmax) as expressed in (3), and for a given
set of v-fog, ρmax is set by the service provider.

ρmax = 1 −
1

µiLs
(3)

where 0 ⩽ current utilization ⩽ ρmax. Furthermore,
from (3), we can obtain the maximum arrival rate that
a v-fog can accept, denoted as λmax using (4).

λmax = ρmaxµi (4)

• Network Latency: The Ln calculation differs for each
communication type. When VM allocation occurs us-
ing V2V communication, Ln can be obtained from (5):

Ln,v2v = TSCD ∗ n (5)

where TSCD is the time taken for the source to send the
data to the next receiving v-fog, and n is the number
of hops between the v-fogs. If intra-cluster and inter-
cluster VM allocations are conducted using V2I, the
Ln can be expressed as Ln = TSC + TLB, where TSC is
the time taken for the source to send the data to the
LB, and TLB is the time taken for the LB to transfer
data to the destination v-fog. Otherwise, the latency
for inter-Trust Domain VM allocation is expressed as
Ln = TSC + 2TLB + TMB, where TMB is the time taken for
MB to transfer data from the source LB to the next LB
as denoted in (6).

Ln,v2i =

{TSC + TLB, if intra/inter-
cluster

TSC + TLB + TMB + TLB, otherwise.
(6)

The latency in each of the node (Tnode) i.e. TSCD, TSC , TLB,
and TMB described above is comprised of transmission
time (Ttrans), propagation time (Tprop), and migration
downtime (Tdown) of the VM which are calculated as
(7):

Tnode = Ttrans + Tprop + Tdown. (7)

Evaluating Tdown is an important parameter that af-
fects the latency as we deal with VMs with various
203
memory size, number of VMs, and memory dirtying
rate. We follow the work in [43] to evaluate the
downtime of VM migration in (8) as follows:

Tdown =
MVm

Rvm
Mrn(p) + Tres, (8)

where M is the number of VMs to be migrated, Rvm
is the VM transmission rate and r is the ratio of the
dirtying rate of memory page to the transmission rate.
The amount of original memory of each VM is Vm
and n(p) is the actual number of each VM’s iterations
in strategy for migrating multiple VMs and Tres is the
time a VM takes to resume at the destination v-fog.

2. Energy Consumption: To measure the energy consump-
tion of a v-fog in a given amount of time, we define L as the
observation period. The calculation for energy consumption
of a v-fog during L is expressed as ECtotal = ECp + ECn, where
ECp is the energy consumption of the v-fog for processing
a VM, and ECn describes the energy consumption of the
v-fog wireless interface during the observation period, L.
Following [44], ECp can be calculated as (9):

ECp =

(
Pv
max − Pv

idle

Ωv
max

)
· wl · L, (9)

where Pv
max is the v-fog processor maximum power con-

sumption when λ < λmax. Here, λmax is obtained from (4).
Meanwhile, Pv

idle is the v-fog processor idle power con-
sumption, Ωv

max is the v-fog processor maximum process-
ing capacity (MIPS), and wl is the ratio of v-fog CPU capac-
ity.
In both of the communication types i.e. V2V and V2I, we
consider energy consumption in the source v-fog, all the
intermediate nodes and the destination v-fog. We assume
that the power is calculated from the source v-fog node
to the intermediate nodes and destination v-fog node. For
simplicity, we assume that the v-fogs have similar trans-
mission and reception rates. Therefore, calculating the ECn
of a v-fog during L can be expressed as (10):

ECn = Esrc + nEint + Edst , (10)

where Esrc is the transmission energy consumption of the
source v-fog to the intermediate nodes, Eint is the transmis-
sion and reception energy consumption of the intermediate
nodes to the destination v-fog, and Edst is the reception en-
ergy consumption of the destination node. The Esrc , Eint , and
Edst are calculated using (11)–(13) respectively as follows:

ECsrc =
VMsize

Rtx
λLP, (11)

ECint = n(VMsize · λLP(
1
Rtx

+
1
Rrx

)), (12)

ECdst =
VMsize

Rrx
λLP, (13)

where VMsize is the average VM memory size to be trans-
ferred, Rtx and Rrx are the transmitted and received data
rate of the v-fog, respectively. The VM allocation request
arrival is denoted as λ. Meanwhile P is the v-fog power
consumption. As expressed in (14), P = PV2V if v-fog is
using V2V communication, and P = PV2I if v-fog is using
V2I communication, either via WiFi or 5G.

P =

{
PV2V , if λ < λmax (14)
PV2I , otherwise ,
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We assume the equation provided in this paper for power
consumption in 5G follows [45] and the calculations of PV2I
for WiFi follows the work in [37] as elaborated below:

PV2I =

{
αtxRtx + βtx, if WiFi,
Pon + PBB(Rtx) + PRF (Stx) + POH , if 5G,

(15)

where the parameter αtx is a linear scaling factor for trans-
mission and βtx is the baseline power consumption in the
active v-fog using WiFi connection. Whereas for communi-
cation using 5G, the Pon is the power consumption when
the cellular subsystem is active, PBB is the baseband power
consumption which is dependent on Rtx, and PRF defines ra-
dio frequency block power consumption that is dependent
on the transmit power, Stx. Meanwhile, POH is the additional
power consumption of the BS which includes cooling and
circuit loss.

3. Resource Availability: Availability is an important factor
to consider for VM allocation, especially when dealing with
mobile devices of limited resources and inconsistent power
supply. The LB considers availability in trust evaluation of
v-fog admission procedure based on the v-fog’s parking
duration. However, a v-fog can still be considered available
although it is overutilized with requests. Thus, the chances
of a v-fog being unavailable due to overutilization should
be considered. Here, we observe resource availability in
terms of the v-fog’s blocking probability (P(b)) and the
probability of link existence (P(l)). The resource availability
can be calculated using (16),

UA = αP(b) + β(1 − P(l)), (16)

where α and β are the weightage score, and α + β ⩽
1. P(b) can be obtained using the Erlang B blocking prob-
ability, depending on the λ (request arrival rate) and µ
(v-fog’s service rate). Following [46], we assume that the
distance between two v-fogs which is needed in V2V com-
munication follows the exponential distribution with path
consisting of l links, and P(l) is given by (17), where rmax is
the maximum range between two v-fogs.

P(l) =

∫ rmax

0
λe−λsds = 1 − e−λrmax . (17)

3.3.2. Decision making using AHP
The MB uses AHP [47] to make decisions in determining

the optimal v-fog for VM allocation based on the defined met-
rics. Unlike fuzzy logic that is used for trust evaluation, the
AHP method has criteria weights independent from the hier-
archy’s depth. AHP also has the ability to check for inconsis-
tency in the decider’s preferences [48]. Although the MB se-
lects the optimal v-fog for VM allocation, there is a possibil-
ity that the selected v-fog may not meet the E2E latency re-
quirement. Hence, prior to the decision-making using AHP, the
MB filters the v-fogs that participate in the VFC where only
v-fogs that meet the E2E latency requirement will be consid-
ered for the AHP evaluation. In the AHP evaluation, the num-
ber of criteria, n is defined for VM allocation based on set M
= {energy consumption, E2E latency, resource availability}. A Pair-
wise Comparison Matrix (PCM) is generated for the criteria as
expressed in (18):

A =

⎡⎢⎢⎣
a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
. . .

...

an1 an2 . . . ann.

⎤⎥⎥⎦ . (18)

On the right and left sides of the matrix diagonal, the values
represent the strength of agreement of ith criteria with respect
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to jth criteria [49]. Let aij = 1/aji where i, j = 1, 2, . . . , n, ai,j
> 0 and ai,j = 1. Saaty’s scale [47] is used to determine the
value of the (i, j) position of the PCM. The relative importance
of various criteria is computed using the Normalization of the
Geometric Mean (NGM) technique, and ωi symbolizes the degree
of importance for the ith criteria as expressed in (19).

ωi =
(
∏n

j=1 aij)
1
n∑n

i=1(
∏n

j=1 aij)
1
n
. (19)

Finally, the score for ith v-fog to each criteria (Vsi) is calculated
sing (20):

si = min
j=1∑
n

aij∑i=1
m aij

· ωi. (20)

This paper assumes a minimization case where a v-fog with
he lowest AHP score is selected as the optimal v-fog for VM
llocation.

.3.3. VM allocation algorithm in the MB
Here, we elaborate our proposed VM allocation algorithm that

s illustrated in Fig. 5. Following the procedure in our previous
ork [19], a v-fog belongs in a Trust Domain upon entering a
arking lot and is assigned to a logical cluster. The MB periodically
btains all the v-fog’s information i.e. energy consumption, E2E
atency and resource availability information in the background
1 . When there is an incoming request of a VM that needs to be
osted in a v-fog 2 , the MB has to select a v-fog with the lowest

AHP score using (20). The MB uses the gathered information for v-
fog evaluation and goes through the three VM allocation options
in sequence starting from intra-cluster, then the inter-cluster, and
lastly the inter-Trust Domain.

• Intra-cluster: The MB starts by observing the first option and
evaluates the v-fogs belonging in the same logical cluster
for VM allocation 3 . The VM is allocated when there is an
optimal v-fog 4 , and prior to the allocation, the MB selects
the communication path of either V2V or V2I, that offers
the lowest E2E latency. If no suitable v-fog in the intra-
cluster option that meets the VM requirement is found, the
MB proceeds to consider the inter-cluster option where the
same steps are applied 5 .

• Inter-cluster: For the second option, the MB only consider
logical clusters with trust range which is equal to or greater
than the VM trust requirement2 (in case of VM placement)
or the logical cluster with the same trust range as the origi-
nating v-fog belongs to (in case of VM migration) 6 . Similar
to the intra-cluster option, the MB selects the communica-
tion path of either V2V or V2I, which offers the lowest E2E
latency before allocating the VM when the optimal v-fog is
found 7 . When no optimal v-fog is found, the MB proceeds
to search in logical clusters in an ascending manner 8 until
there is no optimal v-fog found in the logical cluster with the
highest trust value in the Trust Domain 9 . This prompts the
MB proceeds to search in the last option 10 .

• Inter-Trust Domain: In the final option, the MB first observes
the nearest Trust Domain 11 and begins searching the
logical cluster with the same trust range as the VM trust
requirement or the originating v-fog 12 . When the optimal
v-fog is found, the MB selects the communication path with
the lowest E2E latency between V2V and V2I, before allo-
cating the VM to the optimal v-fog 13 . Otherwise, the MB

2 For instance, if the requesting v-fog belongs to the logical cluster with trust
value 7, then only v-fogs in logical clusters with trust value 7 and above are
considered for VM allocation.
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Fig. 6. Flowchart for VM migration trigger algorithm in MB.

proceeds to search the optimal v-fog in the logical clusters
in an ascending manner 14 15 . When none of the v-fogs
in the logical clusters belonging in that Trust Domain is
eligible, the MB continues to search at the next nearby Trust
Domain until all the Trust Domains are checked. The request
for VM allocation is dropped when no suitable v-fog is found
in this option 16 17 .

It is worth noting that as the MB scales out its searching
options to find the optimal v-fog, it has a bigger pool of candidate
v-fogs for consideration. The whole process is conducted while
meeting the VM requirements.

3.3.4. VM migration trigger algorithm
After the MB places ith VM to a v-fog, the LB continues to eval-

ate the status of the v-fog periodically in terms of its trust value
nd metrics for AHP evaluation in order to track any changes of
he v-fog as shown in Fig. 6. When a v-fog’s trust value depletes,
or instance due to the decrease of security value, or when any
f the metrics (i.e. energy consumption, E2E latency, resource
vailability) that the MB uses in the VM allocation algorithm are
ess than desirable, such conditions trigger the v-fog to migrate
he VM to other v-fog.

. Performance evaluation

The performance evaluation of the proposed EnTruVe solution
s done using Matlab where the number of v-fogs is fixed and each
-fog has a random parking duration throughout the evaluation.
he VM allocation request arrival follows the Poisson process
here they are processed based on a steady-state First in First
ut mechanism. The parameters used in performance analysis
re tabulated in Table 2. For the E2E latency, we assume that
he range of values is the E2E latency cutoff point i.e. all v-fogs
hat are considered in the evaluation meets the E2E latency re-
uirement of the VM request. In the VM allocation, three selected
etrics from the set M i.e. energy consumption, E2E latency, and

esource availability are the criteria chosen for AHP evaluation in

rder to select the optimal v-fog.
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Table 2
Parameters used in performance analysis.
Parameters Value

β 132.86 mW [50]
Ωv

max 1000 MIPS [44]
µ 0.3 tasks/s
ECtotal Random, between 1 kJ–100 kJ
Le2e Random, between 1–30 s
Number of v-fogs 100
Resource availability of a v-fog Random, between 1%–100%
PBB 0.62 mW [50]
Pv
idle 6 W [44]

Pv
max Random

POH Random
Pb Random, between 0–1
Pl Random, between 0–1
r 0.08 [43]
Vm 400 MB [6]

A PCM of the criteria, ω is compiled where the matrix’s entry
epresents the importance of a criterion relative to the other
riterion. When we set the parameters for this, we assume that
2E latency is 2 times more important than energy consumption
ecause E2E latency is an important factor to consider in 5G
nd it is 3 times more important than resource availability, and
nergy consumption has 2 times more importance than resource
vailability.
We compare our proposed EnTruVe with VaMPIre which is

roposed in [35] that closely resembles our work where energy
onsumption is also considered for their selection criteria. To see
ow the proposed work performs without considering energy
onsumption, we revise EnTruVe with the exception of energy
onsumption as part of AHP evaluation for decision-making and
amed the solution as TruVe. A random selection solution named
s RanSel is also included in this performance evaluation to
bserve how the random VM allocation performs.
In Section 4.1, we observe the influence of the number of

ncoming requests on the number of VM migrations, energy ef-
iciency, and utilization of the selected v-fog. Section 4.2 demon-
trates the effect of request arrival rate on the number of VM
igrations of the three migration options (intra-cluster, inter-
luster and inter-Trust Domain), and the corresponding VM mi-
ration energy consumption. Meanwhile, Section 4.3 shows the

effect of Le2e (E2E latency) on the number of VM migrations and
the maximum utilization of v-fogs.

4.1. Influence of number of incoming requests

As mentioned in Section 1, despite the advantages that vir-
tualization technology can offer to v-fogs, the number of VM
migrations between v-fogs can impair the overall system perfor-
mance. The results in Fig. 7 show how the proposed EnTruVe
reduces the number of VM migrations when compared with
VaMPIre, TruVe and RanSel, and increases the energy efficiency
and utilization based on the number of incoming requests. In
this scenario, the number of incoming requests is set from 100
requests, 200 requests, and 300 requests. Fig. 7(a) shows that
as the number of incoming requests increases, the number of
VM migrations increases, with our EnTruVe having the lowest
number of VM migrations of 48 migrations, 80 migrations and
127 migrations when the number of incoming requests are 100
requests, 200 requests, and 300 requests, respectively. This is sub-
sequently followed by VaMPIre, TruVe, and RanSel. This indicates
that EnTruVe has the most number of VM allocations without
requiring to migrate the VMs after placement. This is because
under the proposed EnTruVe, our selection of v-fog that is stable
in terms of its availability can completely process the VM requests
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and is less likely to migrate the VMs elsewhere. This finding
highlights the importance of trust-based VM allocation and how
the definition of trust stated earlier are reflected in the v-fogs
expected behavior.

To show the result in terms of energy efficiency for all of the
olutions, Fig. 7(b) is presented where EnTruVe is proven to be
ore energy-efficient than the rest of the solutions throughout

he number of incoming requests of 100 requests, 200 requests,
nd 300 requests, respectively. The effect of the number of incom-
ng requests on utilization is presented in Fig. 7(c). It shows that
s the number of incoming requests increases, v-fog utilization
lso increases. EnTruVe has the highest utilization from 17% to
7.6% among all solutions and the RanSel solution has the lowest
tilization. The obtained results imply the trust-based solution
hat is offered by EnTruVe reflects the clients expectation of the
-fogs, hence EnTruVe outperforms the other solutions in this
ubsection.

.2. Influence of VM allocation request arrival rate

The ρmax (v-fog maximum utilization) which is discussed in
ection 3.2.2 has an influence on the VM placement, the number
f VM placements in a VM placement option, and the subsequent
nergy consumption of a v-fog associated with this. Fig. 8 shows
he proposed three VM allocation options, i.e. intra-cluster, inter-
luster, and inter-Trust Domain for different ρmax values. Fig. 8(a)
hows that as the λ increases, and the ρmax increases from 0.2
through 0.6, i.e. E2E latency requirement becomes lenient, we
have more VM placement in a particular VM placement op-
tion, where we observe 3 VM placements for the top graph,
6 VM placements for the middle graph, and more than 6 VM
placements for the bottom graph. These three figures also demon-
strate that when ρmax value is small, EnTruVe triggers more
than one VM placement option. That is, when ρmax = 0.2, it
triggers intra-cluster, inter-cluster, and inter-Trust Domain VM
placement. When ρmax = 0.4, it triggers intra-cluster and inter-
cluster migration VM placement. However, when ρmax = 0.6,
EnTruVe only uses the intra-cluster VM allocation option. This is
because the intra-cluster VM placement option has more room
to accommodate and process the VM placement request arrival
while still adhering to Le2e. EnTruVe shows desirable performance
in all results as it considers multiple factors such as trust and E2E
latency as part of the v-fog selection evaluation, unlike the other
solutions.

To show the effect of µ of different VMmemory size on energy
consumption of a v-fog, we compare two VM memory sizes of
200 MB and 400 MB, and µ is set from 5 tasks/s to 50 tasks/s for
Fig. 8(b). Fig. 8(b) shows that the energy consumption increases
as µ increases. By default, V2V communication first takes place.
However, V2I communication takes over when the µ increases
from 5 tasks/s to 35 tasks/s. Furthermore, as the VM memory size
increases, the energy consumption for VM allocation increases.
This occurs due to the increase in number of migration iterations
needed for a VM allocation.

4.3. Influence of service latency

Realizing the importance of Ls (service latency) and Ln (net-
ork latency), we show Ls can influence the performance in
erms of the number of migrations, and how both Ls and Ln can
nfluence the maximum utilization of a v-fog in our proposed
olution. We present the results in Fig. 9(a) where it shows that
s Ls increases i.e. becomes lenient, the number of VM migrations
ecreases as more requests can be accommodated by the selected
-fog. As we can see from this figure, EnTruVe demonstrates the
owest number of VM migrations, followed by TruVe, VaMPIre
 t
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Fig. 7. Effect of the number of VM requests on the number of VM migrations,
energy efficiency of VM migration, and utilization of v-fog.

and RanSel. This implies that EnTruVe has more successful VM
placement among all despite the stringent Ls.

Fig. 9(b) shows the influence of Ls on utilization where as
he L increases, the maximum utilization that a v-fog can have
s
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Fig. 8. Effect of VM request arrival rate on the number of VM placements and energy consumption in a v-fog.
ncreases. As Le2e is comprised of both Ls and Ln, the bigger the
value of Ls results in smaller Ln value that it can tolerate. Fig. 9(c)
shows the influence of Ln with Tnode = 0 s and Tnode = 3 s on v-fog
maximum utilization (%). As Ln becomes lenient, the maximum
utilization that a v-fog can have decreases. This is in line with
the result in Fig. 9(a) as the v-fogs have more VMs being placed
in the v-fogs. It can be observed that when Tnode = 3 s, the v-fog in
EnTruVe solution experience lower maximum utilization with a
maximum of 88% compared to when Tnode = 0 s with a maximum
of 85%. This indicates that as the Tnode increases, it can reduce
the maximum utilization of a v-fog. Furthermore, the results
demonstrate that as Ls increases, the v-fog utilization increases.
However, as Ln increases, the v-fog utilization decreases.

5. Discussions

It is apparent that reducing E2E latency is important in VM
allocation when 5G is involved. One aspect that can contribute to
the E2E latency reduction is minimizing the VM allocation time.
However, minimizing the VM allocation time without compro-
mising client requirements is challenging, especially considering
the v-fog nature. Furthermore, VM memory can reach gigabytes
in size which can increase the E2E latency. Thus, ways to mini-
mize the VM allocation time aside from data deduplication and
VM synthesis [5] can be employed. VMs running certain services
that the clients are frequently requesting can be pre-cached in
the edge, so that the VMs do not have to be acquired from the
VMR in the cloud whenever a VM allocation request comes.

As client requests in VFC vary with different geo-spatial con-
ditions, the proposed solution should be able to adjust to the
dynamic environment. Artificial Intelligence (AI) can be used
in 5G systems to support several applications such as anomaly
detection in mobile and wireless networks and provide proac-
tive resource allocation to the clients. Apart from that, using AI
through machine learning can help predict the future of incoming
client requests based on the previous request arrivals. Another
aspect to be considered is on optimizing the relative importance
of criterion for the PCM. This is because the judgments using
Saaty’s scale for PCM highly influences the outcome of v-fog
selection, where different criterion importance results in different
v-fog selection. Hence, this implies the subjectivity of judgments
that are determined based on a defined objective.
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On the other hand, aside from v-fog trust, trust can be ob-
served in various perspectives. Network communication trust is
imperative in ensuring a good end-to-end performance. A com-
promised or untrustworthy network communication can disrupt
the VFC services although the v-fogs involved are trusted. For
example, a malicious insider might tamper or redirect the com-
munication between two trusted v-fogs, leading to inaccurate
v-fog evaluation. Apart from the network communication trust,
data trust is another type of trust that can be further studied.
Ensuring data trust is especially useful in broadcasting safety
messages in ITS where the sender is unknown and v-fog trust is
not in place. Not only will the false messages cause unwanted
incidents to the v-fogs and the drivers, they can also hinder
seamless ITS operations.

6. Conclusions

Virtualization technology has proven beneficial in enabling
resources to be utilized efficiently in fog computing and it is
employed in v-fogs to help support 5G. As VM migrations can im-
pose unnecessary resource consumption, VM migrations should
be reduced. However, trust is needed in ensuring seamless VM
migrations between v-fogs and it is lacking in the existing studies
of vehicular networks. In this study, we have proposed EnTruVe,
a first effort in deciding the optimal v-fog for VM allocation with
trust taken into consideration. Unlike the existing works, the
proposed work has demonstrated that the number of VM migra-
tions can be reduced when VM allocation is carefully decided.
We proposed three VM allocation options namely intra-cluster,
inter-cluster, and inter-Trust Domain, that can reduce the chances
of dropped VM allocation requests while meeting the VM re-
quest requirements, i.e. trust, E2E latency requirement and task
completion time. We have compared our work with three other
solutions namely VaMPIre, TruVe and RanSel. Results from the
performance comparison have shown that EnTruVe outperforms
the other solutions. Additionally, EnTruVe obtains the highest
v-fog utilization and energy efficiency in comparison to other
solutions. In the future, we will study the issues such as reducing
VM placement time, that we have highlighted in the discussion
section of this paper.
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Fig. 9. Effect of Ls on the number of VM migrations, and effect of Ls and Ln on
utilization.
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