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H I G H L I G H T S  

• Examines the effect of banking performance on renewable energy consumption (REC). 
• Improved banking performance enhances renewable energy consumption globally. 
• Heterogenous effect of the relationship between banking performance and REC across income groups. 
• Market capitalization, asset quality and managerial inefficiency explain REC in HI countries. 
• Return on asset, market capitalization, asset quality and z-score explain REC in MI and LC countries. 
• Heterogenous effect of the relationship between banking performance and REC types is observed.  
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A B S T R A C T ⊥

To secure future universal access to modern energy, large investments in renewable energy technology are 
required. This paper estimates the impact of five banking sector performance indicators (return on asset, market 
capitalisation, asset quality, managerial efficiency and financial stability) on renewable energy consumption for a 
global panel consisting of 124 countries. The study used two-step system-GMM panel model to handle potential 
endogeneity and serial correlation. The paper considers three homogenous subpanels which are constructed 
based on the income group classification (high-, middle-, and low-income countries). Generally, our results show 
that improved banking sector performance enhances renewable energy consumption, with heterogenous effect 
across income group classification. For high -income (HI) countries, an increase in bank size together with 
improved asset quality and managerial efficiency have positive effects on renewable energy consumption. For 
middle-income (MI) and low-income (LI) countries, a high return on asset, an increase in bank size and financial 
stability are positive determinants of renewable energy consumption. We also find heterogenous effect of 
banking performance indicators across various renewable energy consumption types. The results highlight the 
importance of a well-functioning bank sector to achieve the investment in renewable energy needed to meet 
future energy demand and simultaneous decrease CO2 emissions.   

1. Introduction 

Electricity generation from renewable sources has grown rapidly 
over the recent years [1]. One example is the year 2000, where Solar 
Photovoltaics1 accounted for 1 TWh of the world’s electricity genera-
tion, a number that had grown to 435 TWh by 2017. Nevertheless, in the 
year 2017, the share of modern renewable energy in total final energy 
consumption was less than 10.3 percent [2]. In order to reach the 2 ℃ 
goal set out in the Paris agreement, continuous conversion in energy 

from fossil fuels to renewable energy sources is crucial. As a way of 
estimating the effects of global warming, the International Energy 
Agency has developed three different forward-looking scenarios, all of 
which predicts different effects that global warming has in the future. To 
attain what they call the sustainable development scenario, global CO2 
emissions will have to peak at around 2020 and be followed by a steep 
decline. By 2040, global CO2 emissions will have to be at half of the 
levels they are at today [3]. 

Renewable energy is projected to be an avenue in addressing energy 
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1 Photovoltaics are a method for generating electric power by using solar cells to convert energy from the sun into a flow of electrons by the photovoltaic effect. 
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insecurity since it can play an important role in reducing a country’s 
dependence on imported energy products (like oil and gas). Through 
reduced emissions of greenhouse gases, renewable energy can also play 
an important role in helping to address climate change issues [4]. The 
response to this dual problem will however entail large investments in 
renewable energy technology, and this requires support from financial 
institutions. It is estimated that in order to reach the sustainable 
development scenario, global annual investments in renewable energy 
will have to increase by 97 percent compared with the investment levels 
of today [2]. 

The cost of renewable energy has decreased during recent years and 
continues to fall [5]. This is true also for the price of energy storage as 
battery prices have fallen steeply during the past decade [6]. A challenge 
related to renewable energy extraction has to do with securing a stable 
energy supply when relying on the nature for the generation of energy. 
According to a report published by BloombergNEF, battery prices has 
already fallen by 79 percent compared to prices in 2010, with a pre-
diction of a continuous decrease of 67 percent from today’s prices until 
2030 [6]. At the same time as prices in both renewable energy and 
storage are fallen, oil prices peaked in 2018 compared to the past four 
years [7]. This trend together with reforms and subsidies to promote 
energy generation from renewable sources are important mechanisms 
for investments in renewable energy to increase. Policy and other sup-
port mechanisms still play an important role in sustaining the returns 
and limiting risks for project developers, indirectly supporting the 
availability of finance that is required for investments in renewable 
energy technology [5]. The rapid worldwide expansion of renewable 
energy has largely been driven by support policies from governments or 
multilateral institutions. These aim to address market failures in an 
effort to promote the uptake of renewable energy while achieving a 
number of other objectives, including energy diversification, the 
development of a local industry and job creation [8]. 

With the falling prices in renewable technology and storage, one can 
wonder why there is still a need of large government interventions for 
investments in renewable energy. A lower renewable energy price 
compared to the price of traditional energy sources should be expected 
to lead to a higher share of energy consumption coming from renewable 
sources. Fig. 1 shows that this increase is globally occurring at a very 
slow pace. Only for low-income countries, where we can see a noticeable 

increase in the average share of renewable energy consumption since 
1990. These modest trends can be explained by the high growth in en-
ergy demand over the same period [7]. It brings perspective to the 
proportion of efforts needed to meet the increased demand while 
lowering CO2 emissions. As can be seen in Fig. 1, low-income countries 
in general have substantially larger share of renewable energy con-
sumption (mostly from hydro and traditional biomass) in relation to 
total energy consumption than high- and medium income countries. 
Since 2015, developing countries also exceeds the rest of the world 
regarding energy investments. Most of this is due to the wide expansion 
of solar power on the African continent [5]. 

Given the high financial budget required for investment in renewable 
energy, the role of the financial sector is paramount. According to Wu 
and Broadstock [9], the financial sector contributes to renewable energy 
consumption in two ways. They include i) promotion of capital accu-
mulation and technological innovation and ii) allocation of funds to 
profitable projects. These imply that a well-functioning financial sector 
would be able to reduce liquidity risk and mobilize funds at a lower cost 
for investment in energy-efficient technologies, including renewable 
energy. In addition, through the activities of financial institutions, they 
are able to resolve the problem of asymmetric information based on the 
knowledge they have on their customers (both lenders and borrowers). 
This results in a reduction in cost of doing business and enhances effi-
ciency, and potentially reduce risk associated with renewable energy 
projects. Moreover, based on the regulations of financial institutions, 
they are able to redistribute funds from less energy efficient appliances 
and non-renewable energy to environmentally friendly or renewable 
energy. For examples, most banks in developed countries (eg. Sweden, 
Germany, etc.) have introduced green mortgage and green car loans for 
houses, which use solar and vehicles which are eco-friendly, respec-
tively. These loans provide interest rate discount to customers, thereby 
redistributing funds to cleaner energy. Finally, large scale infrastructure 
is required to support sustainable technological research and develop-
ment in renewable energy, and this could be made possible with 
financial support [9]. As banks improve their performance by recording 
positive figures in their financial books, there is the likelihood for them 
to support such investments, hence increasing the consumption of 
renewable energy. 

Due to the challenges faced by the world to both achieve universal 

Fig. 1. Renewable energy consumption (hydro, biomass, wind, solar, liquid biofuels, biogas, geothermal, marine and renewable wastes) as a share of total final 
energy consumption over time. 
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energy access and to lower CO2 emissions, it is important to investigate 
the relationship between banking sector performance and renewable 
energy consumption. The transition from generating energy through 
fossil fuels to renewable energy sources will demand a massive increase 
in investments directed towards production and storage of renewable 
energy. It is therefore likely that well-functioning capital markets and a 
high performing banking sector will stimulate renewable energy con-
sumption. This paper aims to contribute to the existing literature on 
financial development and renewable energy by estimating the effect of 
banking sector performance on renewable energy consumption. For that 
purpose, the study used a bank-based dataset by Andrianova et al. [10]. 
The dataset contains data for 124 countries available for the years 
1998–2012. Unfortunately, this is the most current dataset for the 
aggregated banking performance indicators. After considering the 
whole sample, a subgroup analysis is carried out based on income 
groupings. This recognises the heterogenous effects among different 
income-groups. Our study focuses on banking performance based on 
balance sheet and income statement financial indicators. These are re-
turn on asset, market capitalisation, asset quality, managerial in-
efficiency and Z-score. Z-score measures the level of financial stability. 
The five banking performance indicators considered in this study 
constitute the core indicators in the dataset by Andrianova et al. [10]. 
The study used the dynamic two-step sys-GMM technique to deal with 
problems of simultaneity bias/endogeneity and serial correlation 
problems. 

This study is similar to the studies by Wu and Broadstock [9], Anto 
and Afloarei Nucu [11], Eren et al. [12] and Wang et al. [13] who 
investigated the effect of financial development on renewable energy in 
emerging economies, EU, India and China, respectively. Also, 
Amuakwa-Mensah et al. [14] examined the importance of the effect of a 
well-performing banking sector using the five banking performance in-
dicators (that is, return on asset, market capitalisation, asset quality, 
managerial inefficiency and Z-score) on energy intensity for 43 sub- 
Saharan African countries. However, the current study makes two 
important contributions to the renewable energy finance literature: i) 
unlike other studies, our study considers a global sample of about 124 
countries (that is, panel dataset) to investigate the effect of banking 
performance on renewable energy consumption. The increase in sample 
will provide a broader perspective about the relationship between 
banking performance and renewable energy consumption. In addition, 
given the heterogeneity across countries, we also construct three ho-
mogenous subpanels based on the income group classification (high-, 
middle-, and low-income countries) to examine the heterogeneity effect 
of the relationship between banking performance and renewable energy 
consumption. ii) We contribute by using balance sheet financial per-
formance indicators (that is, return on asset, market capitalisation, asset 
quality, managerial inefficiency and Z-score) of banks based the unique 
dataset by Andrianova et al. [10]. This is based on data from five types of 
financial institutions; commercial banks, co-operative banks, Islamic 
banks, real estate and mortgage banks. Data is collected from 23 287 
banks where commercial banks accounts for about two thirds of the 
banking frequency in all the 124 countries. The importance of using 
balance sheet and income statement financial performance indicators 
highlight the strength of banks in taking advantage of investment op-
portunities and the financial stability of the banking system. 

Our findings suggest that interventions to improve the banking 
sector and strengthen credit markets will stimulate an increase in 
renewable energy consumption as a share of total energy consumption 
globally as well as for the three income categories. By using a large 
sample and dividing the countries into groups by income level, the paper 
is also able to point at interesting differences between the groups which 
can give important policy guidance when attempting to increase 
renewable energy consumption. Thus, for high -income countries, an 
increase in bank size together with improved asset quality and mana-
gerial efficiency have positive effects on renewable energy consumption. 
For middle- and low-income countries, a high return on asset, an 

increase in bank size and financial stability are positive determinants of 
renewable energy consumption. Surprisingly, an improved asset quality 
reduces renewable energy consumption in middle- and low-income 
countries. 

The remainder of the study is organized as follows; section 2 provides 
an overview of the existing literature on the dynamics of renewable 
energy consumption and financial development. The methodology and 
data are presented in section 3 and in section 4, we present and discuss 
the empirical findings. Section 5 presents conclusions and suggestions 
for further studies within the research field. 

2. Literature review 

There are several studies to understand the determinants of energy 
consumption, with a recent increasing focus on the topics of renewable 
energy consumption and CO2 emissions [4,15–20]. Most of these studies 
have been on the relationships between energy demand and growth or 
energy demand and financial development. Kraft and Kraft [21] found in 
a pioneering article that growth caused a growing energy demand in the 
United States between 1947 and 1974. Since then, the determinants of 
energy demand have been scrutinized, leading to a large pool of research 
both on economic growth and energy consumption nexus [22–27] and 
later on the nexus of financial development and energy consumption 
[28–32]. 

On the relationship of growth and energy consumption, the differ-
entiated results within the field has led to the development of four hy-
potheses [33]. These are the growth-, conservation-, feedback- and 
neutrality hypotheses. The growth hypothesis indicates unidirectional 
causality from energy consumption to economic growth whereas the 
conservation hypothesis indicates the opposite causality that goes from 
economic growth to energy consumption. The feedback hypothesis is 
supported if there is bidirectional causality between energy consump-
tion and economic growth and the neutrality hypothesis implies that 
there is no causal relationship between energy consumption and eco-
nomic growth [34]. 

Karanfil [35] elaborates on the determinants of energy consumption 
stating that the causality between economic growth and energy con-
sumption cannot be justified just by a simple bivariate model. Instead, 
the author suggests that one of the financial variables, domestic credit to 
private sector, stock market capitalisation or liquid liabilities should be 
put into the model as well as exchange rate and interest rate, which 
could have an effect on energy consumption through energy prices. This 
conclusion by Karanfil [35] has inspired researchers to study the link 
between financial development and energy consumption, something 
that has led to the formation of two separate hypotheses on what statutes 
the relationship. 

The first of these two hypotheses is that financial development de-
creases energy consumption. This builds on the assumption that a well- 
established financial system increases the efficiency of the economy 
which leads to the usage of resources being more productive. It is 
therefore assumed that through efficiency gains, financial development 
can lead to a reduction in energy consumption [29,36–37]. The second 
hypothesis states the contrary, that is, financial development increases 
energy consumption. This is based on the notion that a well-functioning 
financial sector eases the financing process for consumers by lowering 
the borrowing cost [35,38]. Consumers will then borrow to invest in 
energy-intensive products. 

Islam et al. [30] find that economic growth increases the demand for 
energy and that financial development leads to increased energy con-
sumption in the long run. Similarly, Komal and Abbas [31] and Shahbaz 
and Lean [29] find long-run positive effects of financial development 
and economic growth on energy consumption. 

From a policy standpoint, research has showed that the consumption 
of renewable energy is a rather complex topic. When distinguishing 
renewable energy consumption from energy consumption as a whole, 
the majority of studies have been investigating the relationship between 
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economic growth and renewable energy consumption 
[16,39,19,40,27,41]. In an attempt to estimate the effect of renewable 
energy consumption on economic growth, Bhattacharya et al. [27] reach 
a heterogeneous result with substantial differences in effects across 
countries. Sadorsky [16] find that increases in real per capita income 
have a positive and statistically significant impact on per capita 
renewable energy consumption. Apergis and Payne [18] find indications 
for a bidirectional causality between renewable energy consumption 
and economic growth in both the short- and long-run. This conclusion is 
supported by Bhattacharya et al. [27] but dismissed by Menegaki [19] as 
the author do not find support for a statistically significant relationship 
between growth and renewable energy consumption when looking 
specifically at 27 European countries. 

Attention has also been paid to other determinants of renewable and 
non-renewable energy consumption. Bartleet and Gounder [23] and 
Shahbaz and Lean [29] find a co-integration relationship between en-
ergy consumption, economic growth and variables such as employment, 
industrialisation and urbanisation. In the long run, Shahbaz and Lean 
[29] find that both industrialisation and urbanisation increase energy 
consumption. Sadorsky [4] looks at the effect of CO2 emissions and finds 
it to be an important driver of renewable energy consumption. On the 
contrary, Mehrara [42] reaches the conclusion that CO2 emission have a 
negative significant effect on renewable energy consumption for middle 
eastern countries part of the Economic Cooperation Organization. Aside 
from CO2 emissions, Mehrara [42] finds that political instability and 
violence, government effectiveness, urban population (% of total) and 
human capital (school enrolment) are the most robust drivers of 
renewable energy consumption for the countries within the Economic 
Cooperation Organization. 

In another study on the determinants of renewable energy, Omri and 
Nyugen [43] applies the same approach as we follow in this paper by 
dividing their sample into three income groups when investigating 
factors affecting renewable energy consumption. They considered var-
iables, such as per capita GDP, oil prices, trade openness and CO2 
emissions. Conclusions from their study show that i) the impact of 
environmental degradation (CO2 emissions) is statistically significant 
across all panels, ii) oil prices have a small and negative impact on 
renewable energy consumption, iii) changes in the per capita GDP 
significantly affect the renewable energy consumption only in the high- 
and low-income countries and iv) that changes in the trade openness 
variable have a statistically significant effect on the renewable energy 
consumption for all the panels with the exception of the high-income 
panel [37]. The finding that oil prices have a negative effect on 
renewable energy consumption would mean that crude oil and renew-
able energy have a complementary rather than a substitute relationship. 

Very few studies have recognised the role of financial development 
related to renewable energy consumption. In one study, Paramati et al. 
[44] estimate the effect of foreign direct investment and stock market 
growth on clean energy and concludes that these variables are drivers of 
both generation and use of clean energy. In a similar article, Dogan and 
Seker [45] estimate that trade and financial development can help 
countries to adopt and use new environmentally-friendly technologies, 
which will in turn boost renewable energy consumption. Wu and 
Broadstock [9] , using panel data from 22 emerging economies and a 
dynamic system generalised method of moments (GMM) estimator, find 
a positive effect of financial development and institutional quality on 
renewable energy consumption. Similarly, Kutan et al. [46], considering 
four emerging economies (that is, China, India, Brazil and South Africa), 
find stock market development and FDI enhance renewable energy 
consumption. Anto and Afloarei Nucu [11] also find positive effect of 
financial development on the share of renewable energy consumption 
for a panel of 28 EU countries. The authors applied panel fixed effect 
model in the analysis. 

In India, Eren et al. [12] applied a dynamic ordinary least squares 
(DOLS) estimation and found positive impacts of economic growth and 
financial development on renewable energy consumption. In addition, 

their results show a bidirectional causality between renewable energy 
consumption and financial development based on Granger causality 
analysis. Sweerts et al. [47], relying on the technology-rich energy- 
economy-environment model, TIAM-ECN, explore the effect of financial 
status on the electricity generation in 46 African countries, by consid-
ering renewable and fossil-based technologies. They find that lowering 
financing costs contribute to higher development of renewable energy in 
Africa. However, in the case of China, Wang et al. [13] find a negative 
long-run relationship between financial development and renewable 
energy consumption, albeit, a positive effect in the short-run. The au-
thors applied Pooled Mean Group-Autoregressive Distributed Lag (PMG- 
ARDL) model and a panel dataset at the national and regional levels. 

Even though there have not been extensive studies on how bank’s 
balance sheet financial performance indicators affect renewable energy 
consumption, researchers have drawn conclusions which suggest that 
the commercial banks and the banking sector have a vital part to play in 
aiming at increasing renewable energy consumption. Omri and Nyugen 
[43], when discussing the policy implications of their study, suggests 
that a decreased cost of credit could help stimulate renewable energy 
consumption. This supports the hypothesis of this paper, that is, a well- 
performing banking sector can increase renewable energy consumption. 
Banking sector performance has previously been studied in relation to 
energy efficiency in the context of sub-Saharan Africa, where it has been 
proven to have a positive effect on energy efficiency [14]. If a well- 
functioning bank sector can foster more efficient energy use, it is 
likely that the same variables are also determinants when it comes to 
renewable energy consumption as a share of total final energy 
consumption. 

Our paper adopts the neoclassical model used by Amuakwa-Mensah 
et al. [14] to further examine the nexus between renewable energy 
consumption and financial development, specifically focusing on the 
role of the banking sector performance based on balance sheet infor-
mation. Unlike other studies, this our study considers a global sample of 
about 124 countries (that is, panel dataset) to investigate the effect of 
banking performance on renewable energy consumption. The increase 
in sample will provide a broader perspective about the relationship 
between banking performance and renewable energy consumption. In 
addition, given the heterogeneity across countries, we also construct 
three homogenous subpanels based on the income group classification 
(high-, middle-, and low-income countries) to examine the heterogene-
ity effect of the relationship between banking performance and renew-
able energy consumption. We also contribute by using balance sheet 
financial performance indicators (that is, return on asset, market capi-
talisation, asset quality, managerial inefficiency and Z-score) of banks 
from the unique dataset by Andrianova et al. [10]. The importance of 
using balance sheet and income statement financial performance in-
dicators highlight the strength of banks in taking advantage of invest-
ment opportunities and the financial stability of the banking system. 
Three of our indicators, that is, return on asset, market capitalisation, 
and managerial inefficiency are similar to those used by Wu and 
Broadstock [9]. However, the inclusion of the Z-score is to measure the 
level of stability of the financial sector and its effect on the consumption 
of renewable energy. Also, asset quality investigates the implication of 
non-performing loans or credit risk in the financial sector on renewable 
energy consumption. These additional indicators considered in this 
study were not captured by Wu and Broadstock [9]. 

3. Method and data 

The theoretical framework for our study assumes a neoclassical 
economic model where firms maximise their profits, following the work 
of Adom and Amuakwa-Mensah [48] and Amuakwa-Mensah et al. [14]. 

3.1. Theoretical framework 

Each firm is assumed to maximise profit by choosing the optimal 
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level of inputs, which in this case includes energy input. The model 
assumes a Cobb-Douglas technology such that each firm maximises 
profit (that is, equation (1)) subject to a Cobb-Douglas production 
technology in equation (2). 

MaxE,Z →π = PY − PeE − Z (1)  

Subjectto : Y = AEαZβ (2) 

The variables π, P,Y, Pe,E,A and Z are firm’s profit, output price, 
output, price of energy input, energy input, total factor productivity and 
composite input (with a price normalised to one) respectively. α and β 
indicate respective share of energy input and composite input in total 
production. The Lagrangian equation used in solving this optimisation 
problem is given as: 

L = PY − PeE − Z + λ(Y − AEαZβ) (3) 

The Lagrangian is differentiated with respect to energy (E) , com-
posite input (Z) and the Lagrangian multiplier (λ). This gives the 
following first-order conditions for the maximisation problem; 

dL
dE

= − Pe − λαAEα− 1Zβ = 0 (4)  

dL
dZ

= − 1 − λβAEαZβ− 1 = 0 (5)  

dL
dλ

= Y − AEαZβ = 0 (6) 

By solving the first-order conditions in equations (4) to (6), for a 
given level of technology, the optimal demand for energy input required 
for the firm to achieve optimal profit is derived as equation (7). As this 
paper focuses on the effects of banking performance on renewable en-
ergy, we will solely focus on the optimal energy input demand. 

E =

(
α
β

) αβ
αβ+1

(
1
Pe

) αβ
αβ+1

(
1
A

) α
αβ+1

Y
α

αβ+1 (7) 

This equation shows that the firm’s optimal demand for energy is 
inversely proportional to price and technology and increases with 
output. To include banking performance in the model, total factor pro-
ductivity can be described as a positive exponential function of financial 
performance (FP) [14]. Studies have shown that financial development 
enhances firm level total factor productivity [49–50]. Thus, with 
improved financial system, there is an enhancement in overall economic 
productivity through an efficient resource reallocation among firms. 

A = ef (β2FP) (8) 

In the expression for energy demand (equation (7)), A can then be 
replaced by equation (8), yielding the following expression for energy 
demand: 

E =

(
α
β

) αβ
αβ+1

(
1
Pe

) αβ
αβ+1

(
1

eβ2FP

) α
αβ+1

Y
α

αβ+1 (9) 

By taking the natural logaritm on both sides we get: 

lnE =
αβ

αβ + 1
ln
(

α
β

)

−
αβ

αβ + 1
lnPe −

α
αβ + 1

(β2FP)+
α

αβ + 1
lnY (10) 

Equation (10) can then, for simplicity, be written as: 

lnE = γ0 − γ1lnPe − γ2FP+ γ3lnY (11) 

Here γ0 is the constant term on the right hand side of the equation 
and γ1, γ2, and γ3 are the respective coefficients of energy price, finan-
cial performance, and income. 

Table 1 
Description of variables and statistics.  

VARIABLES Definition N mean Sd min max skewness kurtosis 

MarketCap Market capitalisation: 
Equity

TotalAsset  
1,656  9.799  6.304 − 41.58 85.37  2.143  29.04 

Assetquality Asset quality: 
Impairedloans

GrossLoan  
1,394  7.628  8.540 0.0300 103.3  3.508  25.24 

ManIneff Ratio of cost to revenue: 
Cost

Revenue  
1,641  61.14  21.36 3.810 382.2  4.213  48.20 

RoA Return on Asset: 
NetIncome
TotalAsset  

1,653  1.382  2.443 − 47.43 21.79  − 5.028  110.3 

Z-score 

Financial stability, Zit =

ROAAit +
equityit
assetsit

σROAAi  

1,653  15.09  11.17 − 14.33 94.16  1.361  6.817 

FDI Foreign direct investment, net inflows (% of GDP) 1,684  4.724  7.477 − 15.99 89.48  5.293  44.53 
Trade Trade volume (% of GDP) 1,685  79.300  49.13 16.44 531.74  3.440  21.972 
dTrade Growth in trade volume 1,572  0.861  12.29 − 132.2 218.6  0.828  90.76 
Urbanization Urban population (% of total) 1,694  55.32  22.71 7.830 100  − 0.113  1.968 
lnREC Natural log of renewable energy consumption(% of total final energy 

consumption) 
1,693  − 1.514  1.295 − 6.335 − 0.0167  − 0.996  3.440 

lnGDPPC Natural log of real GDP per capita 1,693  8.292  1.600 5.390 11.43  0.125  1.898 
lnCO2 CO2 emissions (metric ton per capita) 1,694  0.412  1.706 − 4.058 3.005  − 0.614  2.332 
lnCOP Crude oil price 1,695  4.041  0.561 2.951 4.798  − 0.292  1.916 
Institution Proxied by polity2. The polity score is computed by subtracting the 

p_autocracy score from the p_democracy score 
1,695  0.701  0.315 0 1  − 0.818  2.168 

lnIVA Industry, value added 1,663  3.252  0.377 1.176 4.475  − 0.433  6.036 
dlnIVA Growth in industry, value added 1,549  0.000384  0.109 − 2.064 0.808  − 6.419  129.0 

NB: σROAAi is a country specific deviation of the national average value of ROA (ROAAjt) over time. 

Table 2 
Cross-section dependence test.  

Variable CD-test p-value mean ρ mean abs(ρ) 

lnREC  0.384  0.701  0.00  0.56 
lnCOP  308.091  0.000  1.00  1.00 
lnGDPPC  205.768  0.000  0.67  0.77 
lnCO2  17.078  0.000  0.06  0.51 
FDI  24.178  0.000  0.08  0.28 
Trade  70.819  0.000  0.23  0.50 
lnIVA  17.838  0.000  0.06  0.44 
Institution  11.796  0.000  0.04  0.15 
Urbanization  177.341  0.000  0.58  0.91 
Return on asset  10.47  0.000  0.03  0.30 
Market capitalisation  4.501  0.000  0.01  0.37 
Asset quality  19.87  0.000  0.06  0.39 
Managerial inefficiency  9.176  0.000  0.03  0.35 
Z-score  1.886  0.059  0.00  0.35 

Notes: Under the null hypothesis of cross-section independence, CD ~ N(0,1). P- 
values close to zero indicate data are correlated across panel groups. 
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3.2. Empirical model 

Since we are interested in the effect of banking performance on 
renewable energy consumption, renewable energy will henceforth be 
used as the source of energy input. This follows by the assumption that 
energy demand is determined by equation (11), regardless of the source 
of energy input. Renewable energy is measured as the share of total final 
energy consumption that comes from renewable sources. This includes 
renewable energy consumption of all technologies: hydro, biomass, 
wind, solar, liquid biofuels, biogas, geothermal, marine and renewable 
wastes. Following Wu and Broadstock [9], we assume that renewable 
energy consumption exhibits persistence, as the level of renewable en-
ergy consumed in previous periods are believed to be carried on to the 
current period. Thus, in the long-term, countries will conditionally 
converge to the same energy use state. Therefore, we include a lagged 
value of renewable energy consumption in the empirical model as 

expressed in equation (12): 

lnREit = γ0 + λlnREit− 1 − γ1lnPet − γ2FPit + γ3lnYit + γXit + ηi + vt + εit

(12) 

Each γ takes on the previously described definitions whereas λ is the 
coefficient of the lagged dependent variable. γXit symbolises the coef-
ficient and vector of other control variables that can be of interest to the 
analysis. These controls are included in the model to address potential 
omitted variable bias. Equation (12) includes the control variables such 
as foreign direct investment, trade openness, institutional quality, ur-
banisation, industry (value added) and carbon dioxide (CO2) emissions. 
These are taken from the literature studying determinants of both energy 
consumption as well as renewable energy consumption [4,29,51]. When 
estimating country level data, it can be difficult to avoid endogeneity 
problems by only including control variables related to the economic 
state of a country. As mentioned, it has been proven that governance and 
institutional indicators show significant effect on a country’s environ-
mental condition [42]. In an attempt to avoid endogeneity and control 
for these country characteristics, control variables such as institutional 
quality and urbanisation (% of total population) are included in the 
estimations. According to Claessens and Feyen [52], through improved 
institutional quality, financial sector development can spur greater en-
ergy structure change. Countries with improved institutional quality are 
likely to implement strong policies to regulate energy innovation. 

Crude oil price is used as a proxy for alternative energy prices. In the 
literature, it has been either used as an indicator of general prices due to 
the pass-through effect on other sectors of the economy, or to show the 
cross-price effect of non-renewable energy on demand for renewable 
energy [4,9]. The relationship between crude oil price and renewable 
energy consumption has been mixed in the literature. Economic open-
ness which is captured either in the form of foreign direct investment 
(FDI) or trade openness, has been showed to have significant effect on 
energy (and renewable energy) consumption [37,44–46,53]. FDI pro-
motes the inflow of foreign capital, technological transfers, introduction 
of new processes and access to markets, which enhances renewable 
energy. Trade openness, which is the sum of annual imports and exports 
as a percentage of GDP, has a scale, technical, and composition effects, 
and these effects work in opposite direction in relation with renewable 
energy consumption. 

The ηi and vt respectively captures the country and time fixed effects 

Table 3 
Unit root test.   

ADF Phillips-Perron CIPS 

Variable Inverse logit Modified inv.  
chi-squared 

Inverse logit Modified inv.  
chi-squared 

Z(t-bar) 

lnREC − 8.8962***  11.6473***  5.9897 − 2.7508 0.738 
dlnREC − 37.2144***  56.9901***  − 36.7966*** 57.2459*** − 19.296*** 
lnCOP − 14.8219***  17.0474***  0.2470 − 3.4833 42.130 
dlnCOP − 40.2433***  62.31***  − 38.444*** 59.0533*** 42.130 
lnGDPPC − 8.0770***  12.3727***  5.1805 0.2737 − 1.740** 
dlnGDPPC − 30.0631***  44.1264***  –22.9214*** 33.0288*** − 19.296*** 
lnCO2 − 11.9277***  14.5638***  3.3703 − 0.7528 − 0.571 
dlnCO2 − 38.4663***  59.1563***  − 39.2523*** 61.1308*** − 14.768*** 
FDI − 26.2773***  37.9160***  − 17.5285*** 24.7171*** − 10.204*** 
Trade − 14.8706***  18.3123***  − 0.0550 0.9979 0.895 
dTrade − 38.4552***  59.1139***  − 38.0060*** 58.5882*** − 12.467*** 
lnIVA − 15.9765***  20.4693***  − 2.3885*** 3.8938*** 0.058 
dlnIVA − 37.3082***  57.0964***  − 36.7717*** 56.7535*** − 15.231*** 
Institution − 12.7708***  16.5904***  − 4.7606*** 1.5162* 19.324a 

Urbanization 1.9489  44.8516***  − 42.8652*** 63.4408*** − 4.369*** 
RoA − 25.9225***  37.1670***  − 17.5202*** 25.7558*** − 6.613*** 
MarketCap − 18.9597***  25.3933***  − 5.6819*** 8.8041*** 0.418 
dMarketCap − 39.7510***  61.4858***  − 43.3004*** 68.3139*** − 16.162*** 
Assetquality − 15.2923***  20.4459***  − 6.5199*** 12.8114*** . 
ManagIneff –23.8477***  33.6336***  − 13.68*** 19.8562*** − 8.087*** 
Z-score − 20.7087 ***  28.2326***  − 7.7036*** 10.7307*** − 0.213 

*** p < 0.01, ** p < 0.05, * p < 0.1. a indicates that test wasn’t stationary at level nor at first difference. 

Table 4 
Cross-section dependence test per income group.   

High Income 
Countries 

Middle Income 
Countries 

Low Income 
countries 

Variable CD- 
test 

p- 
value 

CD-test p- 
value 

CD-test p- 
value 

lnREC  35.144  0.000  12.398  0.000  19.354  0.000 
lnCOP  86.255  0.000  154.726  0.000  64.343  0.000 
lnGDPPC  72.708  0.000  125.907  0.000  20.972  0.000 
lnCO2  11.643  0.000  34.642  0.000  8.339  0.000 
FDI  12.576  0.000  17.411  0.000  11.788  0.000 
Trade  36.716  0.000  29.77  0.000  11.679  0.000 
lnIVA  28.207  0.000  11.135  0.000  0.403  0.687 
Institution  -0.076  0.939  10.44  0.000  3.158  0.002 
Urbanization  35.838  0.000  84.78  0.000  56.233  0.000 
Return on asset  21.426  0.000  7.142  0.000  − 0.782  0.434 
Market 

capitalisation  
4.295  0.000  0.669  0.504  − 1.076  0.282 

Asset quality  12.92  0.000  17.055  0.000  3.468  0.001 
Managerial 

inefficiency  
4.096  0.000  16.774  0.000  − 0.142  0.887 

Z-score  3.927  0.000  0.927  0.354  − 1.228  0.220 

Notes: Under the null hypothesis of cross-section independence, CD ~ N(0,1). P- 
values close to zero indicate data are correlated across panel groups. 
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and the error term is denoted as εit . Bank performance is based on 
balance sheet information of banks, and it includes return on asset, asset 
quality, bank capitalisation and managerial inefficiency. The Z-score is 
used to measure the stability of the financial system [10]. The variables 
used in the econometric estimations are further defined and described in 
the data section. 

3.3. Econometric method 

For our econometric estimations, equation (12) is estimated by the 
two-stage system general method of moments (system-GMM) technique. 
The system-GMM is useful because, it allows for the lagged level of the 

renewable energy consumption as an independent variable as equation 
(12) exhibits. The lagged version of the dependent variable (renewable 
energy consumption) is included to capture the persistence of renewable 
energy consumption. It is highly reasonable to expect that if a country 
had a high level of renewable energy consumption in one year, it would 
probably remain at a high level also the following year. Ignoring the 
lagged dependent variable would probably lead to a high correlation 
between the dependent variable and the error term, causing biased es-
timations. However, if the estimation is done using an ordinary least 
squares estimation, the included lagged dependent variable could lead 
to inconsistent estimates. That is due to the problems of autocorrelation 
of the residuals and endogeneity of the regressors. The system-GMM 
method uses a set of internal instrumental variables (that is, lagged 
variables of the endogenous variables) to solve the endogeneity problem 
of the regressors. 

There are two types of GMM estimators (difference and system) and 
they could both be alternatively considered, that is, one-step and two- 
step versions. Arellano and Bond [54] initially suggested the one-step 
difference-GMM, which introduced the set of internal instruments to 
solve the described inconsistencies of the ordinary least squares esti-
mation. The set of instruments of the difference-GMM estimator include 
all the available lags in difference of the endogenous variables and the 
strictly exogenous regressors. This method was, however, later pointed 
out to be suffering from bias, showing imprecise estimates [55]. Blundell 

Table 5 
Impact of banking sector performance on renewable energy consumption.   

(1) (2) (3) (4) (5) 

VARIABLES Return on Asset Market 
Capitalisation 

Asset quality Managerial Inefficiency Z-score 

RoA 0.00185**      
(0.000933)     

dMarketCap  0.000763***      
(0.000244)    

Assetquality   − 0.000588***      
(0.000228)   

ManIneff    − 0.000311***      
(0.000119)  

Z-score     0.000671*      
(0.000351) 

L.lnREC 0.991*** 0.992*** 0.948*** 0.988*** 0.991***  
(0.00927) (0.00882) (0.0105) (0.00939) (0.00907) 

dlnCOP 0.000979 − 0.000868 0.000456 0.00141 − 0.000469  
(0.00641) (0.00644) (0.00686) (0.00643) (0.00641) 

dlnGDPPC − 0.144*** − 0.142*** − 0.173*** − 0.137*** − 0.136***  
(0.0492) (0.0470) (0.0496) (0.0508) (0.0481) 

dlnCO2 − 0.150*** − 0.147*** − 0.162*** − 0.148*** − 0.151***  
(0.0243) (0.0251) (0.0263) (0.0250) (0.0249) 

FDI 0.000818** 0.000880** 0.00125*** 0.000909** 0.000917**  
(0.000389) (0.000390) (0.000454) (0.000390) (0.000394) 

Trade − 0.000244 − 0.000261 − 0.000400** − 0.000276 − 0.000259  
(0.000172) (0.000170) (0.000175) (0.000174) (0.000172) 

dlnIVA 0.0107 0.0100 0.0161 0.0101 0.00792  
(0.0127) (0.0125) (0.0155) (0.0115) (0.0122) 

Institution 0.0479 0.0445 0.0421 0.0453 0.0438  
(0.0304) (0.0302) (0.0326) (0.0322) (0.0308) 

Urbanisation 0.00109** 0.00116** − 0.000438 0.000825 0.00103*  
(0.000541) (0.000549) (0.000571) (0.000557) (0.000555) 

Constant − 0.102*** − 0.0994*** − 0.0697*** − 0.0689*** − 0.104***  
(0.0211) (0.0214) (0.0258) (0.0218) (0.0220) 

Observations 1,501 1,495 1,305 1,492 1,501 
Nr. of ContrID 113 113 111 113 113 
Wald test 26954.50*** 25746.75*** 19290.88*** 25021.86*** 27987.94*** 
Sargan’s test 41.6 (0.02) 42.5 (0.016) 40.9 (0.02) 42.9 (0.015) 41.4 (0.02) 
1st order auto − 4.45*** − 4.42*** − 4.16*** − 4.44*** − 4.45*** 
2nd order auto 1.07 1.02 0.605 1.09 1.03 
CD test 0.626 0.315 0.235 0.492 0.336 
CIPS test 0.000 0.000 0.000a 0.000 0.000 

Standard errors in parentheses. The chi-square values are presented for the Sargan’s test, and the associated p-values are in parentheses. Z-values for the autocor-
relation test are presented as well as the chi-square. P-values for the CD and CIPS tests are reported. a indicates instances where the CIPS test could not work in Stata 
and instead the ADF-test is used. 
*** p < 0.01, ** p < 0.05, * p < 0.1. 

Table 6 
Number of countries and observation per category.   

Average GDP per 
capita 

Number of 
countries 

Number of 
observations 

High Income 
Countries 

$ 27,742 32 397–427 

Middle Income 
Countries 

$ 4086 57 (56 for Asset 
quality) 

681–772 

Low Income 
Countries 

$ 510 24 (23 for Asset 
quality) 

227–306  
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and Bond [55] instead introduced the system-GMM estimator. The 
system-GMM estimator, which is used in this study, includes not only the 
previous instruments of the difference-GMM but also the lagged values 
of the dependent variable. This solves the bias and imprecision by first 
assuming independent and homoscedastic error terms and then using 
the first-step residuals to construct consistent variance and covariance 
matrices in the second stage. This method can, however, in finite sample 
cases, lead to a downward bias for the standard errors [14]. 

The system-GMM is advantageous in that it helps solve the endoge-
neity problem arising from the potential correlation between the inde-
pendent variable and the error term in dynamic panel data models. It is 
also favourable to use over the difference-GMM when working with 
unbalanced panel data, such as in this paper [56]. 

To avoid the problem of a downward bias in standard errors, this 
paper minimises the number of lags and then use the Sargan test to check 
instrumental validity. To test for serial correlation, serial correlation is 
hypothesised at first-order but no serial-correlation at second order. We 
carried out cross-sectional dependence and stationary test of the residual 
term in each model. When the residual term from the model is station-
ary, it provides an evidence of the model goodness of fit [57]. In an event 
that the cross-sectional dependence test for the residual term in each 
model is insignificant, it implies that our model is robust to cross- 
sectional dependence. However, if the test is significant then our 
result would be interpreted with caution. We are not able to correct the 
problem of cross-sectional dependence in the residual, if any, because of 
the relatively short time series in our panel dataset. The pooled mean 

group (PMG) and common correlated effects mean group (CCEMG) es-
timators are recommended to be efficient in the presence of cross- 
sectional dependence [58–59]. These methods nonetheless are depen-
dent on long-run restrictions, which requires long time series for the 
panel dataset. Given our data limitation, we stick to our earlier proposed 
estimation technique (that is, two-step system-GMM estimator) whether 
or not cross-sectional dependence is present in the residual. 

3.4. Data and tests 

This study uses panel data covering 124 countries over the period 
1998–2012. Data on banking performance are sourced from the Inter-
national Database on Financial Fragility created by Andrianova et al. 
[10]. In this paper, we use the five variables related to banks perfor-
mance from the dataset by Andrianova et al. [10] to estimate the rela-
tionship between the performance of the banks and consumption of 
renewable energy. These are return on asset, market capitalisation (bank 
size), Z-score (financial stability), asset quality (non-performing loans) 
and managerial inefficiency (cost to revenue ratio). The data on crude 
oil price is sourced from the BP Statistical Review of World Energy. Data 
on renewable energy and other macroeconomic variables are collected 
from the World Bank’s World Development Indicator (WDI), whereas 
the institutional variable proxy is sourced from Polity IV Project. The 
Polity IV Project is developed to monitor regime change and studying 
the effects of regime authority [60]. Some variables in the data, espe-
cially asset quality, institution and industry, contain missing values 

Table 7 
Impact of banking sector performance on renewable energy consumption for high income countries.  

VARIABLES Return on Asset Market Capitalisation Asset quality Managerial Inefficiency Z-score 

RoA − 0.00209      
(0.00316)     

dMarketCap  0.000266**      
(0.000113)    

Assetquality   − 0.00101***      
(0.000130)   

ManIneff    − 0.000829***      
(0.000158)  

dZ-score     0.000210      
(0.000416) 

L.lnREC 1.015*** 1.010*** 0.979*** 1.017*** 1.013***  
(0.0122) (0.00675) (0.00941) (0.0119) (0.0103) 

dlnCOP − 0.0152** − 0.0178** − 0.0141** − 0.0161** − 0.0135*  
(0.00763) (0.00798) (0.00701) (0.00691) (0.00734) 

lnGDPPC 0.119** 0.150*** 0.0780** 0.131*** 0.144***  
(0.0598) (0.0396) (0.0385) (0.0358) (0.0359) 

dlnCO2 − 0.284*** − 0.283*** − 0.251*** − 0.289*** − 0.291***  
(0.0447) (0.0434) (0.0396) (0.0441) (0.0439) 

FDI 0.00232*** 0.00234*** 0.00167*** 0.00160*** 0.00199***  
(0.000332) (0.000337) (0.000393) (0.000367) (0.000306) 

dTrade − 0.000442*** − 0.000350** − 0.000378*** − 0.000324** − 0.000488***  
(9.28e-05) (0.000142) (0.000125) (0.000126) (0.000134) 

dlnIVA − 0.0482 − 0.0459 0.0576 0.0367 − 0.0232  
(0.0732) (0.0724) (0.0861) (0.0980) (0.0837) 

Institution − 0.148* − 0.190*** − 0.0669 − 0.0916 − 0.164**  
(0.0759) (0.0661) (0.0701) (0.0908) (0.0664) 

Urbanisation − 0.00234 − 0.00365** − 0.00249* − 0.00220* − 0.00226*  
(0.00163) (0.00164) (0.00129) (0.00119) (0.00120) 

Constant − 0.837* − 1.030*** − 0.556* − 0.972*** − 1.093***  
(0.495) (0.315) (0.309) (0.318) (0.307) 

Observations 427 427 397 425 427 
Nr. of ContrID 32 32 32 32 32 
Wald test 167584.73*** 215694.09*** 293953.06*** 48725.37*** 62623.88*** 
Sargan’s test 21.07 (0.69) 20.66 (0.71) 21.5 (0.66) 22.16 (0.63) 21.76 (0.65) 
1st order auto − 2.95*** − 2.93*** − 2.94*** − 2.83*** − 2.86*** 
2nd order auto 0.18 0.11 − 0.41 0.32 0.25 
CD test 0.000 0.000 0.000 0.000 0.000 
CIPS test 0.000 0.000 0.000a 0.000 0.000 

Standard errors in parentheses. The chi-square values are presented for the Sargan’s test, and the associated p-values are in parentheses. Z-values for the autocor-
relation test are presented as well as the chi-square. P-values for the CD and CIPS tests are reported. a indicates instances where the CIPS test could not work in Stata 
and instead the ADF-test is used. 
*** p < 0.01, ** p < 0.05, * p < 0.1. 
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making the panel unbalanced. For countries with missing observations 
on these variables, we dropped them from the sample.2 Because of the 
large number of observations, this is not expected to have an impact on 
the estimated results. 

Renewable energy consumption is defined as the share of renewable 
energy in total final energy consumption. Total final energy consump-
tion is in turn derived from energy balances statistics and is equivalent to 
total final end use consumption excluding non-energy use (World Bank, 
2018). Although we acknowledge the possible heterogenous effect of 
banking performance on the disaggregated renewable energy sources 
(such as solar, wind, hydro and biomass), our study focuses on the total 
renewable energy consumption as a share of total energy consumption 
due to data limitation for the countries and the time period considered in 
this study3. Regarding control variables used, Omri and Nyugen [43] 
have studied the determinants of renewable energy consumption. They 
find CO2 emissions to be a significant determinant of renewable energy 
consumption both when estimating global effects as well as for high, 
middle- and low-income groups. Crude oil price, per capita GDP and 
trade openness have also shown to have effects on renewable energy 

consumption but show heterogeneous results across the different income 
groups. In this paper, CO2 emissions is expressed as CO2 emissions per 
capita (metric tons). GDP serves as a measure of output and GDP figures 
are in 2011 US dollars. We use GDP per capita in our study. Urbanisation 
and industrialisation is included as control variables as both have been 
proved to have a significant effect on energy use and CO2 emissions 
[57,61]. 

Table 1 defines and presents the descriptive statistics for each vari-
able. The top rows show the five variables that are used to describe 
banking sector performance. Market capitalisation is defined as the ratio 
between equity and total asset. The average market capitalisation for 
banks in the sample is 9.8, with a standard deviation of 6.3. Asset quality 
is the ratio between impaired loans and gross loans and can also be 
expressed as share of non-performing loans. It has a mean of 7.63 and a 
standard deviation of 8.54. Managerial inefficiency is the cost to revenue 
ratio and it is on average 61.14, with a standard deviation of 21.36. This 
high value shows that banks in the sample generally are inefficiently 
managed. A management which deploys its resources efficiently will 
look to maximise its income and reduce its operating costs. Therefore, a 
larger ratio implies a lower level of efficiency. Return on asset has a 
mean of 1.382 and a standard deviation of 2.443. Both asset quality and 
return on asset suggest a high variability for countries across years since 
the standard deviation is larger than the mean. The average Z-score, 
which measures financial stability, is 15.09 with a standard deviation of 
11.17. The higher the Z-score, the more financially sound a country is 
[10]. 

Table 8 
Impact of banking sector performance on renewable energy consumption for middle income countries.  

VARIABLES Return on Asset Market Capitalisation Asset quality Managerial Inefficiency Z-score 

RoA 0.00309***      
(0.000951)     

MarketCap  0.00178***      
(0.000512)    

Assetquality   0.000807**      
(0.000381)   

ManIneff    1.39e-05      
(0.000222)  

Z-score     0.00138***      
(0.000498) 

L.lnREC 0.953*** 0.956*** 0.921*** 0.956*** 0.962***  
(0.0160) (0.0160) (0.0195) (0.0156) (0.0145) 

dlnCOP − 0.0152** − 0.0160** − 0.00596 − 0.0153* − 0.0187***  
(0.00759) (0.00719) (0.00641) (0.00786) (0.00686) 

dlnGDPPC − 0.0746 − 0.0690 − 0.108* − 0.0667 − 0.0701  
(0.0719) (0.0747) (0.0579) (0.0744) (0.0743) 

lnCO2 − 0.0702** − 0.0541** − 0.0822*** − 0.0700** − 0.0593**  
(0.0290) (0.0246) (0.0256) (0.0277) (0.0276) 

FDI − 0.000296 − 0.000505 0.000466 − 0.000236 − 0.000309  
(0.000784) (0.000814) (0.000782) (0.000831) (0.000747) 

dTrade − 0.000556** − 0.000443* − 0.00105*** − 0.000525** − 0.000420*  
(0.000231) (0.000229) (0.000207) (0.000238) (0.000247) 

dlnIVA 0.0532*** 0.0467*** 0.0304* 0.0382** 0.0515***  
(0.0158) (0.0149) (0.0181) (0.0157) (0.0162) 

Institution 0.0286 0.0200 0.0871* 0.0311 0.0214  
(0.0429) (0.0426) (0.0522) (0.0419) (0.0431) 

dUrbanisation − 0.145*** − 0.131*** − 0.126*** − 0.133*** − 0.138***  
(0.0316) (0.0303) (0.0250) (0.0345) (0.0328) 

Constant − 0.000767 − 0.0170 − 0.0889** 3.42e-05 − 0.00547  
(0.0331) (0.0344) (0.0442) (0.0371) (0.0309) 

Observations 770 771 681 767 770 
Nr. of ContrID 57 57 56 57 57 
Wald test 16267.64*** 14505.88*** 11841.54*** 14047.11*** 24749.64*** 
Sargan’s test 28.51 (0.29) 28.52 (0.28) 31.36 (0.18) 27.42 (0.34) 26.75 (0.37) 
1st order auto − 3.39*** − 3.4*** − 3.21*** − 3.4*** − 3.45*** 
2nd order auto 1.01 1.002 0.69 0.98 1.005 
CD test 0.000 0.000 0.000 0.000 0.000 
CIPS test 0.000 0.000 0.000a 0.000 0.000 

Standard errors in parentheses. The chi-square values are presented for the Sargan’s test, and the associated p-values are in parentheses. Z-values for the autocor-
relation test are presented as well as the chi-square. P-values for the CD and CIPS tests are reported. a indicates instances where the CIPS test could not work in Stata 
and instead the ADF-test is used. 
*** p < 0.01, ** p < 0.05, * p < 0.1. 

2 Seychelles, Russian Federation, Cote d’Ivoire, Hong Kong, Sao Tome and 
Principe, Djibouti, Angola, Cape Verde, Ethiopia and Guinea Bissau.  

3 We however provide some estimation in section 4.4 for disaggregated 
renewable energy consumption sources based on data from few countries we 
have information on. 
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For the whole sample, the log of the renewable energy consumption 
variable has a mean of − 1.514, with a standard deviation of 1.295. This 
translates to a sample mean of 22 percent share of renewable energy 

consumption to total final energy consumption.4 

3.5. Cross-sectional dependence, unit root test and correlation matrix 

3.5.1. Testing for the entire sample 
To determine if the variables are correlated across countries, the 

Pesaran’s [62] cross-section dependence test is used. Researchers have 
pointed out that empirical variables are more likely to show cross- 
sectional dependence than to live up to the assumption of cross- 
sectional independence [63–64]. De Hoyos Sarafidis [65] highlights 
the need of testing for cross-section dependence if T is small and N is 
large. That description fits the data used in this paper, where T = 15 and 
N = 113 after excluding countries exhibiting large counts of missing 
values. Pesaran’s [62] cross-sectional dependence test is used because, it 
is valid under a wide class of panel data models [66]. 

In Table 2, the result from the cross-section dependence test over the 
entire sample is displayed. In line with the projection by Banerjee et al. 
[63] and Pesaran [64] above, all variables except the dependent variable 
of renewable energy consumption show results rejecting the null hy-
pothesis of cross-sectional independence. The Z-score variable shows a 
weak tendency of cross-sectional independence, where the null hy-
pothesis is only rejected at a 10 percent significance level. The depen-
dent variable of renewable energy consumption is the only variable 

Table 9 
Impact of banking sector performance on renewable energy consumption for low income countries.  

VARIABLES Return on Asset Market Capitalisation Asset quality Managerial Inefficiency Z-score 

RoA 0.000968***      
(0.000217)     

MarketCap  0.00125***      
(0.000115)    

Assetquality   0.000232**      
(9.99e-05)   

ManIneff    − 8.08e-05      
(5.01e-05)  

Z-score     0.000865***      
(0.000145) 

L.lnREC 1.003*** 1.027*** 1.051*** 1.026*** 1.060***  
(0.0211) (0.0201) (0.0178) (0.0152) (0.0303) 

dlnCOP 0.0186*** 0.0186*** 0.0169*** 0.0210*** 0.0209***  
(0.00315) (0.00287) (0.00401) (0.00355) (0.00235) 

dlnGDPPC 0.00616 0.00679 − 0.0223 0.00556 0.00738  
(0.00975) (0.0115) (0.0446) (0.0103) (0.0102) 

dlnCO2 − 0.105*** − 0.103*** − 0.122*** − 0.112*** − 0.108***  
(0.00854) (0.00756) (0.00667) (0.00834) (0.00834) 

FDI − 0.000204* − 0.000231* 0.000224 − 0.000245** − 0.000231  
(0.000113) (0.000132) (0.000183) (0.000124) (0.000148) 

dTrade 2.02e-05 3.92e-05 0.000131 4.06e-05 3.96e-05  
(6.81e-05) (6.05e-05) (9.10e-05) (7.32e-05) (6.50e-05) 

lnIVA − 0.00861* − 0.00842 − 0.00919* − 0.0101* − 0.0106**  
(0.00510) (0.00525) (0.00472) (0.00537) (0.00456) 

Institution − 0.0110*** − 0.0106** − 0.00938** − 0.0102** − 0.0107*  
(0.00394) (0.00473) (0.00431) (0.00500) (0.00550) 

Urbanisation − 0.00158** − 0.00110** − 0.000261 − 0.000910* − 0.000340  
(0.000643) (0.000554) (0.000618) (0.000540) (0.000625) 

Constant 0.0666*** 0.0464** 0.0399* 0.0637*** 0.0415**  
(0.0193) (0.0230) (0.0208) (0.0205) (0.0186) 

Observations 305 307 228 301 305 
Nr. of ContrID 24 24 23 24 24 
Wald test 42326.26*** 16483.48*** 1.75e + 06*** 24146.29*** 9568.79*** 
Sargan’s test 16.32 (0.91) 16.1 (0.91) 12.33 (0.98) 17.98 (0.84) 17.02 (0.88) 
1st order auto − 2.71*** − 2.65*** − 2.29** − 2.68*** − 2.7*** 
2nd order auto − 0.58 − 0.33 − 0.87 − 0.39 − 0.39 
CD test 0.000 0.000 0.000 0.000 0.000 
CIPS test 0.000 0.000 0.000a 0.000 0.000 

Standard errors in parentheses. The chi-square values are presented for the Sargan’s test, and the associated p-values are in parentheses. Z-values for the autocor-
relation test are presented. P-values for the CD and CIPS tests are reported. a indicates instances where the CIPS test could not work in Stata and instead the ADF-test is 
used. 
*** p < 0.01 s, ** p < 0.05, * p < 0.1. 

Table 10 
Short- and long elasticities.  

VARIABLES Return 
on 
Asset 

Market 
Capitalisation 

Asset 
quality 

Managerial 
Inefficiency 

Z-score  

Short run Elasticities 
Global 0.0023  0.000075 − 0.00288 − 0.01833 0.00897 
High 

Income 
———  0.00002 − 0.00263 − 0.0502 ——— 

Middle 
Income 

0.0045  0.0182 0.0047 ——— 0.0196 

Low 
Income 

0.002  0.0127 0.0018 ——— 0.0073  

Long run Elasticities 
Global 0.2473  0.0096 − 0.0551 − 1.548 0.9892 
High 

Income 
———  − 0.00196 − 0.1281 3.013 ——— 

Middle 
Income 

0.097  0.4128 0.0596 ——— 0.523 

Low 
Income 

− 0.793  − 0.476 − 0.036 ——— − 0.121  

4 Taking the log transformation of the figure − 1.514 in Table 1. 
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being cross-sectional independent. 
For the cross-sectional independent variables, the panel augmented 

Dick Fuller and Phillip-Perron tests are used to perform the unit root test. 
These tests are widely used because, they account for individual unit 
root process and as such deals with heterogeneity. Both tests are used 
because, even if the augmented Dick Fuller test shows that variables are 
stationary, the Phillip-Perron test (which has more power) show that 
some variables only become stationary after first difference. For vari-
ables that are cross-sectional dependent, neither of these tests can be 
relied upon, as they assume cross-sectional independence. Therefore, for 
the variables showing cross-sectional dependence, the Pesaran [62] 
cross-sectional augmented panel unit root test (CIPS) is used, which 

accounts for cross-sectional dependence. 
The three columns in Table 3 present the augmented Dick Fuller and 

Phillip-Perron as well as the Pesaran [62] cross-sectional augmented 
panel unit root test (CIPS). Renewable energy consumption and the Z- 
score were the variables that, according to the above cross-section 
dependence test, showed cross-sectional independence. For these two 
variables, we regard the augmented Dick Fuller and Phillip-Perron as the 
indicator of unit root. From Table 3, we see that Z-score is stationary at 
level, while renewable energy consumption is stationary at first differ-
ence. The rest of the variables are evaluated based on the CIPS-test. It 
shows that foreign direct investment, urbanisation, return on asset and 
managerial inefficiency are stationary at level. Crude oil price, per 

Table 11a 
Effect of return on asset on renewable energy consumption.   

Pooled OECD countries  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
VARIABLES lnbiofuels lnbiogeo lnhydro lnsolar lnwind lnbiofuels lnbiogeoA lnhydro lnsolar lnwind 

RoA 0.090*** − 0.004 0.013*** 0.010 − 0.023** 0.042** 0.002 0.027*** 0.001 0.015***  
(0.029) (0.008) (0.005) (0.010) (0.011) (0.021) (0.008) (0.007) (0.011) (0.004) 

Observations 470 639 814 449 610 324 432 450 307 422 
No. of countries 56 53 59 52 54 33 33 33 32 33 
Controls YES YES YES YES YES YES YES YES YES YES 
Sargan’s test 30.35 (0.21) 24.9(0.5) 35.2(0.08) 28.54(0.28) 29.29(0.3) 17.79(0.85) 19.68(0.76) 27.76(0.3) 22.14(0.62) 25.88(0.4) 
1st order auto − 3.029*** − 2.24** − 3.44*** − 1.78* − 3.34*** − 2.26** − 2.51** − 4.03*** − 0.86 − 3.26*** 
2nd order auto − 0.668 − 1.72* 0.29 − 0.53 − 1.71* − 1.63 − 1.94* − 0.83 0.43 − 1.31 

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The chi-square values are presented for the Sargan’s test, and the associated p-values are in 
parentheses. Z-values for the autocorrelation test are presented. Control variables: GDP per capita, crude oil prices, foreign direct investment, trade openness, 
institutional quality, urbanisation, industry (value added) and carbon dioxide (CO2) emissions. Estimation for all models is based on system-GMM technique. “A” 
includes geothermal, biomass and other sources. 

Table 11b 
Effect of market capitalization on renewable energy consumption.   

Pooled OECD countries  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
VARIABLES lnbiofuels lnbiogeo lnhydro lnsolar lnwind lnbiofuels lnbiogeoA lnhydro lnsolar lnwind 

MarketCap 0.064*** − 0.003 − 0.001* 0.001 − 0.002 0.071*** 0.001* 0.001 0.001 − 0.004***  
(0.019) (0.002) (0.001) (0.001) (0.001) (0.007) (0.000) (0.001) (0.001) (0.001) 

Observations 470 639 814 449 610 324 432 450 307 422 
No. of countries 56 53 59 52 54 33 33 33 32 33 
Controls YES YES YES YES YES YES YES YES YES YES 
Sargan’s test 31.49 (0.17) 26.36(0.39) 35.2(0.08) 26.2(0.39) 30.4(0.2) 17.31 (0.87) 22.23(0.62) 27.4(0.33) 21.7(0.66) 26.8(0.4) 
1st order auto − 3.06*** − 2.25** − 3.46*** − 1.77* − 3.33*** − 2.02** − 2.53** − 3.96*** − 0.87 − 3.26*** 
2nd order auto − 0.52 − 1.72* 0.28 − 0.54 − 1.69* − 1.63 − 1.96* − 0.92 0.41 − 1.41 

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The chi-square values are presented for the Sargan’s test, and the associated p-values are in 
parentheses. Z-values for the autocorrelation test are presented. Control variables: GDP per capita, crude oil prices, foreign direct investment, trade openness, 
institutional quality, urbanisation, industry (value added) and carbon dioxide (CO2) emissions. Estimation for all models is based on system-GMM technique. “A” 
includes geothermal, biomass and other sources. 

Table 11c 
Effect of asset quality on renewable energy consumption.   

Pooled OECD countries  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
VARIABLES lnbiofuels lnbiogeo lnhydro lnsolar lnwind lnbiofuels lnbiogeoA lnhydro lnsolar lnwind 

Assetquality − 0.094*** − 0.002 − 0.005*** 0.012*** 0.002 − 0.005 0.014*** − 0.004** − 0.027*** 0.002  
(0.021) (0.002) (0.001) (0.005) (0.003) (0.025) (0.002) (0.002) (0.010) (0.003) 

Observations 450 611 759 425 576 308 406 422 289 394 
No. of countries 55 53 59 52 54 33 33 33 32 33 
Controls YES YES YES YES YES YES YES YES YES YES 
Sargan’s test 25.01(0.46) 24.96(0.46) 36.2(0.07) 28.63(0.28) 29.8(0.23) 18.01(0.84) 19.98(0.75) 28.79(0.27) 22.12(0.63) 25.1(0.46) 
1st order auto − 3.28*** − 2.098** − 4.77*** − 1.76* − 3.28*** − 1.94* − 2.54** − 3.89*** − 0.66 − 3.26*** 
2nd order auto − 0.143 − 1.74* − 1.02 − 0.62 − 1.53 − 1.11 − 1.93* − 0.91 0.29 − 1.15 

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The chi-square values are presented for the Sargan’s test, and the associated p-values are in 
parentheses. Z-values for the autocorrelation test are presented. Control variables: GDP per capita, crude oil prices, foreign direct investment, trade openness, 
institutional quality, urbanisation, industry (value added) and carbon dioxide (CO2) emissions. Estimation for all models is based on system-GMM technique. “A” 
includes geothermal, biomass and other sources. 
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capita GDP, CO2 emissions, trade, industry value added and market 

capitalisation are not stationary at level and need to be transformed into 
growth form before being put into the estimation model.5 

For the variables used in the econometric estimation, a correlation 
matrix is presented in Table A2 in the appendix. It shows no high cor-
relation between the pair of variables, indicating that the presence of 
multicollinearity in the econometric estimations is low. 

3.5.2. Testing data for each income group. 
As part of the analysis is to estimate the different effects for the three 

income categories, Table 4 presents the results from Pesaran’s [62] 
cross-sectional independence test for the different income groups. This 
shows some interesting findings, in terms of which variables are cross- 
sectional independent in each income group. For high income coun-
tries, all variables except the institution variable are cross-sectional 
dependent. The column for middle income countries shows that mar-
ket capitalisation and Z-score are cross-sectional independent whilst the 
test for the other variables are rejecting the null hypothesis. For the low- 
income countries, all banking performance variables (except asset 
quality) are cross-sectional independent along with the industry vari-
able. This result is consistent with previous work focusing on sub- 
Saharan Africa, being a region that mainly consists of countries that, 
in this dataset, is defined as low income countries [14]. 

Tables A3, A5 and A7 in the appendix present the results from the 
unit root tests for each income group. They provide us with some dif-
ferences regarding which variables are stationary for which income 
groups. Table A3 indicates that for high income countries, the growth 

Table 11d 
Effect of managerial inefficiency on renewable energy consumption.   

Pooled OECD countries  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
VARIABLES lnbiofuels lnbiogeo lnhydro lnsolar lnwind lnbiofuels lnbiogeoA lnhydro lnsolar lnwind 

ManIneff − 0.002 0.000 − 0.001*** 0.000 − 0.001* 0.004 − 0.000 − 0.001*** 0.000 − 0.001  
(0.003) (0.000) (0.000) (0.001) (0.001) (0.003) (0.000) (0.000) (0.000) (0.000) 

Observations 470 639 814 449 610 324 432 450 307 422 
No. of countries 56 53 59 52 54 33 33 33 32 33 
Controls YES YES YES YES YES YES YES YES YES YES 
Sargan’s test 31.31(0.18) 25.97(0.41) 35.57(0.08) 26.25(0.39) 30.49(0.21) 17.55(0.86) 22.34(0.62) 26.97(0.36) 22.66(0.59) 27.31(0.34) 
1st order auto − 3.02*** − 2.25** − 3.39*** − 1.79* − 3.34*** − 2.01** − 2.52** − 3.99*** − 1.01 − 3.25*** 
2nd order auto − 0.62 − 1.73* 0.298 − 0.52 − 1.68* − 1.59 − 1.95* − 0.82 0.45 − 1.38 

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The chi-square values are presented for the Sargan’s test, and the associated p-values are in 
parentheses. Z-values for the autocorrelation test are presented. Control variables: GDP per capita, crude oil prices, foreign direct investment, trade openness, 
institutional quality, urbanisation, industry (value added) and carbon dioxide (CO2) emissions. Estimation for all models is based on system-GMM technique. “A” 
includes geothermal, biomass and other sources. 

Table 11e 
Effect of z-score on renewable energy consumption.   

Pooled OECD countries  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
VARIABLES lnbiofuels lnbiogeo lnhydro lnsolar lnwind lnbiofuels lnbiogeoA lnhydro lnsolar lnwind 

Z-score 0.002 − 0.002 0.000 − 0.002 − 0.005** 0.054*** − 0.000 − 0.001 − 0.006 − 0.004***  
(0.030) (0.001) (0.001) (0.004) (0.002) (0.011) (0.001) (0.001) (0.004) (0.001) 

Observations 470 639 814 449 610 324 432 450 307 422 
No. of countries 56 53 59 52 54 33 33 33 32 33 
Controls YES YES YES YES YES YES YES YES YES YES 
Sargan’s test 31.43(0.18) 26.34(0.39) 35.33(0.08) 26.43(0.38) 30.12(0.22) 19.04(0.80) 22.21(0.62) 27.46(0.33) 23.84(0.53) 26.99(0.36) 
1st order auto − 3.04*** − 2.25** − 3.44*** − 1.78* − 3.34*** − 2.14** − 2.52** − 3.97*** − 0.91 − 3.27*** 
2nd order auto − 0.598 − 1.72* 0.26 − 0.52 − 1.70* − 1.46 − 1.96* − 0.89 0.45 − 1.40 

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. The chi-square values are presented for the Sargan’s test, and the associated p-values are in 
parentheses. Z-values for the autocorrelation test are presented. Control variables: GDP per capita, crude oil prices, foreign direct investment, trade openness, 
institutional quality, urbanisation, industry (value added) and carbon dioxide (CO2) emissions. Estimation for all models is based on system-GMM technique. “A” 
includes geothermal, biomass and other sources. 

Table 12 
Summary of the results for all the four panels.  

Variable Global HIC MIC LIC 

Return on Asset ✓ (+) (− ) ✓(+) ✓(+) 
Market Capital ✓(+) ✓(+) ✓(+) ✓(+) 
Asset quality ✓(− ) ✓(− ) ✓(+) ✓(+) 
Managerial inefficiency ✓(− ) ✓(− ) (+) (− ) 
Financial stability (Z-score) ✓(+) (+) ✓(+) ✓(+) 

✓ Denotes statistical significance. (− )/(+) denotes the sign (negative or posi-
tive) of the effect of potential determinants on the renewable energy 
consumption. 

Table 13 
Summary of the results for renewable energy types for OECD countries.  

Variable biofuel Geothermal, 
Biomass & 

others 

Hydro Solar Wind      

Return on Asset ✓(+) (+) ✓(+) (+) ✓(+) 
Market Capital ✓(+) ✓(+) (+) (+) ✓(− ) 
Asset quality (− ) ✓(+) ✓(− ) ✓ 

(− ) 
(+) 

Managerial inefficiency (+) (− ) ✓(− ) (+) (− ) 
Financial stability (Z- 

score) 
✓(+) (− ) (− ) (− ) ✓(− ) 

✓ Denotes statistical significance. (− )/(+) denotes the sign (negative or posi-
tive) of the effect of potential determinants on the renewable energy 
consumption. 

5 The CIPS(Z(t-bar)) unit root test could not estimate for asset quality since 
data on the variable didn’t consist of sufficiently long time series. 
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form should be used for the variables crude oil price, CO2 emissions, per 
capita GDP, industry value added, trade, market capitalisation and Z- 
score. For estimations covering middle income countries, Table A5 
suggests that the growth form be used on variables crude oil price, per 
capita GDP, industry value added, trade and urbanisation, in the case of 
middle-income countries. Table A7 indicates that for low-income 
countries, the variables should be transformed into growth form 
before added into the estimations be crude oil price, CO2 emissions, per 
capita GDP, industry value added and trade. 

For each income group, a correlation matrix is presented in the ap-
pendix. Tables A4, A6 and A8 describe the correlation coefficients be-
tween pairs of variables for high-, middle- and low-income countries 
respectively. The correlation tests show no high correlation among the 
independent variables of interest for any panel. By this, it can be 
assumed that the presence of multicollinearity in the econometric esti-
mations is low. 

4. Empirical findings and discussion 

In order to analyse how banking sector performance effects renew-
able energy consumption, estimations were based on pooled sample 
(global panel) and sub-samples for the three income groups. 

4.1. Impacts of banking sector performance based on the global panel 

The columns (1) to (5) in Table 5 show the impact of each banking 
sector variable on renewable energy consumption. Each estimation is 
based on system-GMM and the banking performance variables were 
included step-wise and estimated separately in each column. For the 
global panel, Table 5 shows that all banking performance have a sig-
nificant effect on the share of renewable energy consumption. Return on 
asset and market capitalisation can be seen to increase renewable energy 
consumption. Asset quality, which is defined as the share of non- 
performing loans, has a significant negative effect on renewable en-
ergy consumption. This implies that a higher share of non-performing 
loans decreases renewable energy consumption. The same can be seen 
for managerial inefficiency which exhibits significant negative effect on 
the dependent variable. A mismanaged banking sector can thus be said 
to negatively affect renewable energy consumption. Z-score is viewed to 
have a positive effect on renewable energy consumption implying that a 
more stable financial environment enhances renewable energy 
consumption. 

The coefficients presented in Table 5 suggest that return on asset has 
the largest separate impact on the share of energy consumed from 
renewable sources. An increase by one unit in return on asset will 
significantly increase the renewable energy consumption as a share of 
total energy consumption by 0.19 percentage points. Since market 
capitalisation was stationary at first difference for the global panel, the 
growth form of the variable is used in the estimations. The estimation 
suggests that a one-unit increase in the growth of market capitalisation 
increases renewable energy consumption by about 0.08 percentage 
points. Asset quality (indicating the share of total loans that is non- 
performing) and managerial inefficiency (cost to revenue ratio) are 
respectively decreasing the share of renewable energy consumption by 
about 0.06 and 0.03 percentage points each.6 A marginal increase in Z- 
score increases energy consumed from renewable sources by about 
0.007 percentage points. That would suggest that financial stability has 
an increasing effect on renewable energy consumption in relation to 
energy consumption from other sources. 

The lagged variable for renewable energy consumption shows a large 
positive effect on the dependent variable across all models in the table. 
This result is expected because of the persistence of energy consumption. 

Thus, the level of renewable energy consumed in previous periods are 
believed to be carried on to the current period. 

Table 5 includes a range of tests to determine how reliable the esti-
mated results are. These are the Wald chi-squared test for variable sig-
nificance, Sargan’s test for testing over-identification and an 
autocorrelation test. The p-values for the cross-sectional dependence 
and the CIPS tests over the model residuals are also shown in the table. 
The large coefficients of the Wald chi-squared test tell us that the vari-
ables contribute to the model fit and should not be moved from the 
model [67]. According to the autocorrelation test, our model satisfies 
the autocorrelation assumptions for all the models. However, in Table 5, 
the p-values for the Sargan’s test imply rejecting the null at a 5 percent 
significance level across all models. That indicates that the over- 
identifying restrictions are not valid, implying that the instrument 
might not be valid. This implies that some caution should be taken when 
building on these results. Additionally, the CD test shows that the re-
siduals from all the models are cross-sectional independent. Thus, our 
results for the global analysis are robust to cross-sectional dependence. 
The CIPS test tells us that the residuals for all the models are stationary 
which indicates a good model fit. 

4.2. Impacts of banking sector performance by income group 

Income differences across countries could play a part in how the 
banking sectors’ performance affects renewable energy consumption. 
Here on, the sample is divided into three categories of high-, middle- and 
low-income countries. Based on the World Bank’s World Development 
Indicator, the data is divided into five income categories. For this paper, 
these categories have been regrouped into three. Upper middle- income 
countries and lower middle-income countries are compressed into 
middle income countries. The data also consisted of two income cate-
gories for high income countries, one for OECD countries and one for 
non-OECD. Also, these have been merged together. Table 6 gives a basic 
overview of the three income categories and presents the number of 
countries and observations plus the average per capita GDP for each 
income group. 

Looking closer at the results from the econometric estimations for 
our different income groups, they do exhibit some differences. Table 7 
presents the results for the high-income panel. To get stationary vari-
ables both market capitalisation and Z-score for financial stability are 
used in their growth form. When conducting the econometric estima-
tions for the high-income panel, only the variables market capitalisation, 
asset quality, and managerial inefficiency are significant. Return on 
asset and financial stability (Z-score) are insignificant. Looking at the 
significant coefficients, an increase in the growth of market capital-
isation by one unit is estimated to increase renewable energy con-
sumption as a share of total energy consumption by about 0.03 
percentage points. Asset quality and managerial inefficiency both have a 
significant negative effect on the share of renewable energy consump-
tion with a one-unit increase leading to a decrease in the dependent 
variable by 0.1 and 0.08 percentage points respectively. Because, asset 
quality is defined as the share of total loans which is non-performing, the 
results imply that the share of energy consumed from renewable sources 
decreases with a rise in non-performing loans. On the other hand, an 
improvement in asset quality implies a decrease in the share of non- 
performing loans, and this is associated with an increase in the share 
of renewable energy consumption. In the same way, improvement in the 
management of banks will increase renewable energy consumption as a 
share of total energy consumption. 

Table 8 presents the results for middle-income countries. For the 
middle-income panel, all banking performance variables except mana-
gerial inefficiency significantly increase the share of energy consump-
tion coming from renewable sources. A one-unit increase in return on 
asset is suggested to increase the share of renewable energy consump-
tion by 0.3 percentage points. A similar increase in market capitalisation 
and Z-score is associated with an increase in renewable energy 

6 The percentage point change in renewable energy consumption is calcu-
lated as: %Δy = 100*(eβ1 − 1). 
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consumption as a share of total energy consumption by 0.18 and 0.14 
percentage points respectively. Asset quality is estimated to have a 
significant positive effect on the share of renewable energy consumption 
with a one-unit rise leading to an increase by 0.08 percentage points. 
This result is interesting because, it implies that an increase in non- 
performing loans would lead to an increase in the share of renewable 
energy consumption, which is in contrast to what we observed earlier for 
the global and the high-income panel, where the coefficients for asset 
quality were negative. 

Table 9 presents the results for the low-income panel. The results are 
similar to that of middle-income panel for all banking performance 
variables in terms of significance and sign. In Table 9, return on asset 
increases the share of energy consumption that stems from renewable 
sources by about 0.1 percentage points when increased by one unit. A 
marginal increase in market capitalisation is associated with a 0.13 
percentage point increase in the share of renewable energy consump-
tion. For asset quality, a marginal rise is estimated to increase the 
dependent variable by 0.02 percentage points. An increase in Z-score by 
one unit is predicted to increase renewable energy consumption as a 
share of total energy consumption by 0.09 percentage points. 

The various tests performed on the whole sample in the previous sub- 
section show some concern regarding the validity of the instruments. 
However, the subsample analysis based on the three income categories 
show no such problems. The Sargan’s test show that the null hypothesis, 
which states that the over-identifying restrictions are valid, do hold for 
all the models across all three panels of high, middle- and low-income 
counties. Together with the autocorrelation tests, the tests show that 
the models satisfy the over-identification and autocorrelation assump-
tions characterising the system General Method of Moments estimation 
technique. The CD test shows that the residuals across all models in 
Tables 7, 8 and 9 are cross-sectional dependent. As stated earlier, we are 
unable to correct the problem of cross-dependence in the residual 
because of the relatively short time series in our panel dataset. The 
pooled mean group (PMG) and common correlated effects mean group 
(CCEMG) estimators which are appropriate in addressing cross-sectional 
dependence, are dependent on long-run restrictions, requiring long time 
series for the panel dataset [58–59]. According to the CIPS test, all re-
siduals are stationary and can thus be seen as having a good model of 
fitness. 

4.3. Short- and long run elasticities 

Based on the results from Tables 6 to 9, one could easily calculate the 
short- and long-run elasticities of renewable energy consumption as a 
response to the banking performance indicators. From equation (12), the 
relationship between renewable energy consumption and banking per-
formance follows a log-linear function. This implies that the short-run 
elasticity of renewable energy consumption in response to banking 
performance is given as; 

εRE FP = γ2*FPmedian (13a) 

Where εRE FP is the short-run elasticity of renewable energy con-
sumption, γ2 is the coefficient of each banking performance indicator 
based on results in Tables 6 to 9, and FPmedian is the median value of each 
banking performance indicator. The median relative to the mean value 
is considered to control for possible outliers within the sample. Based on 
the coefficient of the lagged dependent variable (that is, lnREit− 1) in 
equation (12) (that is, λ) and the short-run elasticity (that is, εRE FP), we 
calculate the long-run elasticities based on the expression in equation 
(13b); 

LεRE FP =
εRE FP

1 − λ
(13b) 

The long-run elasticities have important policy implications. The 
elasticities are calculated based on the banking performance indicators 
which portrayed statistically significant result in Tables 6 to 9. The 

resultant short- and long-run elasticities are shown in Table 10. In ab-
solute terms the long-run elasticities are higher than the short-run 
elasticities. The signs of the short-run elasticities take on the sign of 
the results from Tables 6-9. One noticeable observation is that, the long- 
run elasticities for low-income countries are negative. This is also true 
for high-income countries in the case of market capitalization which was 
positive in the short-run. This is because the coefficients of the lagged 
dependent variable (that is, lnREit− 1) is greater than one. This implies 
that the renewable energy consumption for low-income countries will 
diverge from the steady state values in the long-run. 

4.4. Renewable consumption types7 

This sub-section explores the association between banking perfor-
mance and various renewable energy consumption categories (types). 
The renewable energy consumption categories considered include; (i) 
hydroelectricity, (ii) solar, (iii) wind, (iv) biofuel, and (v) geothermal, 
biomass and other sources. The unit of measurement of these renewable 
energy consumption sources is exajoules (EJ). Each of the renewable 
energy consumption type is natural log transformed to deal with out-
liers. The data on the various renewable energy consumption categories 
is sourced from BP Statistical Review of World Energy. Out of the 113 
countries considered in the earlier part of this study, we obtained data 
for only 60 countries for the renewable energy category estimation. 
These countries comprise of 33 OECD and 27 non-OECD countries8. 

The main reason for the disaggregated renewable energy consump-
tion is due to the fact that different renewable energy consumption types 
may require different financing source. For example, traditional biomass 
(eg. woods for home cooking) usually does not need loans or in-
vestments while the hydro power building may rely on public/govern-
ment investments and multinational development banks. There are 
instances where the banking sector provides debt financing to govern-
ment to undertake hydro power investment. In the case of solar and 
wind power, funding options are likely to come from the private sector 
in the form of venture capital, private equity, crowd-funding, and the 
banking sector in some cases. 

In Tables 11a, 11b, 11c., 11d, 11e, we present the results for the 
pooled sample and restricted sample for OECD countries. All the esti-
mations are based on the system-GMM technique. Our results in 
Table 11A show that return on asset is positively associated with an 
increase in biofuel and hydroelectricity consumption for both pooled 
and OECD samples. In the case of wind energy, whereas return on assets 
is positively correlated with wind energy consumption for the OECD 
countries, a negative correlation is observed for the pooled sample. From 
Table 11B we find a positive association between market capitalization 
and biofuel consumption for both pooled and OECD samples, and in the 
case of geothermal, biomass and other sources for only OECD sample. 
However, we find a negative correlation between market capitalization 
and hydroelectricity and wind power consumption for the pooled and 
OECD samples, respectively. 

Also, asset quality (that is, share of non-performing loans in total 

7 As stated earlier, there is potential heterogenous effects of banking sector 
performance across different renewable energy consumption categories. 
Despite data limitations for most of the countries considered in this study for 
the time period under consideration, we carried out this sub-section based on 
the recommendation of one reviewer, which we believe have added value to 
this paper.  

8 These countries are: Algeria, Argentina, Australia, Austria, Azerbaijan, 
Bangladesh, Belarus, Belgium, Brazil, Bulgaria, Canada, Chile, China, Colombia, 
Czech Republic, Denmark, Ecuador, Egypt, Estonia, Finland, France, Germany, 
Greece, Hungary, India, Indonesia, Ireland, Israel, Italy, Japan, Kazakhstan, 
Korea, Latvia, Lithuania, Malaysia, Mexico, Morocco, Netherlands, New Zea-
land, Norway, Pakistan, Peru, Philippines, Poland, Portugal, Romania, Russian, 
South Africa, Spain, Sri Lanka, Sweden, Switzerland, Thailand, Turkey, 
Ukraine, United Kingdom, United States, Uzbekistan, Venezuela, Vietnam 
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loans) has significant negative relationship with hydroelectricity con-
sumption for the pooled and OECD samples. This implies that a higher 
share of non-performing loans decreases hydroelectricity consumption. 
Similar relationship is observed for biofuel and solar energy in the case 
of pooled and OECD samples, respectively (see Table 11C). Neverthe-
less, we find a positive association between asset quality and solar and 
geothermal, biomass and other sources in the pooled and OECD samples, 
respectively. In the case of managerial inefficiency, we find a negative 
correlation with hydroelectricity consumption for both the pooled and 
OECD samples (see Table 11D). Similar result is observed for the rela-
tionship between managerial inefficiency and wind power consumption 
for the pooled sample. From Table 11E, our results show that financial 
stability which is measured by z-score, is positively correlated with 
biofuel consumption in our OECD sample. However, a negative associ-
ation between wind power consumption and financial stability is 
observed for both the pooled and OECD samples. 

4.5. Implications 

Based on our results, renewable energy consumption, globally and 
for the three income groups, is significantly affected by majority of the 
banking performance variables. We have summarised our results from 
Tables 6 to 9 in Table 12 to ease comparative discussion on the effects of 
banking performance indicators on renewable energy consumption. 

In middle- and low-income counties, return on asset is predicted to 
have a significant positive effect on the share of renewable energy 
consumption. The same is true for the global panel but not for high in-
come countries. The positive association between return on asset and 
renewable energy consumption corroborate the finding by Wu and 
Broadstock [9]. Return on asset defines the banking sectors profit on its 
investments. With higher profitability, firms are encouraged to invest in 
technology-intensive energy like renewable energy. Higher return on 
asset can also imply a scaling up effect for the banks credit business, 
stimulating investments in renewable energy. These results are sup-
porting arguments that for consumers, especially in lower income 
counties, a functioning credit market is essential when securing energy 
supply. Given the high risk in most middle- and low-income countries, 
return on investment is mostly higher relative to high-income countries. 
Coupled with the low access to electrification in middle- and low-income 
countries compared to high-income countries, the high return on in-
vestment is likely to be channelled into the energy sector with higher 
investment going into renewable energy. In high-income countries, 
gaining access to energy is associated with investments, which are not 
proportionate to income for households [68]. This could explain why the 
effect is insignificant for countries with a higher per capita GDP. The 
findings support the suggestion that consumers with higher income are 
not as dependent on access to credit when making decisions regarding 
energy consumption. 

The positive association between market capitalisation and renew-
able energy consumption insinuates that large banks can enjoy scale 
advantages that make them more willing to invest in renewable energy 
technology. Such findings are consistent with Amuakwa-Mensah et al. 
[14)], where they state that large banks are able to provide leverage for 
the state when the state is acquiring energy technologies that are the 
most capital-intensive. They also suggest that actions that promotes 
incentives for small banks to grow or encourage mergers could be in line 
with the goals of achieving universal access to modern energy. Also, our 
result is consistent with the findings of Wu and Broadstock [9]. 

Asset quality has significant effect on renewable energy consumption 
across all panels. The coefficients, however, provide opposite signs for 
high income countries compared to middle- and low-income counties. 
For the global and the high-income panels, an increase in non- 
performing loans decreases the share of energy stemming from renew-
able sources. A poor asset quality reduces growth of the individual bank 
which constraints the bank from lending. For a non-profitable bank, all 
else equal, a large part of non-performing loans means that the bank’s 

equity decreases, which in turn makes it more difficult to issue new loans 
[69]. For the panels of middle- and low-income countries, an increase in 
non-performing loans does not exhibit the same effect. The sign is 
instead positive, meaning that an increase in the asset quality variable 
increases renewable energy consumption. That is, a rise in non- 
performing loans would increase renewable energy consumption, 
which is contradictory to the argument of this paper, that is, well- 
functioning banks are essential for access to credit which in turn is 
important for the share of renewable energy consumption to grow. 

An explanation to this conflicting result could be that the assump-
tions of perfectly competitive markets and complete information do not 
hold for middle- and low-income markets, relative to high-income 
countries. If there is, for example, a lag in the information flow, banks 
might continue to issue loans in a pace as if the loan performance rate 
were unchanged. If markets were to develop towards perfect competi-
tion, this could imply that the sign of the coefficients for asset quality in 
the middle- and low-income panels could shift from positive to negative. 
Another factor, for which renewable energy consumption is not effected 
negatively by an increase in non-performing loans, could be how 
cooperation, through bilateral and multilateral relationships had played 
a crucial role in delivering financial support towards renewable energy 
projects in e.g. Africa [70] . Our estimations controlled for investments 
in businesses by investors from other countries through foreign direct 
investment. But, because much of the multilateral financing is grant 
funding, this would not be captured in the model, indicating that the 
estimates could suffer from bias. 

In their study on energy efficiency in sub-Saharan Africa, Amuakwa- 
Mensah et al. [14] argue that poor asset quality reduces the possibility to 
invest in energy efficient technology and thereby effects energy effi-
ciency negatively. Also, this conclusion contradicts the results found for 
medium- and low-income counties in this paper, if we assume that 
renewable energy technology is more energy efficient. Because little is 
known in the literature, except Amuakwa-Mensah et al. [14], on the 
specific role for these five variables in relation to energy use, it is 
difficult to find an explanation to the result for asset quality in middle- 
and low income countries in the existing literature. This is subject to 
further research. 

Managerial inefficiency, that describes the cost to income ratio, has a 
significant negative effect on renewable energy consumption for the 
global and the high-income panels while not being significant for the 
other two. When banks do not optimise their financial results, it will thus 
have a negative effect on renewable energy consumption in high income 
countries. Financial stability is, however, significant for the global-, 
middle- and low-income panels but not for the high-income panel. For 
the significant coefficients, financial stability has a positive effect on 
renewable energy consumption, which implies that more financially 
stable countries tend to have a larger share of energy consumption from 
renewable sources than financially non-stable ones. The results for these 
two variables (managerial inefficiency and financial stability) suggest 
that the performance of individual banks is important for stimulating 
renewable energy consumption in high income countries, while it is the 
general financial condition of the entire bank sector that has a deter-
mining role for the share of renewable energy consumption in middle- 
and low-income countries. 

From our elasticity computation, managerial inefficient variable for 
high-income countries changes from negative in the short-run to positive 
in the long-run. This implies that, in high-income countries, an increase 
in banks’ cost relative to revenue (that is, risk exposure) will adversely 
affect long–run support for renewable energy investment following the 
argument by Wu and Broadstock [9]. In the case of low-income coun-
tries, the positive short-run elasticities (especially, return on asset, 
market capitalization and z-score) turn to negative in the long-run. 
According to Wu and Broadstock [9], this could be attributed to the 
fact that, in the long-run, total elimination of constraints such as capital 
and technical limitations associated with renewable energy develop-
ment is not possible. As a result, any income-induced energy demand 
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may be biased to an increase in non-renewable (fossil-based) energy 
sources, hence a relative decrease in renewable energy consumption in 
future periods. 

Given the limitation of data for the renewable energy consumption 
types, we only summarise the results from the OECD countries sub- 
sample based on results from Tables 11a, 11b, 11c, 11d, 11e. This is 
because our data for this part of the analysis includes 33 out of the total 
of the 38 OECD countries. From Table 13, our results implies that an 
improvement in banking performance as the potential of enhancing 
biofuel, hydroelectricity and solar energy consumption among OECD 
countries. We however find a mixed results for wind power and 
“geothermal, biomass & others” depending the banking performance 
indicator. 

5. Conclusions 

The aim of this paper has been to investigate the association between 
banking performance and renewable energy consumption, focusing on 
balance sheet financial performance indicators (that is, return on asset, 
market capitalisation, asset quality, managerial inefficiency and z-score 
(financial stability)). We focused on a global panel data of 124 countries 
and also considered heterogenous effect of the relationship between 
banking performance and renewable energy consumption based on 
income-group classification of countries. We applied the two-step sys-
tem-GMM technique to account for potential serial correlation and 
endogeneity associated with our dynamic panel model. 

We conclude that an improvement in banking performance based on 
our five banking performance indicators is associated with an increase 
renewable energy consumption for our global sample. By dividing the 
data set into three income categories, we detected some differences 
between the categories in the role that the banking sector has for 
increasing renewable energy consumption. The results for the middle- 
and low-income panels largely follow the same pattern while the results 
for the high-income panel stand out in this study. According to our re-
sults, the share of renewable energy consumption in high income 
countries is significantly and positively affected by an increase in bank 
size, a low level of non-performing loans and well-managed banks. The 
share of energy consumption coming from renewable sources in middle- 
and low-income countries is increased by high return on asset, an in-
crease in bank size and financial stability. However, the study shows that 
low levels of non-performing loans seem to decrease renewable energy 
consumption as a share of total energy consumption for middle- and 
low- income countries. 

The heterogenous effect of banking performance on renewable en-
ergy consumption across income groups, points to important targeted 
policy direction based on countries income class with the intention of 
stimulating growth in renewable energy consumption. Notwithstanding 
the caution about the interpretation of our results from the global 
sample as pointed out earlier due to instrumental validity, our result 
supports the argument that the banking sector plays an important role 
for renewable energy consumption. As more data become available in 
the future, research could be extended to re-examine the effect of 
banking performance on the various types of renewable energy such as 
solar, wind, hydro and biomass with focus on several countries, espe-
cially non-OECD countries. This is because the different sources require 
varying investment size and have different associated risk level. In 
addition, the problem of cross-sectional dependence which was 
observed in the subsample (that is, income group) analysis can be 
addressed if long time series within a panel data becomes available. 
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Table A1 
Countries included in each income group.  

High Income Countries Middle Income Countries Low Income Countries 

Australia Albania Bangladesh 
Austria Algeria Benin 
Belgium Angola* Burkina Faso 
Canada Argentina Burundi 
Chile Azerbaijan Central African Republic 
Czech Republic Belarus Chad 
Denmark Bolivia Congo, Dem. Rep. 
Equatorial Guinea Botswana Eritrea 
Estonia Brazil Ethiopia* 
Finland Bulgaria Gambia, The 
France Cabo Verde* Guinea 
Germany Cameroon Guinea-Bissau* 
Greece China Kenya 
Hong Kong SAR, China* Colombia Liberia 
Ireland Congo, Rep. Madagascar 
Israel Costa Rica Malawi 
Italy Cote d’Ivoire* Mali 
Japan Djibouti* Mozambique 
Korea, Rep. Dominican Republic Nepal 
Latvia Ecuador Niger 
Lithuania Egypt, Arab Rep. Rwanda 
Netherlands El Salvador Sierra Leone 
New Zealand Gabon Tanzania 
Norway Georgia Togo 
Poland Ghana Uganda 
Portugal Guatemala Zimbabwe 
Russian Federation* Hungary  
Singapore India  
Spain Indonesia  
Sweden Jamaica  
Switzerland Jordan  
United Kingdom Kazakhstan  
United States Kyrgyz Republic  
Uruguay Lesotho   

Libya   
Malaysia   
Mauritania   
Mauritius   
Mexico   
Morocco   
Namibia   
Nicaragua   
Nigeria   
Pakistan   
Paraguay   
Peru   
Philippines   
Romania   
Sao Tome and Principe*   
Senegal   
Seychelles*   
South Africa   
Sri Lanka   
Sudan   
Swaziland   
Thailand   
Tunisia   
Turkey   
Ukraine   
Uzbekistan   
Venezuela, RB   
Vietnam   
Zambia  

* Country is excluded due to missing values 
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