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A B S T R A C T

Skin cancer is one of the top three perilous types of cancer caused by damaged DNA that can cause death.
This damaged DNA begins cells to grow uncontrollably and nowadays it is getting increased speedily. There
exist some researches for the computerized analysis of malignancy in skin lesion images. However, analysis of
these images is very challenging having some troublesome factors like light reflections from the skin surface,
variations in color illumination, different shapes, and sizes of the lesions. As a result, evidential automatic
recognition of skin cancer is valuable to build up the accuracy and proficiency of pathologists in the early
stages. In this paper, we propose a deep convolutional neural network (DCNN) model based on deep learning
approach for the accurate classification between benign and malignant skin lesions. In preprocessing we firstly,
apply filter or kernel to remove noise and artifacts; secondly, normalize the input images and extract features
that help for accurate classification; and finally, data augmentation increases the number of images that
improves the accuracy of classification rate. To evaluate the performance of our proposed, DCNN model is
compared with some transfer learning models such as AlexNet, ResNet, VGG-16, DenseNet, MobileNet, etc.
The model is evaluated on the HAM10000 dataset and ultimately we obtained the highest 93.16% of training
and 91.93% of testing accuracy respectively. The final outcomes of our proposed DCNN model define it as
more reliable and robust when compared with existing transfer learning models.
1. Introduction

.1. Motivation

Cancer is an extremist life threat to human life. It may sometimes
ause certain death to the human. Different types of cancer may exist in
he human body and skin cancer is one of the fastest-growing cancers
hat can cause death. It is provoked by some factors like smoking, alco-
ol usage, allergies, infections, viruses, physical activity, environmental
hange, exposure to ultraviolet (UV) light, and so on. The DNA inside
he skin cells can be annihilated by the radiation of UV rays from the
un. In addition, unusual swellings of the human body are also a cause
f skin cancer.

There are four most frequent types of skin cancer like Actinic ker-
toses, Basal cell carcinoma, Squamous cell carcinoma, and Melanoma
Dorj, Lee, Choi, & Lee, 2018). The world health organization (WHO)
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predicts that one in every three cancers diagnosed is skin cancer
(Pacheco & Krohling, 2019). The number of people who are diagnosed
as skin cancer patients has been increasing at a fairly constant rate
over the last decades in the USA, Canada, and Australia (Canadian
Cancer Society’s Advisory Committee on Cancer Statistics, 2014; Cancer
Council Australia, 2018; World Health Organization (WHO), 2019).

It is assumed that approximately 5.4 million cases of skin cancer are
to be diagnosed in the United States per year. The demand for quick and
effective clinical screenings is arising day by day (Rogers, Weinstock,
Feldman, & Coldiron, 2015; Stern, 2010). Malignant melanoma is a
powerful type of malignancy, which starts from melanocytes situated
in the epidermis of the skin (Monisha, Suresh, Bapu, & Rashmi, 2019).
This kind of malignancy may have started to encompass rapidly and be
harder to treat. As a result, the early detection of skin cancer may lead
to diagnosis and treatment with increasing the chances of lives. Over
the last decades, there are different types of computer-aided diagnosis
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(CAD) systems that are proposed to identify skin cancer. Traditional
computer vision algorithms are mainly used as a classifier to extract a
large number of features like shape, size, color, and texture in order
to detect cancer. Nowadays, artificial intelligence (AI) has become an
aptitude to face these problems. The most authorized deep-learning
architectures such as deep neural networks (DNN), convolutional neu-
ral networks (CNN), long short term memory (LSTM), recurrent neural
networks (RNN) are using in the medical field to detect cancer cell.
These models are also successfully performed in classifying skin can-
cer. Moreover, CNN is a DNN particularly has already been achieved
remarkable results in this field. CNN is the most popular model which
is the collections of machine learning algorithms (Ray & Chaudhuri,
2021) used for feature learning and object classification (Nugroho,
Slamet, & Sugiyanto, 2019). In addition, transfer learning is being used
in these fields in large data sets to improve the results accurately.

1.2. Contribution

The main contribution of our paper is described as follows:

• We propose a deep convolutional neural network (DCNN) model
that classifies skin cancer more accurately even if the patients are
in an early stage.

• The result of our proposed DCNN model achieves much better
accuracy than other existing deep learning (DL) models with a
large dataset.

• The required execution time of our proposed DCNN model is very
much lower than existing transfer learning models like AlexNet,
ResNet, VGG-16, DenseNet, and MobileNet to execute the output
results.

• Transfer learning models are also evaluated on the same dataset
to compare our proposed DCNN model and ultimately we get the
best classification accuracy from our proposed model.

1.3. Organization

The rest of this paper is represented as follows: Section 2 represents
the literature review. Section 3 represents the challenges of skin cancer
detection. Materials and methods are described in Section 4. Transfer
learning is described with our proposed DCNN model in Section 5.
Section 6 represents training and performance of our proposed DCNN

odel. Section 7 represents result and discussion and the conclusion
and future works are summarized in Section 8.

2. Literature review

Melanoma is one type of skin cancer that are responsible to create
malignant tumor on skin. Skin cancer is detected by using dermato-
logical photographs. Machine learning based on the high-performance
image is used to detect skin cancer that achieved good efficiency
in identification (Srividhya, Sujatha, Ponmagal, Durgadevi, Madhesh-
waran, et al., 2020). However, the accuracy of the model can be
increased by extracting more features and sensitivity is more deviated.
In (Hoshyar, Al-Jumaily, & Hoshyar, 2014), the author proposed a
method using image processing steps that helps to increase the detec-
tion accuracy of skin cancer. However, they could not narrate a specific
model that can efficiently detect cancer. In an another study, the author
proposed the architecture driven model that utilized a DL algorithm for
the detection of skin cancer. DL based on model-driven architecture
can be built so quickly that is why the model can predict the result
as quickly. It acquired a better result in detecting of skin cancer
(Kadampur & Al Riyaee, 2020). However, the methodology requires
real-time interfacing with medical images so that it can improve the
medical field.

In (Hasan, Barman, Islam, & Reza, 2019), the author proposed
CNN based skin cancer detection where the feature is extracted from
dermoscopic images using feature extracting techniques. They achieved
 c

2

Fig. 1. Challenges of skin lesions detection: a: hair artifacts, b: low contrast, c: irregular
boundaries, d: color illumination.. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

an accuracy of detection 89.5% in the testing phase. However, the
accuracy of detection was not sufficient that was needed to improve.
In addition, over fitting was existed between their testing and training
phase that was a weakness in that research. In (Li & Shen, 2018),
the author proposed a lesion indexing network (LIN) based on DL to
detect and classification of skin cancer. They acquired excellent result
with DL based LIN by extracting more features. However, segmentation
performance was needed to increase for further enhancing of result.

In (Tschandl et al., 2019), the author used CNN to detect skin
cancer from pigmented melanocytic lesions from dermoscopic images.
However, it was difficult to screen non-melanocytic and non-pigmented
skin cancer. Also, it acquired a lower accuracy of detection. In (Saba,
Khan, Rehman, & Marie-Sainte, 2019), the author proposed a DCNN
that incorporates three steps that perform excellently to detect skin
lesions where firstly, color transformation is used to enhance contrast;
secondly, CNN approach is used to extract lesion boundaries; finally,
transfer learning is used to extract deep features. However, the method
achieved a good result for some times of dataset but results may vary
for a different dataset. In (Jafari et al., 2016), the author proposed a
CNN based model to detect melanoma skin cancer where they used pre-
processing and post-processing of image for the enhancement before
and after segmentation, respectively. The model produced lesion re-
gions by combining local and global contextual information. It acquired
a good result for the prediction and classification. However, execution
time is not mentioned which can increase the value of the results.

Le et al. proposed a transfer learning model which is known as
ResNet50 without preprocessing steps or feature handcraft selection
(Le, Le, Ngo, & Ngo, 2020) with better accuracy. Precision, recall, and
F1 score are not enough high but by taking the preprocessing steps the
results may be improved with a better classification rate of skin lesions
images.

3. Challenges of skin cancer detection

There are some difficulties to detect skin cancer that can be at-
tributed to variation in image types and sources (Al-Masni, Al-Antari,
Choi, Han, & Kim, 2018; Aljanabi, Özok, Rahebi, & Abdullah, 2018).

he variation in the appearance of human skin color makes skin
ancer detection harder and complex (Naji, Jalab, & Kareem, 2019).
hese challenges are visually illustrated in Fig. 1 and the most visual

haracteristics of skin lesions images are described below:
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1. The main difficulties in skin cancer are the several sizes and
shapes of the images that cannot give an accurate result of
identification. In this perspective, pre-processing is required for
accurate analysis.

2. A few wasted signals are to be compromised that are not origi-
nally part of an image but can interrupt to get a good result. So,
in the pre-processing steps, all these noise and artifacts should
be removed.

3. Sometimes, low contrast from neighboring tissues poses addi-
tional difficulties and makes it harder to analyze skin cancer
precisely.

4. Color illumination also makes some difficulties having its factors
like color texture, light rays, and reflections.

5. The human body exists some moles which may never develop
cancer cell but they create some difficulties to detect skin cancer
accurately from cancerous images.

6. The current bias that distorts the performance of the models to
achieve a better result is another challenge regarding skin cancer
detection.

4. Materials and methods

In this section, we narrate the following steps and the flowchart
of our methodology shown in Fig. 2. DCNN and transfer learning
models are used for the classification task between benign and malig-
nant lesions. Some additional layers are used in our proposed DCNN
model. In addition, we use some transfer learning models like AlexNet,
ResNet, VGG-16, DenseNet, and MobileNet on this same dataset for the
performance comparison.

4.1. Dataset

Our dataset is simply a collection of different types of skin cancer
images. To apply DL approaches it is necessary a large amount of data
that makes a good result. However, the collection of skin cancer images
are much critical. Besides, it is one of the main concerns to apply DL
algorithms for the lack of training data. To overcome these problems,
we utilized a freely accessible dataset of 10015 dermoscopy pictures
acquired from Australian and Austrian patients named HAM10000.
There exist 6705 of the images that are benign, 1113 are malignant,
and 2197 images are unknown lesions in this dataset. The ground truth
for this dataset was affirmed by one or the other pathology, master
agreement, or confocal microscopy. The HAM10000 data utilized in our
paper are made carefully out of melanocytic lesions that are biopsy-
demonstrated and explained as malignant or benign (Esteva et al.,
2017).

4.2. Data preparation

In data preparation, we transform raw data into a more suitable
form to create an effective model. Our dataset contains sets of images
comparing to similar lesions but from various perspectives or, various
images of the same lesions on the same person. Some images were
removed from the test and validation sets that are visually blurry and
far-away but were still used in training. There are some factors in data
preparation such as data cleaning, feature selection, data transforms,
feature engineering, dimensionality reduction, etc that finalize the
dataset for training.

4.3. Preprocessing

Data preprocessing is the first and crucial step in preparing the raw
data and making it compatible with a machine learning model (Garg,
Maheshwari, & Shukla, 2019). The main objective of preprocessing our
dataset is to enhance the original medical images by removing air bub-
bles, noise, and artifacts which is caused by applied gel before capturing
3

Fig. 2. The following steps of our proposed methodology.

images (Alfed, Khelifi, Bouridane, & Seker, 2015). In our proposed
study, we have removed noise and artifacts from the images to get a
high classification rate. Besides, we have also applied data reduction,
normalization of data, feature extraction, and finally, converted the
string data of label into numerical data.
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Fig. 3. Removing noise and artifacts from the input image.

4.4. Reflective noise and artifacts removal

There are various types of techniques for image smoothing like
Gaussian blurring, median blurring and so on to remove even a small
quantity of noise. For the removal of noises and artifacts reflection from
the images, a simple thresholding algorithm is used. Fig. 3 represents
the removal of noise from the original input image.

Each of the single-pixel (x, y) can be detected and classified as a
reflection artifact according to the following condition:

{𝐼(𝑥, 𝑦 > 𝑇𝑅1)}𝑎𝑛𝑑{(𝐼(𝑥, 𝑦) − 𝐼𝑎𝑣𝑔(𝑥, 𝑦)) > 𝑇𝑅2} (1)

where 𝐼 denotes the image with single-pixel (𝑥, 𝑦), 𝐼𝑎𝑣𝑔(𝑥, 𝑦) denotes the
average intensity of the pixel’s neighborhood which is computed by the
local mean filter with dimensions i.e., 12 × 12 and the threshold values
which are obtained by experimental i.e., 𝑇𝑅1 = 0.87 and 𝑇𝑅2 = 0.096,
respectively.

When the areas of artifacts are recognized, an imprinting activity is
applied likewise to the data of their identified pixels area, staying away
from the impact of the artifacts. It may be accomplished in another
approach. For this, consider a pixel that has noises, mathematically,

𝑇𝑝 = 𝑇𝑝0 + 𝑛 (2)

where 𝑇𝑝0 = true value of pixel and n= the noise in that pixel. We get
𝑇𝑝 = 𝑇𝑝0 since the mean of noise and artifacts are zero.

4.5. Data reduction

In imaging dataset, data reduction is the process of reducing the
number of images from the original data into a smaller volume. It is
a great challenge to get the best classification rate from the overall
dataset due to having many images with noise and artifacts, some blur
images, some images that have low contrast, some images that have
mole beside the wounds, and some images have color illumination
(Jeong, Lu, Huo, Vidakovic, & Chen, 2006; Namey, Guest, Thairu, &
Johnson, 2008). In our proposed DCNN model, we manually deducted
some images that have these characteristics. After deducting the im-
ages we considered 6136 images of benign lesions and 979 images of
malignant lesions.

4.6. Normalization of data

Data normalization is the way toward planning the database that di-
minishes data redundancy, data uprightness, and takes out unfortunate
characteristics like insertion, update, and deletion anomalies. There are
a few existing techniques of normalization such as min–max normal-
ization, z-score normalization, and decimal scaling normalization (Rao
et al., 2008). The main objectives of data normalization are-

• It is the association of data to seem comparable across all records
and fields.

• It enhances the cohesion and coherence of entry types leading to
purifying, lead generation, segmentation, and higher quality of

data.

4

It can be normalized the dataset by dividing 255 which is known as
the gray scale value of an image. But in our study, we normalized
our dataset in z-score normalization (Patro & Sahu, 2015) as per given
formula:

𝑉 ′
𝑖 =

𝑉𝑖 − �̄�
𝑠𝑡𝑑(𝐸)

(3)

where V′
𝑖= z-score normalized values, v𝑖 is the value of row E of 𝑖th

column.

𝑠𝑡𝑑(𝐸) =

√

√

√

√

1
(𝑛 − 1)

𝑛
∑

𝑖=1
(𝑉𝑖 − �̄�)2 (4)

and mean value,

�̄� = 1
(𝑛)

𝑛
∑

𝑖=1
𝑉𝑖 (5)

Generally, for the manipulation of data like scale down, it scales the
values in the range of [0 − 1] and ensures the data is stored logically.

4.7. Feature extraction

Feature extraction is a technique that plays a vital role in image
processing to make it more manageable groups for further processing.
In our research, we extract a huge amount of features that helps to
identify and recognize the pattern of a large number of dataset (Hobbs,
Hillson, Lawande, & Smith, 2011). In addition, it selects and combines
variable to extract features that diminish the number of resources
without any information loss of raw data (Kumar & Bhatia, 2014).

4.8. Working with numerical data

In machine learning techniques for the imputation, the most fre-
quent types of data that are going to deal with are numerical values
(Biessmann, Salinas, Schelter, Schmidt, & Lange, 2018). We maintain
some procedure for getting numerical values that hold various scale for
each features. Moreover, it needs to be normalized and standardized
of that data for better processing in the training and model supports
with a wide range of DL network typologies (Köster et al., 2017). In
our experiment, the LabelEncoder function is used that is provided by
the python standard library and converted the two labels of benign and
malignant into 0 and 1.

4.9. Data augmentation

Data augmentation is a strategy that is used for artificially increas-
ing the amount of data by adding slightly modified copies without
actually collecting new data from existing training data. By either data
warping or oversampling artificially enhance the training dataset size
or it helps the model to protect from over-fitting from the root of the
problem (Shorten & Khoshgoftaar, 2019). To overcome this over-fitting,
we augmented our data by using different augmentation parameters
such as rotation, random cropping, mirroring, and color-shifting using
principle component analysis (Ech-Cherif, Misbhauddin, & Ech-Cherif,
2019). The parameters that we used for the data augmentation of our
dataset are illustrated in Table 1.

5. Transfer learning with our proposed DCNN model

Transfer learning is a machine learning technique in where the
pre-trained model can be reused on different but related problems
(Mehrotra, Ansari, Agrawal, & Anand, 2020). A large number of images
are required to train a new DNN model (Hosny, Kassem, & Foaud,
2018). Unfortunately, there are no available datasets with thousands of
labeled skin lesion images. It is a challenging task to train a large size of
medical datasets like ImageNet using all the parameters that are existed
in the neural networks. However, we have trained AlexNet, ResNet,
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Fig. 4. Model architecture of our proposed DCNN model.
Table 1
Using data augmentation parameters and values.

Data augmentation parameter Parameter value Action

Rotation_range 10 Input data generates with the rotation from −10 to 10
Height_shift_range 0.2 Image is randomly shifted vertical direction by 0.2
Width_shift_range 0.2 Image is randomly shifted in horizontal direction by 0.2
Shear_range 0.2 Stretch the image angle slantly in degrees by a factor of 0.2
Zoom_range 0.2 Zoom in or out 0.2 from the center
Channel_shift_range 10 Randomly shifts channel values to variate the color
Horizontal_flip True Flips the image horizontal direction randomly
Fill_mode Nearest Closest pixel value is chosen to fill the empty values
p
c

𝑃

VGG16, DenseNet, MobileNet, and our proposed DCNN model that we
proposed in our study with a large medical dataset. In ImageNet, the
value of the last layer which is used for the classification is 1000 whilst
0 in AlexNet, and 2 in our proposed DCNN model for the classification
etween malignant and benign skin lesions. So we used a sigmoid layer
nstead of a softmax. To gain the updated weights in a better way
lassification the back-propagation function is used for the fine-tuning.
dam optimizer is used as a gradient descent algorithm in our proposed
CNN model. At last, an augmentation step is applied to overcome the

imitations of the labeled images from the dataset. Fig. 4 describes the
rchitecture of our proposed DCNN model.

. Training and performance

There are several parameters that are used to be tuned up in our
roposed DCNN model. However, the principal ones we have used in
ur experiment (with their chosen values) are given underneath. This
onfiguration is compared with several different types of configurations
nd deep neural network models that are tested before.

• The pooling layer (MaxPooling2D): is used to reduce the size of
input images for faster training.

• Batch size (128): the number of processed images in every itera-
tion.

• Initial learning rate (0.001): sets up with which rate will begin
the learning procedure.

• Validation frequencies (36): the iterations number between eval-
uations of the validation metrics.

• Optimizer (Adam): Adam is a substitution optimization algorithm
for stochastic gradient descent in order to minimize the loss
function for training DL models. In our research, we selected the
Standard Gradient Descent algorithm with a Momentum of 0.999.

• Loss function (binary cross-entropy): it is used to set up a binary
classification problem from the dataset.

• Number of epochs (100): the number of times the using dataset
is passed to the DNN.

oth the plain and the progressive models were recently trained and
ine-tuning was performed on the HAM10000 dataset to move their
nsight into the skin diseases classification problems. In our research,
e split the dataset into three sets such as training, validation, and
esting in order to fine-tuning and evaluate the proposed DCNN model.

5

The dataset is divided into two ways like 70% as the training, 20% as
the validation, with 10% as the testing set and 80% as the training, 10%
as the validation, with 10% as the testing set for the better comparison
between transfer learning models and our proposed DCNN model. The
model was implemented in jupyter notebook and Google Colab (12
GB RAM) on a system with Intel Core i5-8250U CPU processor, 8
GB of RAM, and NVIDIA GeForce MX130 GPU card. In this field, the
performance of every model is getting compared with the existing
neural network based on Accuracy, Precision, Recall, F-measure, and
execution time. In addition, we have shown the confusion matrix in
Fig. 5 which is a table of suggested output for measuring the model
performances. There are four important terms in the confusion matrix:

• True Positives (TP): The occurrence in which we anticipated true
and the real yield was likewise true.

• True Negatives (TN): The occurrence in which we anticipated
false and the real yield was likewise false.

• False Positives (FP): The occurrence in which we anticipated
true and the real yield was likewise false.

• False Negatives (FN): The occurrence in which we anticipated
false and the real yield was likewise true.

Precision: It is known as the number of right positive results
artitioned by the number of positive outcomes anticipated by the
lassifier.

𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(6)

Recall: It is the quantity of right sure outcomes divided by the num-
ber of every conjugate samples (all samples that ought to have been
identified as sure).

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(7)

F1-score: It is also known as harmonic mean that measures to seek
a balance between precision and recall. It takes both false positives
and false negatives for the computation and performs well on an
imbalanced dataset.

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(8)

Accuracy: It refer to the ratio of numbers of correct predictions to the
total number of input samples.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(9)



M.S. Ali, M.S. Miah, J. Haque et al. Machine Learning with Applications 5 (2021) 100036

m
t
d
a
t

8

f
a
l
b
a
a
m
n
a
o
d
m
b

Fig. 5. Regarding performance, confusion matrix of the proposed DCNN model.

Fig. 6. B1, B2, B3 are the benign and M1, M2, M3 are the malignant skin lesions
respectively.

7. Result and discussion

The main purpose of our propose model is to classify benign and
malignant skin lesions from the dataset that are extracted by using
DCNN. The results are obtained from the total number of images that
we took after the data reduction step and all the images are collected
from the Internet (http://www.isic-archive.com). Some benign and
malignant images are shown in Fig. 6.

In this study, we performed the experiment with our proposed
DCNN model in two ways with 70% of training images, and another
is aimed to evaluate the proposed model with 80% of training images
that shows the best accuracy. In addition, we also performed some
existing DNN models like AlexNet, ResNet, VGG-16, DenseNet, and
MobileNet on the same dataset but got the best classification rate from
our proposed DCNN model. Fig. 7, and Fig. 8 represent the accuracy
and loss between training and testing steps respectively obtained from
our proposed DCNN model.

The results of our proposed DCNN model are compared with some
transfer learning models with two types of split data that are shown in
the Tables 2 and 3.

The detailed discussion of the proposed DCNN model is conducted
based on numerical performance and visual results. In this model, we
got such a good classification rate with a big help of image processing
techniques that are described in Section 4.3 to Section 4.9. We also

performed our proposed model with 200 epochs but at that time the D

6

Fig. 7. Performance curve based on accuracy per epoch of our proposed DCNN model.

Fig. 8. Performance curve based on loss per epoch of our proposed DCNN model.

model was getting over-fitted. After several times of fine-tuning, we
got the best results with 100 epochs and obtained the area under curve
(AUC) value of 0.847 that is shown in Fig. 9. The proposed DCNN

odel can be deployed in a CAD system that will help effectively
o classify the skin lesions at the early stage. In addition, the early
etection of malignant growth in skin especially for those without
dmittance to doctors can significantly encourage them to get the
reatment and enrich the survival possibility.

. Conclusion and future work

In this paper, the proposed DCNN model achieves a better classi-
ication rate when compared to other transfer learning models. The
bility of the proposed method is to classify benign and malignant skin
esions by replacing the output activation layer with sigmoid for the
inary classification. Moreover, the proposed method was evaluated on
dataset named HAM10000 in where we obtained a better for training,
nd testing accuracy, respectively; than other existing transfer learning
odels. In addition, the imbalanced dataset and absences of a large
umber of images interrupted the model to acquire better accuracy. As
result, we balanced the dataset for both level that improves accuracy
f classification. We also trained some transfer learning models on same
ataset where the acquired result is not better than our proposed DCNN
odel. In some cases, transfer learning models were performed well

ut they took a high execution time per epochs than our proposed
CNN model that are illustrated in Table 4. To the best aspect of our

http://www.isic-archive.com
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Table 2
The performance comparison between our proposed DCNN model and transfer learning models taking 70% of training, 20% of validation
and 10% of testing data.

Model Precision Recall F1 score Training Acc Testing Acc

AlexNet (Han, Zhong, Cao, & Zhang, 2017) 96.89 90.70 93.70 92.05 88.81
ResNet (Targ, Almeida, & Lyman, 2016) 84.94 97.50 90.79 92.78 85.20
VGG-16 (Guan et al., 2019) 88.27 95.18 91.59 88.83 86.09
DenseNet (Carcagnì et al., 2019) 91.00 91.75 91.37 91.36 85.25
MobileNet (Sinha & El-Sharkawy, 2019) 84.62 94.57 89.32 92.93 82.62
Proposed DCNN model 94.63 93.91 94.27 92.69 90.16
Table 3
The performance comparison between our proposed DCNN model and transfer learning models taking 80% of training, 10% of validation
and 10% of testing data.

Model Precision Recall F1 score Training Acc Testing Acc

AlexNet (Han et al., 2017) 97.88 92.01 94.85 93.82 90.86
ResNet (Targ et al., 2016) 96.00 93.63 94.80 91.25 90.93
VGG-16 (Guan et al., 2019) 1.00 86.02 92.48 86.17 86.02
DenseNet (Carcagnì et al., 2019) 91.42 94.83 93.09 91.64 88.33
MobileNet (Sinha & El-Sharkawy, 2019) 92.08 94.15 93.10 90.31 88.26
Proposed DCNN model 96.57 93.66 95.09 93.16 91.43
Table 4
Comparison of computational time 𝑡 over the existing models.

Model Time per epoch Total time

AlexNet (Han et al., 2017) 14-16 s 24±1 min
ResNet (Targ et al., 2016) 13-15 s 23±1 min
VGG-16 (Guan et al., 2019) 14-15 s 24±1 min
DenseNet (Carcagnì et al., 2019) 16-18 s 28±1 min
MobileNet (Sinha & El-Sharkawy, 2019) 11-12 s 19±1 min
Proposed DCNN model 9-10 s 𝟏𝟔 ± 𝟏 min
A

B

C

C

Fig. 9. Receiver Operating Characteristic curve of our proposed DCNN model.

nowledge, we are not acquainted with any previous work available
hat was done in the classification between benign and malignant skin
esions on same dataset.

In future, we will work on a large dataset with more labeled skin
esions with building up a successful DNN including pre-processing
teps to gain the best prediction and classification accuracy. Skin cancer
an also be diagnosed with the CAD which is user-friendly and robust
or any conditions of acquired images. So we will also try to make a
NN which may detect various types of skin lesions using CAD systems.
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