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Big data and cloud computing collectively offer a paradigm shift in the way businesses are now 
acquiring, using, and managing information technology. This creates the need for every CS student 
to be equipped with foundational knowledge in this collective paradigm and possess some hands-on 
experience in deploying and managing big data applications in the cloud. This study argues that, for 
substantial coverage of big data and cloud computing concepts and skills, the relevant topics need 
to be integrated into multiple core courses across the CS curriculum rather than creating additional 
courses and performing a major overhaul of the curriculum. Our approach to including these topics is 
to develop autonomous competency-based learning modules for specific core courses in which their 
coverage might find an appropriate context. In this paper, four such modules are discussed, and our 
classroom experiences during these interventions are documented. Student performance data and survey 
results show reasonable success in attaining student learning outcomes, enhanced engagement, and 
interests.

© 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND 
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In today’s world, the analysis of ‘bigdata’ becomes a high-
priority task for many fields of study, and data-driven discovery 
and decision processes now guide many sectors of our business 
and economy. At the development level, analyzing bigdata requires 
proficiency in specialized algorithms and methodologies due to the 
fundamentally distributed and parallel nature of the workloads. 
In contrast, cloud computing skills are paramount at the infras-
tructure level to acquire a pool of virtual resources in a ‘pay-as-
you-go’ fashion to deploy and manage these workloads. Being an 
applied field of Parallel and Distributed Computing (PDC), Bigdata 
and cloud computing collectively offer a paradigm shift in the way 
businesses are now acquiring, using, and managing information 
technology. With the fast growth of this paradigm, businesses are 
struggling to find experienced people who not only have the deep 
analytical skills but also have the data hosting, storage, and man-
agement skills to effectively leverage this collective model. A recent 
report (September, 2020) from the Bureau of Labor Statistics (BLS) 
[31] indicated that hiring in data processing, hosting and related 
services will steadily grow in future years as reflected in the be-
low quote:
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“Employment in computer and information technology occupa-
tions is projected to grow 11 percent from 2019 to 2029, much 
faster than the average for all occupations. These occupations 
are projected to add about 531,200 new jobs. Demand for these 
workers will stem from greater emphasis on cloud computing, 
the collection and storage of bigdata, and information security.”

Alongside, the International Data Corporation (IDC) also empha-
sized the expansion of cloud-centric infrastructure and applications 
after the Covid-19 era, and the #1 item in their 2021 worldwide IT 
industry predictions [32] becomes “By the End of 2021, Based on 
Lessons Learned, 80% of Enterprises Will Put a Mechanism in Place 
to Shift to Cloud-Centric Infrastructure and Applications Twice as 
Fast as Before the Pandemic.”

These statistics clearly exemplify that this collective paradigm 
will dominate the industry in the coming years, and there will 
be a severe shortage of skilled professionals to maintain the need 
and growth of such industries. Increasing adoption of this collec-
tive paradigm in solving problems from various domains is also 
making study and research on this paradigm crucial.

It is imperative that every CS and IT undergraduate student 
be equipped with foundational knowledge and competency in this 
collective paradigm. The students should be provided with hands-
on experience in deploying and managing bigdata applications in 
the cloud to acquire skills necessary to meet current and future 
industry demands and enable them to carry out applied research 
le under the CC BY-NC-ND license 
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in this paradigm. However, the challenge is that many of the tools 
and techniques of the bigdata and cloud computing paradigm have 
emerged only in the last few years and have not yet transitioned 
into the most recent ACM/IEEE Joint Curriculum recommendations 
(CS2013) [16] or the ABET curriculum requirements [1]. Many 2-
year and 4-year institutions develop their CS curriculum around 
these guidelines and requirements and, as a result, cannot afford to 
include these topics within a core course in their densely packed 
curricula. Although, a newer version of ACM/IEEE Joint Curriculum 
recommendations (CC2020) [9] is undertaking a major expansion 
that includes these emerging topics, and so are other curriculum 
efforts such as Data Science Task Force [13] and NSF/IEEE-TCPP 
Curriculum Initiative on PDC [24], only the draft versions of these 
curriculums are currently available. Additionally, CC2020 will be 
a significant overhaul compared to CS2013 as the focus is shift-
ing from knowledge-based learning to competency-based learning 
[33]. Therefore it may take years to experience broader adoption 
of the new curriculum providing meaningful guidelines about ac-
commodating the critical bigdata and cloud computing topics into 
the CS curricula.

This study argues that for substantial coverage of bigdata and 
cloud computing concepts and skills, students need to be inter-
vened more often, gradually, and the topics should be integrated 
into multiple core courses of the curriculum. Our approach to in-
cluding these applied PDC topics is to develop a series of short, 
self-contained learning modules with specific learning goals, lesson 
plans, and assessment resources and suggest specific core courses 
in which their coverage might find an appropriate context. Each 
module covers topics of the collective paradigm in the context of 
a conventional core CS/IT course, thus enabling us to better expose 
students to the bigdata and cloud computing concepts without a 
significant overhaul of the curriculum. Many recent curriculum ef-
forts such as IT2017 [29], MSIS2016 [30] embraced the concept 
of competency as the primary characteristics of curriculum defini-
tion as it describes the practical benefits of computing education 
to its stakeholders and the society more effectively. Competency 
provides a comprehensive perspective on education that enhances 
knowledge (knowledge: know-what) with its hands-on application 
(skill: know-how) persuaded by purpose (motivation; know-why) 
to realize a task. Inspired by this recent shift and considering 
the collective paradigm as an applied field where proficiency in 
learning must be demonstrated by both knowledge and skills, the 
presented work also adopts a competency model while describ-
ing the module outcomes. The presented modules are designed 
with a rich set of tutorials, sample programs, descriptions of cloud-
based resources, and substantial hands-on projects to support the 
“skill” dimension of the competency frameworks. The “motivation” 
dimension is realized by augmenting the modules with relevant 
content and skills and placing them in core courses in which their 
coverage might find an appropriate context. Reusability and adapt-
ability are other major concerns, and as a result, the modules 
are designed to be autonomous, made available for downloading 
in GitHub and public websites [20,35], and are detailed enough 
for easier adoption by other instructors with minimal experience. 
This paper details the modules’ deployment in specific courses at 
our institution; however, they could be adapted for deployment in 
some other courses with minimal effort.

This paper reports on our experiences in offering four such 
modules in respective CS/IT core courses. We also discuss the com-
petency outcomes, module content, assessment instruments, and 
student assessment and survey results for each of the four pre-
sented modules. Our objective is to share our experience with the 
instructors who aim to incorporate similar pedagogy that enhances 
student knowledge on this collective paradigm. Earlier versions of 
this research were presented at Edupar 2018 [14] and SIGCSE 2019 
[15] conferences.
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The rest of the paper is organized as follows: Section 2 details 
our motivation and the related initiatives for including bigdata and 
cloud computing topics into the curriculum. Section 3 discusses 
the basic design principles followed while developing the modules 
and provides an overview of all four modules. Sections 4–7 discuss 
the four modules and their classroom deployment experiences. 
Section 8 elaborates on student interests and learning experiences, 
Section 9 summarizes the results, and section 10 concludes the pa-
per.

2. Motivation and related works

Limited by the fact that ACM or ABET provides no standard 
guidelines to integrate the bigdata and cloud computing topics 
into the CS curriculum, the computer science education commu-
nity has taken multiple approaches to address the need to produce 
a satisfactory number of well-trained professionals in these fields. 
Our extensive literature survey identifies three such approaches 
from Academia. Firstly, several institutions offer non-core special-
ized courses [17,21,26] to cover various aspects of data science 
and bigdata analytics, where students are primarily taught data ac-
quisition, cleaning, analytical, and visualization skills. While these 
courses help students develop skills related to transforming data 
into knowledge, they do not provide the students with concepts 
and experiences related to hosting, storing, and deploying appli-
cations within the cloud environment and scaling up applications 
within performance and budgetary constraints. The second cate-
gory of approaches integrates bigdata and/or cloud computing top-
ics in existing CS/IT courses (mostly non-core) such as Parallel and 
Distributed Computing, High-Performance Computing, Networking, 
and Cybersecurity. These interventions are often sporadic, mostly 
ignited by the instructor’s interests and experiences, and there-
fore cannot garner substantial student interest and knowledge on 
this collective paradigm. A few research-intensive universities as-
sume a third approach by offering specialized standalone courses 
[11,12,25,27] such as “Cloud computing,” “Bigdata management,” 
etc., where the abovementioned collective paradigm is addressed 
to a greater extent. However, being an elective (non-core) course 
offered at a handful of universities, only a handful of students 
receive the benefit. The abovementioned approaches are limited 
in intervening a substantial portion of the CS/IT undergraduate 
student population with the necessary expertise of this collective 
paradigm as they are mostly undertaken via non-core and special 
topic courses.

A few years ago, a survey was administered by CDER [7]
through SIGCSE listserv to better comprehend instructors’ perspec-
tives on the amount and quality of PDC coverage in the undergrad-
uate CS/CE curriculum. Thirty-five educators across the world com-
pleted the survey. Several of the survey questions and their results 
were motivating for the presented study as they reflected the in-
adequacy of coverages of the applied PDC topics across the CS cur-
riculum and revealed some of the challenges hindering the broader 
coverage. One such question (Q6) asked the participants about the 
emerging course topics relevant to PDC that their departments are 
offering and whether these courses are core (required) or not. 
Fig. 1 shows the summarized survey results pertaining to that 
question and suggested that although many institutions are con-
ducting various specialized courses related to bigdata and cloud 
computing at the junior and the senior level, only a few of them 
are core courses. When asked about the challenges for broader 
adoption of PDC topics in the CS curriculum (Q10), the majority 
of the educators either strongly agreed or agreed that the “Lim-
ited room in the existing densely-packed curriculum” is the main 
challenge, as reflected in Fig. 2. These survey results confirmed our 
previous observations and findings from the literature that the in-
terventions are mostly happening on the non-core course levels, 
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Fig. 1. SIGCSE listserv Survey results showing emerging PDC topics courses. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this 
article.)

Fig. 2. SIGCSE listserv Survey results showing challenges for broader adoption of PDC topics courses.
and accommodating these current topics in the densely-packed ex-
isting curriculum is a significant challenge that hinders massive 
adoption. There is certainly a big gap between the advances in 
bigdata and cloud computing and their inclusion in college-level 
instructions, and this paper aims to address this gap by proposing 
an alternative module-based approach that covers the related con-
cepts through a set of autonomous modules dispersed over several 
core courses across the existing curriculum.

3. Modules

3.1. Module design principles

The presented study argues that any systematic approach to 
module design must be considered within the context of a theo-
retical framework that underpins effective learning. As indicated in 
Section 1, this study adopted a competency-based model while de-
signing module outcomes, activities, and assessments. This section 
details the basic design principles derived from the established 
learning theories that are utilized in designing the proposed set of 
short, self-contained modules on bigdata and cloud computing. Ta-
ble 1 shows a set of envisioned design principles along with their 
theoretical foundations and the related design activities that are 
implemented to incorporate these principles into the module de-
sign. This study’s most notable design choice is the inclusion of the 
Constructive Alignment model [4,5], as stated below.

“The fundamental principle of constructive alignment is that a 
good teaching system aligns teaching method and assessment 
to the learning activities stated in the objectives so that all as-
pects of this system are in accord in supporting appropriate 
student learning.”

[Biggs, 1999: 64]
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Modules become congruent in an explicit way when there is good 
alignment and flow between a module’s intended learning out-
comes, teaching and learning activities, and student learning as-
sessments. This study aims to support students in developing as 
much meaning and learning as possible from a well-designed, co-
herent, and aligned module that instigates quality learning and 
deep engagements.

The study also adopted Project-based learning (PBL) [6,22] by 
including a substantial hands-on project into each module that 
spans over extended periods and acts as a vehicle for teaching the 
important knowledge and skills students need to learn. The goal is 
to offer competency and deep learning in bigdata and cloud com-
puting, as PBL focuses on real-world problems and challenges and 
relies on problem-solving, decision-making, and investigative skills. 
Some other critical strategies of PBL, such as teamwork, producing 
report/presentation as the results, are also implemented to provide 
students with core competencies such as collaboration, commu-
nication, and reflection. Additionally, temporary support structures 
such as instructional scaffolding [3] were provided to help students 
accomplish their project work. The goal is to increase the likeli-
hood for students to meet the learning competencies by supporting 
their progression through few initial project tasks and providing a 
welcoming and caring environment as they learn these challeng-
ing topics and skills. Lastly, this study adopted Bloom’s hierarchy 
of cognitive processes [2] to specify the degree of skill expected in 
successful task accomplishment. The goal is to realize and assess 
the skill dimension of the competency-based philosophy by paring 
an element of knowledge along with a level of skill with which it 
is applied.

3.2. Overview of modules

The proposed modules are designed to be short and au-
tonomous for easier adoption, and as a result, each of them spans 
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Table 1
A set of module design principles and implemented activities.

Design principles Learning theory basis Design activities

Modules should be outcome-based. What students 
should know and demonstrate at the end of the 
module must be the main guideline for developing 
the modules.

Constructive Alignment Approach [4,5] The module outcomes are developed first. Then the 
assessment criteria are developed. Finally, the module 
activities are organized that teach the students how to 
meet the assessment criteria (and hence the module 
outcomes).

Students must learn by actively engaging in real-world 
and meaningful projects.

Project-Based Learning [6,22] Each module is equipped with a hands-on project where 
students determine how to approach a problem and 
what activities to pursue. Their learning is connected to 
a “real”, not an academic problem, and involves core 
competencies such as problem-solving, decision making, 
collaboration (working in pairs), communication, and 
reflection (writing analytical reports).

The modular intervention should offer a supportive 
learning environment.

Instructional Scaffolding [3] Scaffolding is embedded into the project activities, 
where initial project activities were first demonstrated 
(via a tutorial or in-class demonstration) by the 
instructor while involving students in an interactive 
way. The demonstrations were followed by a set of 
challenging project activities while gradually 
progressing to more extensive and higher-order 
problems and, at the same time, gradually removing the 
scaffolding support.

Student learning should be assessed at a variety of 
cognitive levels.

Bloom’s Revised Taxonomy [2] Module learning outcomes are specified as a set of 
competencies where each element of knowledge and 
the requisite level of competency, as a level of Bloom’s 
cognitive process, are paired and specified explicitly.
two to three 75-minute class periods and includes specific com-
petency outcomes, lecture notes, and assessment resources. The 
assessment resources contain quiz questions, tutorials, sample 
programs, cloud-based resources, hands-on projects etc. Detailed 
tutorials are developed for multiple platforms, enabling straight-
forward adoption at other institutions. The modules are expected 
to be taught in a lecture-lab setting, where the first class is typi-
cally used for discussing the new concepts and techniques, and the 
second (and third) class is used to introduce students to the hands-
on project along with the necessary tools and resources they will 
require to complete the project. The take-home project contains 
multiple tasks and usually has two weeks of deadline.

The first of the four modules is designed to expose students to 
the cloud computing fundamentals and provide them with hands-
on experience in using the public cloud environment. The mod-
ule is adopted to the core “Computer Architecture” (CA) course at 
our institution. It is important to provide context for the module 
within the typical course materials where it is deployed so that the 
students do not perceive the module as an isolated and disruptive 
topic. This context is established in the CA class by asking students 
to execute CPU/IO benchmarking applications (typical CA topics) 
in the cloud setting. The second module is focused on MapRe-
duce programming and popular cloud analytics engines (such as 
Hadoop and Spark) and is deployed in the “Analysis of Algorith-
m” (AA) class. The context is established by allowing students 
to explore the cost vs. performance tradeoff for running analyt-
ics applications within the cloud environment. The third module 
is designed to illustrate the importance of SQL within various big 
database management systems (BDBMS) and is deployed within a 
“Database Management” (DB) course. The students could easily see 
the connection when they utilize Spark-SQL programs to load and 
query both structured and unstructured data sets. The fourth mod-
ule is implemented in an “Advanced Operating System” (OS) class 
to provide a hands-on understanding of important operating sys-
tems concepts in a distributed setting. The context is established 
through project tasks where students investigate common OS is-
sues such as performance, scalability, fault tolerance etc. All four 
modules are available in their GitHub [35] repository, along with 
specific deployment instructions for the educators. The following 
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few sections discuss each module along with the student assess-
ment results.

4. “Computer Architecture” (CA) module

This module is integrated into the “Computer Architecture” 
class and is designed to expose students to virtualization and cloud 
computing fundamentals and provide students with hands-on ex-
periences in using AWS cloud. This is a required course for both 
CS and IT majors at our institution, and mostly junior and senior 
students attend the course. Specific learning competencies are

1. Demonstrate understanding of the key properties, techniques, 
strengths, and challenges of cloud computing (CA-LO1). (Skill 
Level: Understanding)

2. Develop hands-on experience with Amazon Web Services 
(AWS) for virtual machine (VM) provisioning and management 
(CA-LO2). (Skill Level: Applying)

4.1. CA: lesson plan

The first 75-minute class is lecture-based and provides an 
overview of the field, including a discussion on the economic and 
technological factors that led to the emergence of cloud computing 
(i.e., advancements in PDC). The lecture further discusses impor-
tant cloud computing characteristics such as scalability, on-demand 
access, measured services, and elasticity. The lecture then contin-
ues with the concept of “services” and the kinds of services (such 
as SaaS, PaaS, and IaaS) that the cloud provides. The distinction 
between public, private, and community clouds is also clarified. 
The lecture then explains resource sharing and virtualization while 
pointing out its important aspects such as migration, timesharing, 
isolation, etc. Finally, the lecture explores the benefits of utiliz-
ing cloud services within a business and the challenges associated 
with adoption, such as data confidentiality, performance unpre-
dictability, etc. The second class mainly comprises a tutorial and 
a lab session that instructs students on the basic provisioning and 
management of AWS EC2 instances. The tutorial contains platform-
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specific instructions and screenshots to help both the Mac and 
Windows users in provisioning VMs in AWS.

4.2. CA: assessment instruments

Student learning was assessed by utilizing a quiz composed of 
factual questions and a take-home project involving AWS EC2 ser-
vices. The quiz includes three true/false, six multiple choices, and 
four analytical questions and focuses on gauging the progress stu-
dents have made comprehending and retaining concepts related 
to virtualization and cloud computing fundamentals. As part of the 
take-home project, students are paired to form a group of two per-
sons and asked to perform the following tasks

Task 1: Create two EC2 instances with different hardware and soft-
ware configurations.

Task 2: Analyze instance performances by benchmarking them 
with CPU- and IO-bound applications and determine how 
performance scales with the different VM types.

Task 3: Represent the results of the analysis graphically and report 
on them critically.

Students are asked to utilize Systester [28] as a CPU-bound 
benchmark, which calculates the nth digit of π using the Gauss-
Legendre algorithm while experimenting with various values of n
such as 128 K, 256 K, 512 K, 1 M, 2 M, 8 M, 16 M. Additionally, the 
project requires the students to use the iozone benchmarking tool 
from the Phoronix [23] benchmarking suite to assess IO perfor-
mances. Students set up experiments to benchmark both read and 
write performances by running iozone for different record sizes 
(4 KB and 64 KB) and file sizes (512 MB, 2 GB, and 8 GB). The stu-
dents then repeated the experiments for both VM instances with 
different configurations that they set up in Task 1, expressed their 
benchmarking performance results graphically, and then evaluated 
their performance analysis results critically. The goal for the take-
home project is to provide the students with the necessary skillset 
in acquiring and managing virtual resources in AWS and in utiliz-
ing them to execute CPU/IO benchmarking applications with very 
large problem sizes with the realization that it would not be pos-
sible to accomplish this using their local environments.

4.3. CA: assessment results

The CA module was deployed in the Spring 2018 offering of 
the CA class with 30 students in it. Overall, students performed 
very well (mean: 87%, median: 89%) in answering the quiz ques-
tions. The detailed performance results are expressed in Fig. 3
and Fig. 4. Fig. 3 shows the quartile performance for the quiz 
(red quartile) and reflects that the majority of the students scored 
around 83% to 93% in the CA-Quiz, with very few of them residing 
in the outlier group. Fig. 4 shows the overall quiz grade distri-
butions. These statistics indicated students’ knowledge acquisition 
and comprehension on the concerned topics and therefore showed 
the module’s effectiveness in attaining the outcome CA-LO1 with 
the associated skill level of “Understanding”.

Students were more challenged with the take-home project, 
and 9 out of 30 students did not submit the project. The remain-
ing 21 students who spent the time to accomplish the project did 
reasonably well (Mean: 74%, Median: 80%), while most of them 
scored in the 60%–100% range as reflected in Fig. 3 (blue quar-
tile), certainly exhibiting a larger variability than the quiz grades. 
Fig. 4 shows students’ project grade distributions and reveals that 
although 38% of the students did very well in the project, about 
29% received D/F grades and struggled to accomplish all three 
tasks. A closer analysis of their project grades reveals that al-
though all students were comfortable with the AWS web interface 
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Fig. 3. Student performances in CA module.

Fig. 4. Student grade distributions in CA module.

for VM management (especially after the detailed tutorial session) 
and accomplished Task 1, some had trouble correctly executing the 
benchmarking applications on the VM instances (Task 2), and a 
group of students faced challenges while comparing and present-
ing their results and reporting on them critically (Task 3). These 
results suggest that majority of the students (71% attained passing 
grades) were able to apply their skills in provisioning and man-
aging VMs in the AWS cloud, indicating that the outcome CA-LO2 
was met marginally. It is clear that the student population being 
part of two different majors and backgrounds (CS and IT) was an 
important factor that contributed to the variations in assessment 
results and that the module would benefit more if it were offered 
to a particular major and tailored accordingly. However, we did not 
have the opportunity at our institution to accommodate that.

5. “Analysis of Algorithm” (AA) module

This module is designed for the junior-level Algorithm course 
students to introduce the MapReduce programming framework and 
the popular cloud analytics engines such as Hadoop and Spark. 
This module is targeted only for the CS majors, who have com-
pleted CS1, CS2, and a data structure course and are comfortable 
with and reasonably proficient using programming languages such 
as Java or Python. The learning outcomes of the module are

1. Recognize the key properties, techniques, strengths, and chal-
lenges of MapReduce and Spark Framework (AA-LO1). (Skill 
Level: Understanding)

2. Build scalable applications based on MapReduce programming 
model using Hadoop and HDFS (AA-LO2). (Skill Level: Applying)
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3. Analyze performance and cost constraints using cloud plat-
forms (AA-LO3). (Skill Level: Analyzing)

5.1. AA: lesson plan

This module spans for three 75 minutes classes. The first 75-
minute class is lecture-based and explores parallel computing at 
the beginning, and introduces MapReduce as a framework that can 
quickly process large data sets by splitting them into individual 
chunks that are processed in parallel. The key-value pair concept 
is introduced, and the map, shuffle and reduce phases are then ex-
plained. The classic WordCount application is illustrated, followed 
by explaining a complete Java implementation. Since learning how 
to divide an entire computation into multiple maps and reduce 
tasks is the essence of designing MapReduce programs, at this 
stage, the lecture spends a fair amount of time showing students 
how this breakdown occurs in the context of other examples such 
as “find the frequency of each URL in a weblog”, “find what doc-
uments contain a specific word”, etc. As an implementation of the 
MapReduce model, Apache Hadoop is then introduced along with 
its distributed file system HDFS. The concept of a Hadoop clus-
ter, along with the master-worker framework, is briefly explored. 
Lastly, the classic MapReduce programming problems are discussed 
briefly, and the need for an in-memory analytic engine such as 
Apache Spark is emphasized with a brief description of Spark’s 
runtime distributed architecture, including driver, executors, and 
directed acyclic graph (DAG).

On the other hand, the second class is a lab-based class where 
the instructor provides some demonstrations and a tutorial for the 
students to follow. One of this module’s goals is to provide stu-
dents with some skills in MapReduce implementations and for 
that they need continuous access to a development environment. 
We recommend using Cloudera’s VM [10] in their local machines, 
which has all the necessary packages already installed and config-
ured properly. That way, students with minimal Linux background 
can start focusing on coding from the beginning rather than spend-
ing time on configuring and troubleshooting. The tutorial, there-
fore, provides instructions on running Hadoop through Cloudera’s 
VM on the local machine. It also provides students with step-by-
step instructions to set up HDFS, compile and execute a MapRe-
duce application, and retrieve output from HDFS. All the Java files 
(driver, mapper, and reducer) and input datasets were provided, 
and the students were able to understand the various stages of 
a MapReduce job and its execution through executing an applica-
tion that finds the year-wise maximum temperature (MaxTempera-
ture.java). Students then applied their recently learned skills while 
executing a second WordCount application (WordCount.java) that 
works with a larger dataset.

The third class is also a lab-based demonstration class that in-
troduces students to Chameleon cloud [8] and shows them how 
to ssh to a particular Chameleon instance. All students were reg-
istered and added to our Chameleon project before the tutorial 
starts. We implemented a Spark on YARN cluster (with HDFS) on 
the Chameleon Cloud, and the compiled Spark application that 
the students use for experimentation and the datasets are pre-
loaded to that instance. The concerned Spark application finds 
the trending topics given the Wikipedia page views information 
[34]. Students were taught how to execute a Spark application 
in Yarn cluster during the lab session by using the spark-submit
command and how to configure cluster resources for its execution 
by varying parameters such as –num-executors –executor-memory, 
and –executor-cores. Students were also taught to verify the cur-
rent resource allocation and check the execution time and other 
performance metrics of a spark application using Spark’s web user 
interface.
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Fig. 5. Student performances in AA module.

5.2. AA: assessment instruments

This module is assessed by utilizing both hands-on project and 
quiz questions. As part of the quiz, there are four multiple-choice 
questions and two design questions developed to assess students’ 
comprehension of the Hadoop/Spark framework and the MapRe-
duce programming model. In the design questions, students are 
asked to write pseudocode of map and reduce functions (or a se-
ries of them) for certain cases. The hands-on project, on the other 
hand, is built on top of the two lab sessions and includes the fol-
lowing tasks:

Task 1: Modify the MaxTemperature.java (Section 5.1), so that it 
produces the Average Temperature of each year instead of 
the Maximum Temperature.

Task 2: Modify the WordCount.java (Section 5.1), so that it outputs 
the number of words that start with the letters ‘a’, ‘b’ and 
‘c’.

Task 3: Find the attached OrderDB.txt file where each line records 
an order in the form {Order-ID, Customer_id, Order_date, 
total}. Write a MapReduce program that outputs the total 
amount spent by each customer considering all her orders.

Task 4: This particular step of the project requires students to 
explore Spark application performance in the cloud envi-
ronment by running them with various runtime configu-
ration settings and gaining insight into the resource pro-
visioning and the performance vs. cost tradeoff. Students 
are presented with two Wikipedia data sets (100 GB and 
200 GB) and are provided with two Spark clusters (one-
node cluster and two-node cluster, each compute node 
with 24 cores, 128 GB memory) in the Chameleon testbed. 
Students are asked to run the trending Wikipedia Spark 
application with the given two input datasets while try-
ing various configuration setups for both clusters. All code 
and data files were pre-loaded in the Spark clusters. Al-
though Chameleon’s use is free of charge, we introduce 
a basic cost model to the students (i.e., 1 service unit =
1 core with 1 GB memory) and ask them to compare 
performances while executing the applications in differ-
ent cluster configurations and to gain some insight about 
performance vs. cost tradeoff. Students are further asked 
to write a report detailing their experimental results and 
their findings, along with their supporting arguments.

5.3. AA: assessment results

The module was deployed in the Spring 2017 offering of the 
AA course (N:14). Fig. 5 shows the quiz (red) performances and 
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Fig. 6. Student grade distributions in AA module.

reveals that students performed poorly in this assessment with 
a mean score being 59%, the median being 63%, and the quar-
tiles being 38% and 88%. The quiz questions were part of an exam 
that occurred two weeks after the module intervention, and stu-
dents had difficulties retaining difficult concepts associated with 
MapReduce design. On average, students attained 68% on the four 
multiple-choice questions in the final exam. For the two design 
questions, students’ average scores were 62% and 38%. The second 
design question (with an average score of 38%) involves writing a 
series of map-reduce tasks, and while many students provided a 
partially correct answer, only a few explored it completely. Fig. 6
shows the quiz grade distributions with 0% of students achieving A 
grade, only 39% of the students achieving passing grades (B/C), and 
about 60% of the students failing (D/F) in the quiz. These results 
indicate that the students were able to comprehend the concepts 
taught as part of the module to a certain extent, and therefore the 
outcome AA-LO1 was met only partially.

After the rigorous lab session and many other individual trou-
bleshooting sessions supported by the instructor and the TAs, all 
students were able to perform Task 1 and Task 2 of the project, 
Task 3 was successfully completed by about 80% of the students, 
and Task 4 was completed successfully by only 30% of the stu-
dents. The quartile statistics (Fig. 5) of the students’ project grades 
(mean: 78%, median:83%), and the project grade distributions, as 
reflected in Fig. 6, with 29% receiving A grades and about 80% re-
ceiving passing grades (A/B/C) show student competency in devel-
oping simple MapReduce applications using Hadoop (AA-LO2). The 
project’s final task exposed students to the cloud-enabled Spark 
environment and allowed them to understand and analyze the 
performance-cost tradeoffs (AA-LO3) of executing Spark applica-
tion in Chameleon cloud environment; however, only a few (30%) 
students were able to complete this task successfully.

6. “Database Management” (DB) module

Currently, numerous application scenarios require processing 
very large datasets in a highly scalable and distributed fashion. 
Various types of bigdata systems have been designed to address 
this challenge, and many of them have recognized the strengths of 
SQL as a query language. The proposed module for the introduc-
tory Database Management course is designed to expose students 
to the various types of bigdata systems and to integrate the study 
of SQL within these systems. This course is required for both CS 
and IT majors at our institution and is typically attended by sopho-
more and junior students. The learning outcomes are

1. Summarize the key properties, strengths, and limitations of 
important big database management system (BDBMS) such as 
MapReduce, No-SQL, and New-SQL (DB-LO1) (Skill Level: Under-
standing)
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2. Develop hands-on experience in using SQL within Spark 
framework to load and query big datasets (DB-LO2). (Skill Level: 
Applying)

6.1. DB: lesson plan

The first class (lecture) discusses the limitations of relational 
database systems and key properties, strengths, and limitations of 
various bigdata management systems such as MapReduce, No-SQL, 
and New-SQL. The second class introduces the Spark distributed 
data processing framework, with Spark-SQL being a component 
within it for handling structured data processing. The lecture then 
introduces the students to the concept of DataFrames, emphasizing 
it can be created from a wide array of sources. The instructor then 
provides students with a tutorial and source code that instructs 
students on utilizing Jupyter notebook for developing and execut-
ing Spark-SQL applications. The tutorial provides instructions on 
creating DataFrames from JSON and CSV files, manipulating them, 
and running SQL queries programmatically within them.

6.2. DB: assessment instruments

A hands-on project and quiz questions were utilized as assess-
ment instruments. The quiz contains four multiple-choice ques-
tions that assess students’ understanding of No-SQL and New-SQL 
systems and a detailed analytical question that assesses their com-
prehension of Spark-SQL programming. The hands-on project is a 
progression of the in-class tutorial and involves developing a Spark 
application that loads historical Facebook stock prices [19] and 
uses Spark SQL to query the data. The dataset is downloaded as 
a CSV file, where each record contains the stock values of a sin-
gle date and includes the following attributes: date, open price, 
high price, low price, close price, volume, and adjClose (close price 
adjusted for dividends and splits). Students are asked to develop 
a Spark-SQL application that loads the file, creates a DataFrame 
based on the content, registers the DataFrame as a SQL temporary 
view, and then includes queries that show the answers to the fol-
lowing questions

1. Show all records that have gained value during daily transac-
tion in the year 2018 (close >= open).

2. Which day did Facebook stock gain maximum value?
3. Show the first 10 highest stock values.
4. Show the average sale volume for last 5 years.
5. Add two more questions and write queries to answer them.

Students were taught to infer schema based on JSON and CSV 
input during the tutorials, and the project requires them to per-
form similar inference while querying the Facebook data set. How-
ever, the project also contains a challenging part (extra credit) 
where the students were asked to load and query a text file where 
schema should be enforced programmatically. Students were not 
explicitly taught the schema enforcement but are provided with 
some resources that they might find useful in implementing this 
challenging part.

6.3. DB: assessment results

Overall, students were able to recognize the key properties, 
strengths, and limitations of an important big database manage-
ment system, which is reflected by their quiz performances. Fig. 7
shows the quiz quartile performances (red), with the mean and 
median score being 78%. Fig. 8 shows the grade distributions with 
31% of the students receiving a grade of A and 81% of the stu-
dents receiving passing grades. Similarly, students also performed 
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Fig. 7. Student performances in DB module.

Fig. 8. Student grade distributions in DB module.

well in the essential part of the project (infer schema automati-
cally) with the mean score being 91% and median being 92% with 
relatively lower variability (blue quartile in Fig. 7). Fig. 8 reveals 
that 63% of the students attained A grade, while all of them re-
ceived passing grades in the project. However, the extra credit part 
(define schema programmatically) was successfully completed by 
only 12% of the students. Overall the students’ quiz performance 
validates their thorough understanding of the key properties of the 
various BDBMS systems (DB-LO1), and their project grades reflect 
their competency in developing a Spark-SQL application in analyz-
ing and querying big datasets (DB-LO2).

7. “Operating Systems” (OS) module

This module is designed to be deployed in an operating system 
class to provide a hands-on understanding of a parallel distributed 
processing framework such as Apache Spark and distributed stor-
age engines such as HDFS through their deployments in Google 
Cloud Dataproc [18]. Dataproc supports automatic cluster man-
agement in the Google Cloud Platform (GCP), and as a result, it 
becomes easy to build fully managed Spark or Hadoop clusters in 
GCP. At our institution, we utilized this module in an Advanced 
OS class targeted for graduate students to provide experiences in 
data parallelism and fault tolerance. However, by utilizing the ad-
ditional supports provided by the video lecture and detailed steps, 
one could use the module (at least partially) in an undergraduate 
OS class. The learning outcomes are
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1. Deploy and configure Apache Spark and HDFS in GCP Dataproc 
(OS-LO1). (Skill level: Applying)

2. Execute Spark application in the cluster and analyze its perfor-
mance given different scenarios related to scalability, replica-
tion, and fault tolerance (OS-LO2). (Skill level: Analyzing)

7.1. OS: lesson plan

Students had assigned reading on Apache Spark [36] and 
was supplied with Google Cloud Platform (GCP) tutorials and an 
instructor-made video lecture explaining necessary steps such as 
redeeming coupons in GCP, creating Dataproc cluster in GCP and 
configuring them with various resources, creating buckets to store 
the application and the data, submitting a Spark job in the cluster, 
and monitoring and assessing its execution. The only 75 minutes 
lab-based class offered as part of this module was devoted to an-
swering students’ questions and troubleshooting their problems 
while running experiments to answer questions that are part of 
their take-home project.

7.2. OS: assessment instruments

A take-home project was utilized as an assessment instrument 
for this OS module. Students were supplied with a PySpark im-
plementation of a WordCount application and a substantially large 
data file. Students were then asked to set up experiments to an-
swer the below questions and submit a detailed report analyzing 
their results and supporting them with screenshots, tables, graph 
etc.

Question 1. What is the default block size on HDFS? What is the 
default replication factor of HDFS in Dataproc?

Question 2. Using pg100.txt as input, run the word-count.py pro-
gram on a Single Node cluster using 4 cores. What is the com-
pletion time of the task? Take a snapshot of your VM instances 
monitoring page while running.

Question 3. Using pg100.txt as input, run the word-count.py pro-
gram under HDFS inside a 2 node cluster (1 master, 1 worker 
nodes). Is the performance getting better or worse in terms of 
completion time? Explain.

Question 4. Using pg100.txt as input, run the word-count.py pro-
gram under HDFS inside a 3 node cluster (1 master, 2 worker 
nodes). Is the performance getting better or worse in terms of 
completion time? Explain.

Question 5. For this question, change the default block size in 
HDFS to be 64 MB and repeat Question 4. Record run time, is the 
performance getting better or worse in terms of completion time? 
Briefly explain.

Extra Credit:

Question 6. Run the settings in Question 4, kill one of the worker 
nodes immediately. You could kill one of the worker nodes by go-
ing to the VM Instances tab on the Cluster details page and click on 
one of the workers’ name. Then click on the STOP button. Record 
the completion time. Does the job still finish? Do you observe any 
difference in the completion time? Briefly explain your observa-
tions.
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7.3. OS: assessment results

The module was deployed in the Fall 2020 offering of an ad-
vanced operating system class targeted for the graduate CS stu-
dents (N:5). Students’ project grades reflect comprehension and 
competency, with the mean score being 93% and the median being 
90%. Students grade distribution shows that 100% of the students 
were able to complete Questions 1–4 along with their perfor-
mance analysis, 60% of the students were able to complete all 
questions except the extra credit question regarding fault toler-
ance, and only 20% of the students were able to critically report 
on the extra credit task after successfully executing that. All stu-
dents critically reported on their experiments and augmented their 
arguments with screenshots, graphs, and tables as necessary. All 
students were able to recognize the issues related to scalability. 
For example, they correctly recognized an improvement in appli-
cation completion time when switching from a single node cluster 
to a 2-node cluster. They further recognized a slight increase in 
completion time when experimenting with one master and two 
worker nodes as the overhead associated with distribution and 
communication outperformed the benefits associated with parallel 
execution of the not so large load contained in the input file sup-
plied with this project. Additionally, 60% of the students were able 
to analyze the impact of choosing a smaller block size by noticing 
a decrease in performances due to having more swaps between 
smaller blocks. Only one student was able to correctly execute the 
extra credit question and observed and analyzed that even after 
shutting down a worker in the middle of the execution, the job 
still was able to complete successfully due to the replication and 
fault tolerance support provided by Spark. However interrupting 
the data stream and Java connection refusal takes a little longer to 
adapt to the loss of the worker and therefore additional time was 
needed to complete the job. Overall, all students were able to de-
ploy and configure Apache Spark and HDFS in the Google Cloud 
Dataproc cluster, and therefore outcome OS-LO1 was met. All of 
the students were able to analyze the performance issues related 
to parallel execution, while some analyzed the impact of replica-
tion and fault tolerance (OS-LO2).

8. Student interest and learning experience

An IRB-approved three-question student survey (Appendix A) 
was designed to assess students’ perceptions of their learning ex-
periences and their level of confidence and interests and is admin-
istered after each course intervention. The students provided their 
opinions about the three statements using a Likert scale of five val-
ues such as Strongly Agree, Agree, Neutral, Disagree, and Strongly 
Disagree. The questions are as follows, where X refers to the mod-
ule specific topics.

• Q1 – I found the topics X interesting.
• Q2 – If a friend asks me what X are, I will be able to explain 

for 2–3 minutes.
• Q3 – I would like to learn more about X and would like to 

explore more in my future courses.

Fig. 9 shows the Q1 survey results for all four courses. The re-
sults clearly show that most of the students for all four courses 
found the conveyed topics interesting. More specifically, 79% of the 
CA course students either strongly agreed or agreed that they en-
joyed the topics, whereas the rates of agreements for AA, DB, and 
OS courses are 100%, 74%, and 100%, respectively. It is important 
to note that although students did not perform well in AA mod-
ule compared to the other course modules (Section 9), all of them 
unequivocally agreed that they found the topics interesting and en-
joyed the extensive programming and hands-on cloud experiences. 
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Fig. 9. Survey Results for Q1: I found the topics X interesting.

Fig. 10. Survey Results for Q2: If a friend asks me what X are, I will be able to 
explain for 2–3 minutes.

Perhaps, spending three 75 minutes classes, including two lab ses-
sions, made the students to feel more involved and enthusiastic 
about the challenging works that they performed as part of this 
module.

Fig. 10 shows the survey results reflecting students’ self-
reported level of confidence in the learned topics. It is not surpris-
ing to notice a slightly lower number of agreements (strongly agree 
or agree) across all four courses compared to Fig. 9 and many neu-
tral responses. The amount of time spent on each module is not 
enough to provide the students with the necessary self-reliance. 
However, 72% of the CA course students either strongly agreed or 
agreed that they are familiar with the topics. Similarly, 62%, 60%, 
and 50% of the AA, DB, and OS students reported their familiar-
ity with the covered topics. A larger group of students was unsure 
about their fluency and therefore remain neutral, however, there 
were very few disagreements noticed in Fig. 10.

Fig. 11 shows the survey results reflecting students’ self-
reported desire to learn the topics more after the intervention. 
Overall, students eagerly expressed their desire to learn more 
about the topics in the future. More specifically, 86%, 76%, 87%, 
and 75% of the CA, AA, DB, and OS students enthusiastically re-
vealed their desire to learn the topics more.

9. Discussions

The presented modular intervention addressed 65 CS/IT majors 
across four core CS courses at our institutions from 2017 to 2020. 
Table 2 shows the mapping of module outcomes to corresponding 
assessment instruments and the percentage of students achieving 
passing grades in those instruments. It is evident from Table 2 that 
except for the Algorithm module, other interventions were quite 
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Table 2
Mapping of LOs to assessments along with student performance results.

Learning Outcome (LO) Assessment instruments % of students 
received A/B/C grades

CA-LO1: Demonstrate understanding of the key properties, techniques, strengths and challenges of cloud 
computing. (Skill Level: Understanding)

CA-Quiz 96%

CA-LO2: Develop hands-on experience with Amazon Web Services (AWS) for virtual machine (VM) provisioning 
and management. (Skill Level: Applying)

CA-Project 71%

AA-LO1: Recognize the key properties, techniques, strengths and challenges of MapReduce and Spark Framework. 
(Skill Level: Understanding)

AA-Quiz 39%

AA-LO2: Build scalable applications based on MapReduce programming model using Hadoop and HDFS. (Skill 
Level: Applying)

AA-Project (Task 1–3) 79%

AA-LO3: Analyze performance and cost constraints using cloud platforms. (Skill Level: Analyzing) AA-Project (Task 4) 30%
DB-LO1: Summarize the key properties, strengths, and limitations of important big database management 

system (BDBMS) such as MapReduce, No-SQL, and New-SQL. (Skill Level: Understanding)
DB-Quiz 81%

DB-LO2: Develop hands-on experience in using SQL within Spark framework to load and query big datasets. 
(Skill Level: Applying)

DB-Project 100%

OS-LO1: Deploy and configure Apache Spark and HDFS in GCP Dataproc. (Skill level: Applying) OS-Project (Q1–Q4) 100%
OS-LO2: Execute Spark application in the cluster and analyze its performance given different scenarios related to 

scalability, replication, and fault tolerance. (Skill level: Analyzing)
OS-Project (Q1–Q6) 60%
Fig. 11. Survey Results for Q3: I would like to learn more about X in future.

successful in attaining competency outcomes as specified as part 
of the modules. The Algorithm instructor spotted a few reasons for 
the poor student performance such as 1) delayed (2 weeks after 
the intervention) offering of the quiz 2) introduction of two differ-
ent frameworks such as Hadoop and Spark in such a short period 
that incurs additional load and confusion for some students, and 
3) use of Chameleon cloud for analyzing performance-cost trade-
offs instead of using a well-interfaced popular cloud platform such 
as GCP or AWS. It is anticipated that the students would per-
form better with the module focusing on Spark framework only 
and utilizing easy-to-use popular cloud platforms. However, dur-
ing the intervention (2017), there were several technical and or-
ganizational limitations that governed our decisions at that time. 
Hopefully, our future interventions and other interested instructors 
would be more careful about their bigdata processing frameworks 
and cloud platform choices.

It is also worth mentioning that there were concessions and 
adjustments made to the final grading due to the modules’ ex-
perimental nature and after evaluating their impacts on students’ 
overall grades. For example, the AA-Quiz grades were scaled, and 
task # 4 of AA-Project was declared as “extra credit” to avoid pe-
nalizing the students. At the same time, stronger students were 
provided with ample challenging opportunities such as extra credit 
parts of DB and OS modules. We hope that the future adopters will 
learn from our experiences and the decisions we made to mitigate 
potential poor impacts and to keep the diverse group of students 
engaged.

The relatively higher number of agreements with the self-
reflection survey questions demonstrate that the students valued 
the experience, felt comfortable with the module content, and 
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grew further interest even though the intervention duration was 
very short. Several students volunteered to add anonymous com-
ments in the post-survey that showed the module’s usefulness and 
their eagerness to spend more time on the topics. Three of such 
comments are as follows:

“While I very much enjoyed the MapReduce/Parallel Comput-
ing topic, I felt rushed to complete the assignment and a little 
stressed. I wish we could have invested a little more class time 
along with a little more time to complete the project. Other-
wise, I very much enjoyed doing this project and am very glad 
that we went over this topic.”

“I think that the programming is very interesting. Although 
I had challenges doing the project but I guess it is as a result 
of me not being used to Linux. But I would like to learn more 
about these concepts.”

“It would be cool to see this expanded on. For instance, 
a project based around it where a student could start small and 
build on it throughout the semester to get even more familiar 
with the cloud platform.”

The abovementioned comments also articulated some important 
suggestions such as “the need for assigning more time to complete 
the project”, “the need for the students to have prior Linux skill”, 
and “the need for a semester long comprehensive course”. While 
most future adopters could easily address the first two suggestions 
by assigning more time for the project and by having the students 
covering some content and practice on Linux outside of the class-
room, the third suggestion could be challenging to adopt for many 
institutions without proper guidelines enforced by CS Curriculum 
standards as outlined in Section 1.

The development of the constructively aligned modules re-
quired a significant amount of time and thoughts on the instruc-
tor’s part. Considering the short period available for class inter-
vention, the deployment also required large time investment and 
substantial class preparation. Our class size was relatively small, 
and the instructor and her teaching assistants were able to sup-
port each student’s needs in a timely manner. However, instructors 
who are planning to offer a similar module to a larger class must 
acquire enough TA resources for the module’s duration. Both mod-
ules were deployed at WSSU, an HBCU that serves a unique group 
of students as 71% of its student population is female, and 72% are 
African American. Therefore, the modules are carefully designed 
to incorporate pedagogies such as project-based learning, instruc-
tional scaffolding, etc., which are recognized by many research 
studies in addressing some of the challenges that underrepresented 
minority students typically face during their college years.
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One limitation of the study is that the number of students 
(N:65) impacted by this study was not that significant, and further 
repetitions of the interventions are necessary to make more ro-
bust conclusions about their effectiveness. Additionally, as bigdata 
and cloud computing are rapidly changing topics, an instructor’s 
goal should be to offer students the most up-to-date experiences. 
Therefore, the modules need to be evaluated regularly from a tech-
nological perspective and perhaps need regular updating to be 
aligned with current technologies and frameworks. It is also rec-
ognized that the presented competency model is not complete as 
it is missing the specification of the “Disposition” dimension [9]
of such model. Disposition in a competency model includes socio-
emotional skills, behaviors, and attitudes that control whether and 
how an individual is motivated to use her skills. While working 
on creating the proposed competency model with “Knowledge” 
and “Skill” dimensions, it was recognized that more research is 
needed for the authors to understand the “Disposition” dimension 
effectively in order to include this in the proposed learning out-
comes. In the future, we will focus on completing the Disposition 
attributes for each listed competency.

10. Conclusions

This study aims to explore the integration of bigdata and cloud 
computing modules into core undergraduate CS/IT courses and 
evaluate its effectiveness. A substantial advantage of the modu-
lar approach is that many CS/IT majors can be exposed to these 
contemporary topics and technologies via systematic and increas-
ing integration throughout the computing curricula without devel-
oping an additional core or elective course. This paper presents 
four such modules and our classroom experiences while deploying 
them. The specific contributions are as follows

1. Literature review and the results of an instructor survey sug-
gested that the emerging and important topics such as big-
data and cloud computing have not yet transitioned into the 
densely-packed undergraduate CS curricula at many institu-
tions.

2. For broader and systematic adoption of such topics, a frame-
work is proposed in this study where a series of short, 
self-contained learning modules with specific learning goals, 
lessons plans, and assessment instruments are developed and 
dispersed over several core courses across the existing CS/IT 
curriculum without performing a major overhaul of the cur-
riculum or creating additional courses.

3. The modules are designed following established learning the-
ories and pedagogies that adequately characterized the em-
braced competency-based model where learning must be 
demonstrated by both knowledge and skills.

4. Each of the developed modules encompasses a hands-on 
project on using cloud analytics engines such as Hadoop and 
Spark on popular cloud platforms such as Amazon web ser-
vices (AWS), Google Cloud Platform (GCP), and Chameleon.

5. Student performance and survey results (N:65) demonstrate 
reasonable success in attaining student learning outcomes, en-
hanced engagement, and interests.

6. The modules are designed to be reusable and adoptable and 
are available for downloading at our GitHub repository.

The student-generated evidence based on student performance 
and survey data supports our pedagogy, inspires us to assess and 
update our interventions continuously, and allows us to extend 
our interventions across multiple courses and semesters. The as-
sessment results clearly show that the students could relate to the 
topics very well, found them to be interesting enough to explore 
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and retain, and developed significant interest and confidence after 
the interventions.

As part of our future works, we would like to focus on con-
verting the presented modules into flipped classroom modules to 
be able to 1) deploy them in hybrid/virtual platforms which is in-
creasingly gaining importance during and after the COVID-19 era, 
and 2) support the adoption in challenging situations where an 
instructor cannot afford to use a week of her classtime exploring 
these modules but would like her students to experience them. 
Flipped modules will be supported by pre-recorded lecture/demo, 
so that the instructor could only use one of her class answering 
students’ concerns and troubleshooting their problems instead of 
using two or three classes.

In the future, we would also like to perform research on 
more gradual and systematic integration of the developed modules 
across the curriculum and research on assessing their collective ef-
fectiveness rather than measuring the efficacy of a single module. 
We are also currently developing a follow-on capstone course that 
includes all of the presented topics and assessments in more detail 
to reinforce the concepts and provide the students with a compre-
hensive set of skills in applied parallel and distributed computing. 
It would be interesting to analyze the student performance and 
perception data for that course in the future in a pre- post- way 
to understand to what extent students retain these modules and 
whether there are any enhancements after covering all topics com-
prehensively within a single course.
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Appendix A

CSC 3322: Computer Architecture
Cloud Computing: Survey

1. I found the topic Cloud Computing Interesting
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

2. If a friend asks me what “Cloud Computing” is, I will be able 
to explain for 2–3 minutes
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

3. I would like to learn more about Cloud Computing and AWS 
framework and would like to explore more in my future 
courses
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree
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CSC 3331: Analysis of Algorithms
Parallel Programming and MapReduce/Spark Framework: Sur-
vey

1. I found the topic Parallel Programming with MapReduce/Spark 
Framework Interesting
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

2. If a friend asks me what “MapReduce/Spark programming 
Framework” is, I will be able to explain for 2–3 minutes
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

3. I would like to learn more about Parallel Computing and 
MapReduce/Spark programming and would like to explore 
more in my future courses
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

CSC 3355: Database Management Systems
Big data Management Systems: Survey

1. I find the topic big database management systems (BDBMS) 
and Spark SQL framework Interesting
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

2. If a friend asks me what big database management systems or 
Spark SQL are, I will be able to explain for 2–3 minutes
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

3. I would like to learn more about big database management 
systems and Spark SQL programming and would like to ex-
plore more in my future courses.
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

CST 5321: Advanced Operating System
Spark Framework: Survey

1. I found executing Spark applications in the Google Cloud 
Framework (GCP) Interesting
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree

2. If a friend asks me what Spark and GCP are and how these 
tools and frameworks could be utilized to execute big data ap-
plications in the cloud platform, I will be able to explain for 
2–3 minutes
a. Strongly Agree
b. Agree
314
c. Neutral
d. Disagree
e. Strongly Disagree

3. I would like to learn more about Spark and GCP and would 
like to explore them more in my future courses.
a. Strongly Agree
b. Agree
c. Neutral
d. Disagree
e. Strongly Disagree
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