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0is study reveals that increases in the global population command an augmented demand for products and services that calls for
more effective ways of using existing natural resources andmaterials.0e recent development of information and communication
technologies, which had a great impact on many areas, also had a damaging effect on the environment and human health.
0erefore, societies are moving toward a greener future by reducing the consumption of nonrenewable materials, raw materials,
and resources while at the same time decreasing energy pollution and consumption. Since information technology is considered a
tool for solving ecological difficulties, the green Internet of things (G-IoT) is playing a vital role in creating a sustainable home.
Extensive data analysis is required to obtain a valuable overview of the large and diverse data generated by the G-IoT.0e gathered
information will facilitate forecasting, decision-making, and other activities related to smart urban services and then contribute to
the incessant development of G-IoT technology. 0erefore, even if sustainable and smart cities become an actuality, the G-IoT
approach and the knowledge gained through big data (BD) analysis will make cities more sustainable, safer, and smarter. 0e goal
of this article is to combine innovation in technological development with the main focus on resource sharing in creating cities
that improve the quality of life while reducing pollution and realizing more efficient use of the raw materials. In the practice of big
data science, it is always of interest to provide the best description of the data under consideration. Recent studies have pointed out
the applicability of the statistical distributions in modeling data in applied sciences. In this article, we introduce a new family of
statistical models to provide the best description of the life span of the wireless sensors network’s data. Based on the proposed
approach, a special submodel called new exponent power-Weibull distribution is studied in detail. 0e applicability of the
proposed model is shown by analyzing the life span of the wireless sensors network’s data.

1. Introduction

Current works of literature predict that the world’s
population will reach over 11 billion by 2045 compared to
the unknown population of 7.6 billion. 0erefore, smart
technologies must prevail, e.g., for a productive economy
to thrive on both local and global levels, interconnec-
tedness and innovation must prevail through environ-
mental conversation, green house buildings, natural

energy usage, and green urban planning, among others.
For a smart government to thrive, open data analysis and
availability, regulated information, communication,
technology for the public domain, and electronic gov-
ernment to enable enough products and services for smart
living, health, safety, cultural vibrancy, happiness, inte-
grated information, and mixed-modal access must prevail.
In addition, the general population must embrace
creativity.
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Modern medicines and improved living conditions are
the main reasons for the increase in the world’s population.
0ere are 25 big cities in the world with a population of over
11 million, and 1.5 million people move to cities on a daily
basis. It is projected that the Internet of things (IoT) will lead
to smart cities and then to a smart world (see Figure 1).

1.1. Artificial Intelligence. Green cities with artificial in-
telligence are a notion that has already become a reality
(see Figure 2). Significant enhancement in information
and communication technology (ICT) has enhanced living
standards, decreased the use of energy, products, and
services, and limited dangerous pollution. 0e IoT utilizes
various implanted sensors and intelligent devices that
allow wireless connectivity of anything from anywhere,
anytime.0is connectivity concept plays an important role
in the development of numerous fields such as health,
transport, industry, smart education, and waste manage-
ment. Hence, the IoT prompts a more intelligent, greener,
and proficient world. With so many benefits of ICT and
IoT that increase the daily use of smart devices, the use of
energy that causes dangerous emissions has also increased
[1].

Striving toward a greener future, the energy-restricted
devices will be more productively utilized due to diminished
contamination and guarantee an intelligent and green place
for life. Currently, the G-IoT is playing a significant role in
the development of smart cities. Due to the continuous
development in smart sensors and gadgets, the G-IoT is also
generating huge amounts of data. 0erefore, there is a clear
need for big data concepts here to deal with the data gen-
erated by the G-IoT. 0e study examines big data via a
precise analysis of the rules that make a smart and feasible
city through decreasing environmental pollution and con-
tamination, diminishing energy requests, and effectively
using resources [2].

1.2. Citizen Engagement. Recently, there has been a per-
sistent need to develop a sustainable place to live. 0is
should draw the attention of stakeholders, companies, and
governments. Individuals also need to play a role in the
development of a sustainable living place. Issues like climate
change, reductions in natural resources, and vanishing
biodiversity also need to be addressed. 0e main objective of
the G-IoT revolution is to enhance the quality of life and
secure the environment from these kinds of issues by using
technological innovations [3]. Figure 3 portrays the total
number of active device connections worldwide that Big
Data uses as a big statistic in communications and projecting
it by the year 2025.

1.3. Digital Service Delivery. Statistical analysis is the col-
lection and interpretation of data to uncover patterns and
trends. 0e electronic delivery of information includes
portability of data and content across multiple platforms and
devices, e.g., web or mobile. Information is presented in a
way that is easy to use and understand and typically involves

transactional services such as submitting forms for pro-
cessing and receiving benefits.

1.4. Skills and Employment. Cities are developed with the
most modern technologies to meet the daily life require-
ments of the population. In the green cities, stakeholders and
governments deploy many advanced technologies. 0ey also
try to teach laborers to work with these technologies.
However, the issue is that green smart cities also reduce the
labor intensiveness within the company or organization.
0ere is no doubt that modern technologies enhance in-
creased product and service productivity but reduce
employment.

1.5. Renewable Energy. While in transit to a savvy, green,
and sustainable world, renewable energymust be prioritized.
Energy production was founded on fossil fuels, resulting in
huge amounts of carbon dioxide emissions, global warming,
and extreme weather. 0erefore, it is important to make
some new technological changes in the energy sector, and
this is now possible with the help of G-IoT. All G-IoT
technologies are very easy to control, manage, and balance
the demand and production of energy. 0is can be achieved
by deploying intelligent appliances and smart actuators that
can autonomously observe energy needs and adjust ac-
cordingly. Such energy sensors deployed in the environment
can produce more products and services than the use of
traditional methods by 30%–50%.

1.6. Clean Industry. Deployed sensors in a smart city
monitor garbage, and when garbage exceeds a specific
amount, the sensor informs the management system to
collect the garbage and burn it to produce energy.0e G-IoT
and big data are employed for cost-effective and efficient
energy production [4, 5].

1.7. Green Manufacturing. Green manufacturing involves
environmentally friendly operations within manufacturing.
Fundamentally, it is the “greening” of manufacturing, in
which workers use fewer natural resources, reduce pollution
and waste, recycle and reuse materials, and moderate
emissions throughout their processes. Systematic ap-
proaches of the various engineering disciplines engaged in
green engineering include sustainable designs, life cycle
analysis, pollution prevention, design for the environment,
design for disassembly, and design for recycling. As such,
green engineering is a subset of sustainable engineering [6].
Figure 4 shows an increase in urbanization from 1990 to
2014 and a projection for 2050.

2. Analysis of Big Data

Back in 2001, Gartner analyst Doug Laney listed the three Vs
of BD: variety, velocity, and volume. 0e name BD itself
indicates an enormous size. 0e size of data plays a very
crucial role in determining the data output. Additionally,
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Figure 2: Smart cities and related entities.

Figure 1: Future Internet and smart computing.
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whether a particular data can be considered as BD is de-
pendent on its volume.

2.1. Characteristics of Big Data. In this subsection, we
present several characteristics of BD that are commonly used
in computing.

2.1.1. Volume. Volume is one of the characteristics of BD.
We already know that big data indicate huge volumes of data
that are being generated daily from different sources like
social media platforms, business processes, machines, net-
works, and human interactions. Such large amounts of data
are stored in data warehouses within tables, records, and
transactions [7].

2.1.2. Variety. BD comes in multiple varieties. Compared to
the traditional data like phone numbers and addresses, data
currently most often takes the form of an image, video, or

audio file. 0is makes about 80% of all data to be completely
unstructured. 0e variety of BD refers to the structured,
unstructured, and semistructured data that is gathered from
multiple sources [8].

2.1.3. Velocity. Velocity essentially refers to the speed at
which data is being created in real time. In a broader
prospect, it comprises the rate of change, linking incoming
datasets at varying speeds and activity bursts. Since a major
part of the data is unstructured and irrelevant, BD needs to
find a way to filter or push out data.0emore IoTdevices are
connected, like sensors using BD features in the world of
computing, the greater the transmission of more bits of data
to an ever-increasing degree. As the number of data units
increases, data flow increases [9].

2.2. Types of Big Data Analytics. In this subsection, various
types of big data analytics are illustrated.

2.2.1. Prescriptive. 0e most valuable and most underused
big data analytics technique, prescriptive analytics, gives one
a laser-like focus to answer a specific question. It helps us to
determine the best solution among a variety of choices, given
the known parameters and suggests options for how to take
advantage of a future opportunity or mitigate a future risk
[10].

2.2.2. Predictive. Predictive analytics is the most commonly
used technique. It uses models to forecast what might
happen in specific scenarios, such as the next best offers,
churn risk, and renewal risk analysis. Moreover, it is focused
on nondiscrete predictions of future states, relationship, and
patterns, the description of prediction result set probability
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distributions and likelihoods, model application, and non-
discrete forecasting [11].

2.2.3. Diagnostic. When trying to determine why anything
has happened, data scientists turn to diagnostic method-
ology. It is helpful to consult the most loyal customers when
studying leading churn metrics and consumption patterns.
Churn reason analysis and consumer health score analysis
are examples of diagnostic analytics, which includes a
backward-looking focus on causal associations and
sequences.

2.2.4. Descriptive. 0is technique is the most time-intensive
and often produces the least value; however, it is useful for
uncovering patterns within a certain segment of customers.
Descriptive analytics provide insight into what has happened
historically and will provide trends that can be dug into in
more detail. For example, descriptive analytics include
summary statistics, clustering, and association rules used in
market basket analysis and in pattern detection and de-
scriptions [12].

2.3. Big Data Contribution to Smart Cities with G-IoT.
Due to the wireless sensor network support of connectivity
of devices from any place anywhere and the increasing
number of people using the Internet and smart gadgets, huge
amounts of data are being created. Processing the data
collected from a smart city is not possible with the current
traditional data processing techniques such as SQL queries
relational database management systems.

2.3.1. Location Tracking. Location tracking allows us to
record where users are and where they have been. When a
user enables location tracking, licensed users can use the
Tracker mobile app to upload their locations to the location-
tracking layer from G-IoT’s perspective. 0e tracks are se-
cure in the location-tracking layer: users only see their
tracks, and additional permissions are hidden. An example
of this category is the use of the Internet and mobile map
applications on smartphones that can calculate a user’s
current position using the global positioning system and
show where they are on a map [13].

2.3.2. Precision Medicine. 0is tactic to patient care allows
doctors to select treatments that are most likely to help
patients based on a genetic understanding of their disease.
Apparatuses employed in precision medicine include mo-
lecular diagnostics, imaging, and analytics. In explaining the
distinction from a similar term, i.e., personalized medicine,
the National Research Council explains that “precision
medicine refers to the tailoring of medical treatment to the
individual characteristics of each patient.”

2.3.3. Advertising. Many new small businesses in G-IoT
owners focus so much on their products and service that
they do not recognize that success comes not just from what

the business offers. Success comes from the ability to reach
customers and get them to buy. Marketing is a crucial el-
ement to small business success. Before the Internet, mar-
keting, especially to the masses, was difficult and expensive
[14].

2.3.4. Fraud Detection. A variety of specialized activities are
conducted to avoid the acquisition of access or property
under false pretenses. Fraud detection is applied to many
sectors that use technology, such as banking or insurance, as
a routine way of working. In banking, fraud can involve
forging checks or using stolen credit cards as a case study.
Handling traffic from this point will help to more efficiently
route various network layer traffic to where it needs to go
before entering any back haul networks for telecommuni-
cations and definitely before direct ingestion at the data
center or colocation.

2.3.5. Fraud Handling. Fraud handling aims to prevent a
client from committing a crime or fraud that is reasonably
certain to result in substantial injury to financial interests or
property of another, and in furtherance of which the client
has used or is using the G-IoT services, i.e., to secure legal
advice about the G-IoT compliance with these rules [15].
0ere exist a number of ways of ensuring the security of
devices, e.g., streamlining G-IoT investigations with intel-
ligent case management; treating fraud, money laundering,
and cyber events together; using artificial intelligence to
bring greater precision and reliability to fraud detection.
From an application aspect, device security can be improved
by religiously removing sensitive data files from systems
when they are no longer needed. Also recommended is the
continuous use of encryption when storing or transmitting
sensitive data and using different fraud-detection techniques
to secure systems.

2.3.6. Entertainment and Media. 0e cloud enables G-IoT
and BD for the storage, processing, and mining of data. In
other words, cloud computing effectively maintains the
massive amount of a city’s data. For the G-IoTand BD, there
are many techniques proposed by the research community
to deal with the data, such as data mining, machine learning,
clustering, and fuzzy-based decision-making concepts, and
novel algorithms, which are used for issue solution, deter-
mining the similarity of the informational collection, and
obtaining desired results, of which the following are the
notable contributions of BD [16].

2.3.7. Knowledge Discovery Tools. 0e planning and devel-
opment of green computing devices have improved net-
working infrastructures, communication protocols, and
maximized bandwidth through less use of energy. 0e de-
ployment of these G-IoT devices and innovative technolo-
gies can decrease hazardous gas emissions and improve a
living space. 0e G-IoT contains sensors, fog nodes that act
like entrenched processing nodes, cloud-based nodes, and
software for task automation.
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3. G-IoT’s Impact on Smart City Development

0e G-IoT supports smarter cities by connecting smart
sensors, devices, vehicles, and infrastructure at all places in
the city. 0e G-IoT enables stakeholders to decrease
chemical emissions and water consumption while simul-
taneously increasing the quality of life. For this smart city
concept, the G-IoT has two characteristics [17]. Hence, the
G-IoT’s implementation in smart cities considers the in-
sertion of valuable ICTs; for example, Wireless Sensor
Networks (WSN), cellular networks, radio-frequency
identification (RFID), communication devices, big data
analytics, and data handling [18, 19].

3.1. Reduction of Hazardous Gas Emissions. Different sen-
sors, gadgets, and devices are deployed in the city for
monitoring and storing information. 0ere are also some
meters installed in the environment to measure energy use,
waste levels, and gas emissions.

In the G-IoT, WSN and RFID are the most important
technologies that allow each device to connect and collab-
orate with others. WSN is a collection of smart sensors and
devices that can be deployed in any environment to monitor
and store information on the various activities performed in
that environment. 0e innovative developments in theWSN
domain enable it to improve efficient energy use; moreover,
enriched networking protocols have made WSN greener
[20].

Both WSN and RFID support the G-IoT to achieve its
objective of smart cities. Owing to the huge number of
people moving to cities and the greater number of industries
that cater to a growing population’s demand for products
and services by the stakeholders, the main objective of the
G-IoT is the management of energy use and gas emissions
[21]. Many protocols, technologies, infrastructures, and
communication strategies have been proposed to this end.

0e G-IoT is set up in the green industry, green cor-
respondence, green preparation, green energy use, and green
waste management, allowing it to be collaborative, auto-
matic, and intelligent. 0e use of ecological policy and
implication of the bioproducts for making producers of
G-IoTmechanisms serves as an alternative way to use energy
like solar, water, air, and biogases. Reducing energy utili-
zation and expenses while delivering energy-related G-IoT
segments is vital; shutting down the G-IoT hardware at
whatever point is conceivable, which will allow the rest of
planning calculations to contribute appropriately as well.
0e reduction in the size of wireless data paths for data
delivery and use of advanced data communication tech-
nologies are key factors [22].

As a result, the deployment of all these technologies in
the environment will support the G-IoT. 0e G-IoT im-
proves human health because of its green considerations.

All G-IoT technologies are very easy to control, manage,
and balance the demand and production of energy. 0is can
be achieved by deploying intelligent appliances and smart
actuators that can autonomously observe energy needs and
adjust accordingly.0is involves the use of a smart grid (SG).

Due to continuous and large developments in the SG (es-
pecially related to its energy usage), it is compulsory to
implement G-IoT concepts such as green power con-
sumption. 0en, the SG will become Green SG (G-Sg). G-Sg
is a system that is automated, self-healing, safe, qualitative,
cost-effective, and environmentally safe. G-Sg also provides
alternative means of energy production, such as through
solar, wind, and water resources, and controls the distri-
bution of energy between sources. 0e G-IoT will surely
contribute to the reduction of gases by 25%, energy con-
sumption by 30%, and efficiently distribute the resources
between sectors by 25%; see [23].

In smart cities, water management through ICT can be
achieved. Here, the G-IoT’s main goal is to save water and
enhance its management. In the G-IoT, this can be achieved
by the use of intelligent measuring devices and autonomous
monitoring [24]. 0e G-IoT is not only involved with water
safety but also in air vitalization, etc. Furthermore, the G-IoT
is transforming modern lifestyles.

Environmental resources produce a massive amount of
data that needs to be handled as big data. 0e G-IoTstore all
generated data in the cloud, and then some prediction
techniques are applied so that the system can take appro-
priate actions. By using advanced controlled and automated
systems, energy use and wastage can be decreased by 40% to
70% [25].

Due to the migration of people to cities, waste has in-
creased, and this challenges the G-IoT in maintaining the
smart city. Now the G-IoT needs some technological solu-
tions to manage waste and use it for energy production. In
using the G-IoT concept, many countries, e.g., China, are
producing energy, and the most developed countries are
using their waste for many other purposes as well, in ad-
dition to producing several resources as alternatives to
natural resources [26–35]. 0is strategy has been realized
through the adoption of G-IoT concepts and innovative
technologies such as sensors, smart waste collection, and
waste burning systems.

0e energy using the sensors deployed in the environ-
ment can be increased over that produced using traditional
methods by 30%–50%.0ere is also a need for surveillance in
smart cities to reduce the crime rate and enhance public
security. 0e safety can be monitored by the installation of
smart cameras and sensors. 0e G-IoT using big data can
also help to manage traffic and help a driver choose the
shortest route to their destination. 0is can be achieved by
the continuous analysis of road data using big data mining
techniques. 0e G-IoT using big data can also support so-
ciety in solving parking issues. Due to the huge population
moving toward the urban areas, there is an issue of available
parking. 0erefore, the G-IoT using big data can suggest an
empty parking space in busy parking areas.

Alternative network logistics (virtual networks) dealing
with heterogeneous QoS requirements of network traffic
require fundamental deviations from traditional Internet
architectures. 0e development and advancement of G-IoT
facilitate innovation of VNs including, sensor networks,
autonomous driving that includes the efficient utilization of
the wireless links between the autonomous vehicle and the
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cloud; having a request-based system that enables autono-
mous cars to gather information about different locations at
various resolutions, and microgrids; aggregation of data on
imported or exported electricity from the distribution node
to the microgrid by means of a concentrator together with
isolated sensor networks toward networked (ubiquitous)
sensor networks.

4. Interaction of G-IoT Virtual Networks in All-
IP Networks

Allocation problems arise on two levels: network infrastruc-
ture capacities (QoS for All-IP network) and virtual service
network providers: “0us, network virtualization should
provide the capability of regulating the upper limit bandwidth
usage by each LINP in order to maintain the overall
throughput and performance. Virtual or logistic networks
focus on end-to-end QoS. Current Internet architecture is not
enough to support quality of service from a user or application
perspective. It is still unclear how and where to integrate
different levels of quality of service in the architecture.

A multichannel congestion pricing model without
channel priority does not lead to quality-of-service differ-
entiation with quality guarantees. Since there is no channel
priority with QoS guarantees provided for the users, only the
degree of congestion within the different channels is relevant
and thus users would immediately switch to an alternative
traffic service provider offering the same degree of con-
gestion at a lower price. 0erefore, in equilibrium, if
bandwidth capacity differs among channels, the split of the
number of packets on the different channels results en-
dogenously (without admission control) such that the level
of congestion and the congestion prices are identical.

According to analyses, pricing levels in other traffic
classes were so low as to be negligible.

Under competition on the markets for traffic services,
each traffic service provider makes his own autonomous
decisions. 0e choice of the number of channels i � 1, . . . , n

with monotone decreasing channel quality ψi i � 1, . . . , n,
the bandwidths, and usage dependent prices for the different
channels are derived simultaneously. 0ere is no social
planner to globally optimize capacities and prices for all
traffic service networks. In the following, the allocation
problems of an arbitrarily chosen traffic service provider
under free entry are analyzed.

In the absence of channel prioritization, channel sepa-
ration could be motivated by reducing congestion exter-
nalities by splitting the traffic over several channels.
However, the strategy of channel separation can be par-
ticularly motivated by the advantages of channel-tailored
deterministic traffic quality control and investment incen-
tives for a hierarchy of deterministic QoS guarantees the
multichannel model must therefore be generalized for a
hierarchy of traffic classes with strict admission control.

0e hierarchy of traffic classes based on a monotone
relation of more strictly defined QoS parameters is based on
a monotone relation of opportunity costs of bandwidth
capacity usage due to different QoS classes and restoration
priority parameters. Network capacity (bandwidth) is

allocated to each quality class (channel) separately, including
the required reserve capacity due to the required restoration
priority parameter to guarantee the deterministic parame-
ters (delay, jitter, packet loss). 0ere are quantifiable re-
quirements with respect to delay, jitter, and packet loss
associated with the forwarding of data packets, and there is
transparent priority implied among channels.

Only the deterministic guarantee of traffic quality pa-
rameters is relevant, resulting in higher opportunity costs for
more restrictive deterministic traffic guarantees. Even if two
channels are equally congested within a considered time
period, the users would not be indifferent between the
channels. Channel numbering does indicate the quality of
service hierarchy. Class 1 would be preferred for high quality
sensitive applications due to the absolute highest traffic
quality guarantee, even if at some time congestion.

It is assumed that the network of a typical traffic service
provider consists of a hierarchy of n logically separated channels.
For the sake of simplicity, we assume that the hierarchy of
channels regarding QoS guarantees and the hierarchy of service
restoration priority levels are identical, avoiding an evaluation
conflict between lower channel QoS class versus higher service
restoration priority. Channel 1 is the channel with the highest
priority guarantee, channel n, the channel with the lowest quality
guarantees (or absence of any quality guarantees).

0e opportunity costs of channel usage depend on the
traffic quality class, with increasing bandwidth capacity
usage due to different QoS classes and restoration priority
parameters. Let Pit(Qit,ψi) denote the inverse demand
function for packet transmission in channel i with traffic
quality ψi in period t with traffic flow Qit. We assume that
demand is independent across time periods because we do
not aim to analyze intertemporal demand interdepen-
dencies. 0ere is no reshifting of capacity from one time
period to another between channels.

Bandwidth capacity allocated to channel i with quality ψi

consists of a share of reserved bandwidth wi and restorations
spare (reserve) capacity ri(ψi, wi). Capacity costs of channel
i are denoted pi(wi) + pi(pi(ψi, wi)), consisting of the ca-
pacity costs of allocated bandwidth and the bandwidth costs
of restoration reserve requirements. Note that the band-
width costs are chosen ex-ante and are fixed costs for the
whole “lifetime” including all time periods t � 1, . . . , T.

Due to channel separation, restoration reserve capacity is
class-specific and depends only on the channel of class i.
With quality ψi restoration reserve capacity requirements
are monotonously decreasing with the increasing number of
the quality class. 0us, costs of restoration spare capacity are
increasing with quality parameter ψi.

Let kit(Qi, wi,ψi) be the private (average) variable costs
of a packet transmission within channel i within quality class
ψi and channel bandwidth wi � i � 1, . . . , n quality classes.

zkit

zQit

> 0. (1)

If bandwidth wi remains constant, additional traffic
within channel i will slow down every packet within this
channel, thereby raising intrachannel externalities:
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zkit

zQit

>Qit. (2)

Admission control and restoration reserve capacity
guarantee that intrachannel externalities do not conflict with
the deterministic traffic quality guarantees.

zkit

zwit

< 0. (3)

If traffic remains constant, the additional bandwidth
capacity of channel i will allow to speed up every packet in
this channel:

zkit

zψit

< 0, (4)

where i represents an increment in traffic quality; the
maximum channel capacity decreases, resulting in an up-
ward shift of the variable cost functions. 0us, in case the
quality level increases, variable costs also increase.

Under competition, each traffic service provider chooses
channel quality classes, channel capacities, and packet prices
in each channel in such a way as to maximize profit. 0e
profit maximization problem is defined by the following:

 Q1t, . . . , Qnt, wi, . . . , wn,ψ1, . . . ,ψn(  � 
T

t�1
P1t Q1t,ψ1( Q1t + · · · + Pnt Qnt,ψn( Qnt 

− 
T

t�1


n

i�1
kit Q1t, wi,ψi( Q1t

⎛⎝ ⎞⎠ − 
n

i�1
pi wi(  − 

n

i�1
pi ri ψi, wi( ( . (5)

Necessary conditions for the maximum are derived by
differentiating (5) with respect to Q1t, . . . , Qnt for each t �

1, . . . , T and with respect to wi, . . . , wn and with respect to
ψi, . . . ,ψn setting each derivative to zero.

0e optimal pricing rule concerning the congestion fee
for a packet transmission on channel i is given by the
following:

τit � Pit − kit �
zkit wi,ψi( 

zQit

Qit. (6)

0e first-best optimal rule for (bandwidth) capacity in
channel i is given by the following:

zpi wi( 

zwi

+
zpi ri ψ1, wi( ( 

zwi

� 
T

t�1
Qit.

zkit Qit, w1,ψi( 

zwi

, i � 1, . . . , n .

(7)

0e first-best optimal rule for quality choice ψi is given
by the following:

pit Qit,ψi(  �
zkit Qit, wi,ψi( 

zψi

, t � 1, . . . , T, i � 1, . . . , n.

(8)

Simultaneous solutions of equations (6)–(8) provide
the first-best allocation of traffic flows Q∗1t, . . . , Q∗nt

t � 1, . . . , T between the different channels and first-best
capacity dimensions for each individual channel and opti-
mal traffic classes ψ∗1 , . . . ,ψ∗n .

0e following conclusions can be drawn:

τit �
zkit wi,ψi( 

zQit

. (9)

Congestion externalities in channel i increase with the
number of packets transmitted in this channel (within the

limits of deterministic traffic quality guarantees). Due to the
bandwidth reservation for each channel, only externalities
within separate channels are relevant, whereas externalities
between channels (interchannel externalities) do not occur
as expressed in (9).

Optimal congestion fees increase with the level of
congestion as well as with increasing traffic quality. Con-
gestion fees within each channel iτit may vary over time, in
case demand varies over time.

zpit wi( 

z wi( 
+

zpi ri ψi, wi( ( 

zwi

|wi�w∗
i

� 
T

t�1
Qit.

zkit Qit, w
∗
i ,ψi( 

zwi

.

(10)
Capacity (bandwidth) in each channel i should be ex-

tended to the point where themarginal cost of increasing share
of bandwidth and the marginal cost of restoration capacity is
equal to its marginal benefits of reduced congestion (for the
packet flow) within channel i with traffic quality ψi (10).

pit � Qit, Q
∗
i �

zkit Qit, wi,ψ
∗
i( 

zwi

, t � 1, . . . , T; i � 1, 2, . . . , n.

(11)
For higher quality classes, marginal cost functions are

shifted upwards, resulting (ceteris paribus) in higher package
charges. 0us, the hierarchy of traffic quality classes results
(ceteris paribus) in higher congestion charges (11). 0erefore,
the price for packet transmission increases with required traffic
quality because variable costs increase with traffic quality. For
more details about these measures, we refer to [36].

5. StatisticalMethodologyandLifetimeAnalysis

0is section deals with the introduction of a new statistical
model and lifetime analysis of the wireless sensor networks
(WSNs), which play a prominent role in IoT.
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5.1. Statistical Methodology. 0e WSNs have driven an in-
creasing interest from research and industry. 0is can be
driven by the availability of cheap, low-powered miniature
elements like processors, radios, and sensors that are typi-
cally integrated into one chip. 0e Internet is slickly mi-
grating from an Internet of people toward an IoT. By 2021, it
is expected that around fifty (50) billion things will be
connected to the Internet.

0e lifetime of WSNs is a period of time during which
the network may, as appropriate, keep enough connectivity,
cover all the considered areas, or keep the data loss rate
below a specified level. Several interpretations of the WSNs
lifetime exist in the literature. It can be outlined by the
waiting time till the primary node sleeps and awakes. It may
also be outlined as the time till a mere proportion of nodes
dies.

In the practice of big data science and other applied
fields, the modeling of a lifetime is an interesting research
topic. For modeling lifetime phenomena, the statistical
models have received considerable attention [37]. Among
the applied fields, modeling lifetime data in network com-
puting, particularly the life span of the WSNs, is the most
prominent one.

5.1.1. Development of the Proposed Family. In this subsec-
tion, we propose a new family of statistical models to provide
the best description of the life span of the WSNs. Let k(t) be
the pdf (probability density function) random variable (r.v)
say T, where T ∈ [r1, r2], − ∞< r1 < r2 <∞ and let suppose
Q[F(x)] be a function of cdf (cumulative distribution
function) F(x) of a r.v X, fulfilling the conditions given
below:

(i) Q[F(x)] ∈ [r1, r2],
(ii) Q[F(x)] is differentiable and monotonically in-

creasing, and
(iii) Q[F(x)]⟶ r1 as x⟶ − ∞ and Q[F(x)]⟶ r2

as x⟶∞

0e of the T-X family has the form

G(x) � 
Q[F(x)]

r1

k(t)dt, x ∈ R, (12)

where Q[F(x)] satisfies the conditions stated above. Pdf
corresponding to (12) is

g(x) �
z

zx
Q[F(x)]{ } k Q[F(x)]{ }, x ∈ R. (13)

For the contributed work based on the T-X approach, we
refer to [38]. Inspired by (12), we propose a new class of
statistical models suitable for modeling the lifetime of the
WSNs data. Henceforth, we call the proposed method as the
new exponent power-X (NEP-X) family of distributions. Let
T has the exponential distribution with rate parameter λ � 1,
then its cdf is given by

K(t) � e
− t

, t≥ 0. (14)

0e pdf corresponding to (14) reduces to

k(t) � e
− t

, t> 0. (15)

If k(t) follows (15) and setting − log(1 −

(exp(1 − (1 − F(x)/eF(x))) − 1/e − 1) ) in (12), we obtain
the cdf of the NEP-X family as follows:

G(x) � 1 −
exp 1 − 1 − F(x)/eF(x)

   − 1
e − 1

⎛⎝ ⎞⎠ − 1, x ∈ R,

G(x) �
exp 1 − 1 − F(x)/eF(x)

   − 1
e − 1

, x ∈ R.

(16)

0e pdf corresponding to (16) is given by

g(x) �
f(x)[2 − F(x)]

(e − 1)e
F(x)

exp 1 −
1 − F(x)

e
F(x)

 , x ∈ R.

(17)

5.1.2. A New Exponent Power-Weibull: A Special Submodel.
In this sub-section, we introduce a sub model of the of the
NEP-X family, called a new exponent power-Weibull (NEP-
Weibull) distribution. A r.v X is said to have the two-pa-
rameter Weibull distribution, if its cdf and pdf are re-
spectively given by.

F(x) � 1 − e− θxα
, x≥ 0, α, c> 0, andf(x) � αθxα− 1e− θxα

,

x> 0.Using the cdf of theWeibull distribution in (16), we get
the cdf of the NEP-Weibull distribution given by

G(x) �
exp 1 − e

− θxα
/e 1− e− θxα( )   − 1

e − 1
, x≥ 0, α, θ> 0,

(18)

with survival function (sf)

S(x) �
e − exp 1 − e

− θxα
/e 1− e− θxα( )  

e − 1
, x> 0.

(19)

For different values of the model parameters, the plots of
cdf and sf of the NEP-Weibull distribution are presented in
Figure 5.

0e pdf corresponding to (18) is given by

g(x) �
αθx

α− 1
e

− θxα
1 + e

− θxα
 

(e − 1)e
1− e− θxα( )

exp 1 −
e

− θxα

e
1− e− θxα( )

 , x> 0.

(20)

For different values of the model parameters, plots of the
pdf of the NEP-Weibull distribution are sketched in
Figure 6.

5.1.3. Maximum Likelihood Estimation. In this section, we
obtain the maximum likelihood estimators (MLEs) of the
NEP-Weibull distribution. Let x1, x2, ..., xn be the sample
observations taken from pdf (11) with parameters α and θ.
Corresponding to equation (11), the log-likelihood function
denoted by ℓ(α, θ), is given by
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Figure 5: Different plots for the cdf and sf of the NEP-Weibull distribution.
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ℓ(α, θ) � − n log(e − 1) + n log α + n log θ − 
n

i�1
θx

α
i

+ 
n

i�1
log 1 + e

− θxα
i  − 

n

i�1
1 − e

− θxα
i 

+ 
n

i�1
1 −

e
− θxα

i

e
1− e

− θxα
i( 

⎛⎝ ⎞⎠ .

(21)

On behalf of the model parameters, the partial deriva-
tives of ℓ(α, θ) is given by

z

zα
ℓ(α, θ) �

n

α
− θ

n

i�1
log xi( x

α
i − θ

n

i�1

log xi( x
α
i e

− θxα
i

1 + e
− θxα

i 

+ θ

n

i�1

log xi( x
α
i e

− θxα
i e

− θxα
i 1 − e

− θxα
i  1 + e

− θxα
i 

e
2 1− e

− θxα
i( 

⎛⎝ ⎞⎠

− θ
n

i�1

log xi( x
α
i e

− θxα
i

1 − e
− θxα

i 
,

z

zθ
ℓ(α, θ) �

n

θ
− 

n

i�1
x
α
i − 

n

i�1

x
α
i e

− θxα
i

1 + e
− θxα

i 
− 

n

i�1

x
α
i e

− θxα
i

1 − e
− θxα

i 

+ 

n

i�1

x
α
i e

− θxα
i e

− θxα
i 1 − e

− θxα
i  1 + e

− θxα
i 

e
1− e

− θxα
i( 

⎛⎝ ⎞⎠ .

(22)

Solving the expressions (z/zα)ℓ(α, θ) � 0 and
(z/zθ)ℓ(α, θ) � 0 yields the MLEs of α and θ, respectively.

5.2. Modeling the Life Span of WSNs. 0e subsection il-
lustrates the applicability of the NEP-Weibull distribution
by analyzing real-life data. 0e data set is representing the
life span of the WSNs. 0e scaled TTT transform plot is a
graphical method of identifying the nature of the failure
rate function of a dataset. As known in the literature, the
rate of failure is increasing (decreasing) if the TTT plot is
concave (convex). From the TTT transform plot sketched
in Figure 7, we can see that the life span of the WSNs data
has increasing failure rate behavior. Furthermore, the
histogram and box plots of the data set are also provided
in Figure 7.

0e summary measures of the data related to the life
span of the WSNs are provided in Table 1.

0eNEP-Weibull is applied to the life span of theWSMs,
and a comparison of the NEP-Weibull is made with the
exponentiated Weibull (EW), Marshall-Olkin Weibull
(MOW), and alpha power transformed Weibull (APTW)
distributions. 0e cdfs of the competing distributions are as
follows:

(i) EW distribution

F(x) � 1 − e
− θxα

 
c
, x≥ 0, α, c, θ> 0. (23)

(ii) MOW distribution

F(x) � 1 −
σe

− θxα

1 − (1 − σ)e
− θxα

 
, x≥ 0, α, c, σ > 0.

(24)

(iii) APTW distribution

F(x) �
α 1− e− θxα( )
1 − 1
α1 − 1

, x≥ 0, α, c, α1 > 0, α1 ≠ 1.

(25)

To show the best fitting of the competing distri-
butions, certain analytical measures are consid-
ered. 0ese analytical measures include the Akaike
information criterion (AIC), Bayesian information
criterion (BIC), Hannan–Quinn information cri-
terion (HQIC), consistent Akaike information
criterion (CAIC), and Kalmogrove-Simrnov (KS)
statistic with p-value. 0e formulas for these
measures are as follows:

(iv) 0e AIC

AIC � 2k − 2ℓ. (26)

(v) 0e BIC

BIC � k log(n) − 2ℓ. (27)

(vi) 0e HQIC

HQIC � 2k log[log(n)] − 2ℓ. (28)

(vii) 0e CAIC

HQIC �
2nk

n − k − 1
− 2ℓ, (29)

where ℓ denotes the log-likelihood function eval-
uated at the MLEs, k is the number of model
parameters and n is the sample size.

(viii) 0e KS

KS � supx Gn(x) − G(x) , (30)

where Gn(x) is the empirical cdf and supx is the supremum
of the set of distances.

All the computations are carried out using the optim()
R-function with the argument method “SANN”; see Ap-
pendix. A model with lowest values for these measures could
be chosen as the best model to fit the data. 0e MLEs of the
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model parameters are presented in Table 2, the AIC, CAIC,
BIC, and HQIC are presented in Table 3, whereas the KS and
the p-value are provided in Table 4.

From the results provided in Tables 3 and 4, we can see
that the analytical measures for the NEP-Weibull distri-
bution are AIC� 215.5336, CAIC� 215.8670,
BIC� 218.8607, QIC� 216.7274, KS� 0.0740 with p-val-
ue� 0.9831. 0ese measures of the second closet model are
AIC� 217.5140, CAIC� 218.1997, BIC� 222.5047,
HQIC� 219.3046, KS� 0.0790 with p-value� 0.9679.

From the above discussion, we can see the NEP-
Weibull distribution has the smallest values of the ana-
lytical measures and the highest p-value amongst the
competing models. 0erefore, we can conclude that the
NEP-Weibull distribution may be a good candidate dis-
tribution for modeling data in the fields of computer
science technology, particularly modeling the life span of

the WSNs. Furthermore, in support of the numerical
results, the empirical cdf and Kaplan–Meier survival,
probability-probability (PP), and quantile-quantile (QQ)
plots of the NEP-Weibull distribution are provided in
Figure 8. From Figure 8, we can see that the NEP-Weibull

Table 1: 0e summary measures of the life span of the WSNs data.

Min. 1st qu. Median Mean 3rd qu. Max.
1.300 5.150 7.300 7.836 10.050 18.200
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Figure 7: 0e histogram, TTT transform, and box plots of the life span of the WSNs data.

Table 2:0eMLEs of the fitted models to the life span of theWSNs
data.

Distributions α c θ σ α1
NEP-Weibull 2.1795 — 0.0070 — —
APTW 2.4746 — 0.0031 — 0.3007
EW 1.709 1.64990 0.0340 — —
MOW 2.2191 — 0.0081 1.1637 —

Table 3:0e AIC, CAIC, BIC, and HQIC of the fitted models to the
life span of the WSNs data.

Distributions AIC CAIC BIC HQIC
NEP-Weibull 215.5336 215.8670 218.8607 216.7274
APTW 217.5140 218.1997 222.5047 219.3046
EW 217.6039 218.2896 222.5946 219.3945
MOW 218.3380 219.0237 223.3287 220.1286
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distribution provides a close fit to the life span of the
WSNs data.

6. Future Work

Instead of a combination of G-IoT and BD, many limitations
are faced by corporations and governments in developing
smart cities to move people from rural to urban areas. 0ese
limitations include the sustainability of technologies, devel-
opment of smart sensors, reliable and strong Internet

connectivity, and efficient use of resources. Newmodifications
to smart sensors and new technologies must be introduced in
Big Data for data mining and new decision-making ap-
proaches for all G-IoT and BD domains and new G-IoT-BD
architectures.

7. Conclusion

Humans move to cities all over the world for the sake of a
secure, better, and more sustainable life. Due to this, the

Table 4: 0e KS and p-value of the fitted models to the life span of the WSNs data.

Distributions SK p-value
NEP-Weibull 0.0740 0.9831
APTW 0.0790 0.9679
EW 0.0905 0.906
MOW 0.1040 0.7920
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Figure 8: 0e empirical cdf and Kaplan–Meier survival, PP and QQ plots of the NEP-Weibull distribution for the life span of the WSNs data.
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vision of a smart green city is becoming a reality. It is made
possible by the implementation of modern technologies in
the environment that can interact with the IoT. 0e IoT
allows the wireless connectivity of anything from anywhere,
anytime. 0is connectivity plays a very important role in the
development of numerous fields, such as health, transport,
industry, smart education, and waste management. In this
study, we conducted a detailed review of the G-IoT-BD
combination for smart city development. We found that
the G-IoT alone is not able to manage the smart green city
concept; it needs BD to support it and enhance its per-
formance. Big data provides different techniques that
permit valuable data mining from random data. A new
statistical model called NEP-Weibull distribution is in-
troduced and applied to the life span of the WSNs data. 0e
comparison of the proposed model was made with EW,
MW, and APTW distributions. Certain analytical measures
are considered to decide about the goodness of fit of the
competing distributions. Based on the results of the ana-
lytical measures, we found that the proposed model pro-
vides the best fit for data.

Appendix

Note: In the following R code, a is α, t is used θ, and pm
is used for proposed model.
data< -read.csv(file.choose(), header�TRUE)
data� data[, 1]
data� data[!is.na(data)]
data
#
# Probability density function
#
pdf_pm< - function(par, x)
{
a� par[1]
t� par[2]
a∗ t∗ (x̂(a − 1))∗ exp(− t∗ x̂a)∗ (1 + exp(− t∗ x̂a))∗ (1/
(exp(1 − exp( − t∗ x̂a)))) ∗
(1/(exp(1) − 1))∗ exp(1 − ((exp(− t∗x̂a))/(exp(1 − exp
(− t∗ x̂a)))))
}
#
# Cumulative distribution function
#
cdf_pm< - function(par,x)
{
a� par[1]
t� par[2]
(exp(1 − ((exp(− t∗ x̂a))/(exp(1 − exp(− t∗ x̂a))))) − 1)/
(exp(1) − 1)
}

set.seed(0)
goodness.fit(pdf� pdf_pm, cdf� cdf_pm, starts� c(0.5,
0.5), data� data,
method� “SANN”, domain� c(0, Inf), mle�NULL).

Data Availability

0is work is mainly a methodological development and has
been applied to secondary data related to the life span of the
wireless sensor networks, but if required, data will be
provided.
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