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Abstract
The development of artificial intelligence (AI) technologies continues to advance. To fully exploit the potential, it is 
important to deal with the topics of human factors and ergonomics, so that a smooth implementation of AI applications 
can be realized. In order to map the current state of research in this area, three systematic literature reviews with differ-
ent focuses were conducted. The seven observation levels of work processes according to Luczak and Volpert (1987) 
served as a basis. Overall n = 237 sources were found and analyzed. It can be seen that the research critically deals with 
human-centered, effective as well as efficient work in relation to AI. Research gaps, for example in the areas of corporate 
education concepts and participation and voice, identify further needs in research. The author postulates not to miss 
the transition between forecasts and verifiable facts.
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1  Introduction

The term artificial intelligence (AI) is not new. In 1956, the research discipline of AI was founded at the Dartmouth Con-
ference in New Hampshire [1]. Since then, this technology has become a relevant application in academia as well as in 
private and work contexts. It has been called the next universal technology after the steam engine, electrification, and 
the Internet [2, 3]. The 2018 PR Neswire study forecasts the AI market to grow from USD 21.46 billion in 2018 to USD 190 
billion by 2025 [4]. Moreover, from 2011 to 2017 alone, AI funding for startups increased 50-fold [5]. Chatbots or virtual 
agents as AI applications are currently used by many companies as a means of communication with customers. In pro-
duction, in addition to digitization approaches, smart factories are also being enhanced with AI applications to make 
processes even faster and more effective.

Since there is no generally valid definition for human intelligence, there is no such definition for AI either. In 
research, a distinction is often made between weak and strong AI. This definition is difficult for current research in 
that there are no strong AI technologies yet and such a development must be awaited [6]. Often, the literature talks 
about methodologies of AI technologies, such as machine learning (ML) or deep learning (DL). For the current state 
of research presented in this paper, care was taken not to include studies in the field of automation only. In studies 
on AI, whether weak or strong, ML and DL were accepted.

However, in order to be able to use the potential of AI technologies in a meaningful way, including the aspects of 
human factors and ergonomics plays an important role [7–9]. These research areas aim to design a working system 
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that is both humane and effective and efficient. Here effectiveness and efficiency represent the results of humane 
working conditions [7]. When work processes and conditions change through the use of AI applications, it is impor-
tant to help shape such applications from an occupational science perspective, to accompany the changes and to 
develop and implement concepts for humane design. In the last few years, several AI failures have occurred that 
might have been prevented or minimalized if the above aspects had been considered before implementation. The 
lexalytics.com website features various failures, including chatbots, political gaffs, autonomous driving accidents, 
facial recognition mixups, and angry neighbors. A good example is a developed AI by Amazon that was supposed to 
support the selection of new employees and became anti-women based on the training data [10].

The question now arises as to what extent the aspects of human factors and ergonomics have already been inte-
grated in the development and implementation of AI technology and where there is a need for research and action.

2 � Material and methods

For this research, three systematic literature searches with different focuses were conducted according to Moher 
et al. [11]. For this purpose, a search string with keywords is defined and applied in the literature databases Ebsco 
and the database of the Technical University of Darmstadt, which in turn is linked to 13,359 database info systems. 
The seven levels of consideration of work processes of Luczak and Volpert were used as a basis for the keywords [7].

These levels have been combined into the seven levels of observation of work processes according to Luczak and 
Volpert, based on the seven levels of structure and the six levels of progression of the work process [7]. They serve 
as an outline of labor science issues and problems and aim to cover the problem area of “human work”. Thus, for 
this literature study, the seven levels of consideration of work processes will be used as a categorization template. 
Search strings are chosen in order to map a complete overview of the state of work science research in the field of 
AI. Figure 1 provides an overview of these levels. A brief explanation of each level follows below.

Level seven “work and society” relates to the social context, dealing with legislation, economic production fac-
tors, cyclical and structural changes in the job market, vocational training concepts and inter-company activities 
of collective bargaining partners. Level six, which is below, deals with co-determination and employee representa-
tion. The focus here is on industrial relations. Under “forms of cooperation in working groups, ” the division of labor, 
hierarchies, supervisor behavior, participation and codetermination rights, and human relations are examined and 
analyzed. The central level is “personal action and forms of work”. At this level, the focus is on the working individual, 
so that a holistic view of work as a unity of motivational, volitional, qualification and social aspects is possible. Levels 
three to one are considered on both the human and the technical side: thus, level three “work activity and work-
place” considers the mental processes at work as well as the system itself to realize the purpose of the system or the 
goal of work. On the penultimate level basic elementary physical as well as psychological functions of humans are 
examined in more detail. The levels of consideration are rounded off with the anatomical and physiological basis as 
well as environmental influences.

Due to the large number of levels and their subject areas, the systematic literature search was divided into three 
chronologically staggered investigations, whereby the literature for levels seven and six, levels five and four, and levels 
three to one was reviewed together. Thus, literature was searched for all levels in the period between October 2019 and 
November 2020, filtered according to German and English-language literature from the year 2010 onwards. This period 
was chosen because the discipline of ML had its breakthrough in 2010 and new research has been published. Table 1 
gives an overview of the search strings used in each case.

The procedure of a systematic literature search according to Moher et al. specifies that after creating and entering 
the search string in a selected database, the hits are first sorted out according to titles and their keywords [11]. Then the 
literature results are thinned out again on the basis of the abstracts until finally the entire paper is read through. The 
selection criteria are determined in advance and are mostly determined by the keywords. If the studies refer to further 
interesting research results and these were not included in the selection by means of the search strings, these studies 
are additionally read and included in the presentation of the results (snowball search).
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3 � Results

The results of the systematic literature searches for levels one to five have already been presented and published 
at a conference in Germany 2020 [12, 13]. Both study results are briefly presented below. Chapter 3.3 presents the 
results for levels six and seven.

Fig. 1   Viewing levels of work 
processes according to Luczak 
and Volpert [63] ([7]; trans-
lated from German)

Table 1   List of search strings used for each literature search

For the search for German literature, the keywords were translated into German

Viewing levels of 
work processes

Search strings

Level 1 to 3 ("artificial intelligence “ OR AI OR "deep learning “ OR "machine learning “) AND ("working environment “ OR "bodily 
functions “ OR biomechanics OR "energy conversion “ OR metabolism OR "circadian rhythm “ OR gender OR age OR 
noise OR vibration OR clime OR "coordination of movements “ OR "body forces “ OR "sensory organs “ OR "human 
memory “ OR anthropometry OR gripping OR "work design “ OR usability OR "work activity “ OR workplace OR "goal 
creation “ OR planning OR "functional interaction “ OR "temporal interaction “)

Level 4 and 5 ("artificial intelligence “ OR AI OR "deep learning “ OR "machine learning “) AND (“worker motivation “ OR “motivational 
effects” OR (“job satisfaction” AND (assessment OR improvement)) OR “work fatigue” OR “human worker satisfaction” 
OR “technophobes” OR (unemployment AND replacement) OR (“working conditions” AND employment) OR “employee 
qualification” OR (“employee training” AND learning NOT education NOT university) OR (“occupational training” AND 
intelligent) OR (“on-the-job-training” AND intelligent) OR “intelligent learning environment” OR (“social robotics” AND 
employee) OR “employee productivity” OR “employee performance “ OR “worker safety” OR (“working conditions” AND 
human AND workplace NOT “human–robot”) OR (“work environment” AND quality) OR “work system design”) NOT 
politics NOT student

Level 6 and 7 ("artificial intelligence “ OR AI OR "deep learning “ OR "machine learning “) AND (legislation OR "economic production 
factor “ OR "changes in employment “ OR "changes labor market “ OR "vocational training concepts “ OR "partners 
activities “ OR codetermination OR "Staff representation" OR "Industrial relations")
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3.1 � Literature results for levels one to three

The search for levels one to three yielded N = 90 relevant sources, although some studies could not be assigned to only 
one level due to overlapping topics [12]. For level three “work activity and workplace”, n = 61 papers could be assigned. 
The sources not only inform about AI applications, but also about work tasks and AI in the form of robots and chatbots, 
among other things. For example, the study by Wang et al. analyzes how an AI in the form of a robot can learn by inter-
acting with a human [14]. For level two “Operations and movements with tools and at machines” n = 14 studies were 
found, which mainly dealt with the aspects of user interfaces as well as usability. Representative studies included medi-
cal training studies of surgeons practicing procedures using AI-based sensors and receiving direct feedback from the 
AI [15]. And finally, for level one “Autonomous body functions and working environment”, n = 25 sources from the fields 
of ergonomics, production (environment) and cyper-physical-(socio) space (CPSS) could be analyzed. Studies on CPSS 
present optimal collaboration conditions [16, 17]. In the field of ergonomics, for example, a study is assigned to level one 
dealing with sensors on protective suits worn by firefighters and AI-based analysis of the data to predict human thermal 
sensation and the impact of this on work activity [18]. No research gaps were uncovered by means of the literature review.

3.2 � Literature results for levels four and five

In the research for levels four and five, N = 114 relevant sources could be found. Compared to the first investigation, 
research gaps were identified here. For example, n = 49 study results were found for the “personal action and forms of 
work” level, in which the focus was on occupational safety and employee qualifications. Not only is training in the cor-
rect handling of AI-technologies for an efficient and safe use of these relevant in the qualification of employees, but 
also IT knowledge [19, 20]. As repetitive, routine tasks can be performed by AI in the future [21], employees need to be 
prepared for changes in work processes [22]: social skills increase in importance, as well as creativity, self-organization, 
and initiative, as these characteristics cannot be replaced by an AI [22, 23]. No research or its intentions was found for 
volitional aspects of work on the part of employees. Furthermore, it should be emphasized that the aspect of employee 
motivation tends to be underrepresented when interacting with AI-applications with n = 8 studies. Research gaps were 
found not only in level four, but also in the n = 65 papers in level five “forms of cooperation in working groups”. Focus 
in these was on the impact on humans as well as the precondition of cooperation between AI and humans. For exam-
ple, the preconditions mentioned were the safety of the application [24–27] as well as the possibility to detect correct 
errors [28, 29]. In Miller’s study, subjects said they were afraid of using an AI application [30]. However, it is not only the 
deployment that can have an impact on people: in his study, Lefkowitz showed that in a game between robots and 
humans, losing had a negative impact on self-confidence, and subjects put less effort into winning after a certain point 
in the game [31]. So far, the topic of leadership as well as participation and voice has been neglected in the research. No 
sources were found on this topic. Due to overlapping topics in some of the studies found, some of these studies could 
not be assigned to just one level [13].

3.3 � Literature results for levels six and seven

In the search regarding level six and seven, a total of N = 33 sources were found, of which n = 13 can be assigned to 
level six “company work relations and organizations”. Table 2 summarizes the detected sources based on the keywords. 
The authors of these studies postulate that work will change with the use of AI: changes are expected in relation to 
work in general or work processes, resulting workload, interactions with technologies, employees and their employ-
ment relationship [32–35]. Potential is seen and expected in the area of communication as well as contact between 
employer and employee without a major administrative or human resources act [34]. Further improvements are 
expected in the area of supporting employees for better benefit choices, options for a diverse workplace in terms of 
health, wealth, and/or lifestyle [34]. In the area of interaction between different functions of organizations (executive 
efficiency) an increased productivity as well as effectiveness across the organization [36] is also assumed. In a survey 
conducted by Nankervis et al. N = 250 company representatives indicated that they expected work performance to 
improve, productivity to increase, as well as employees to be well supported when using AI-applications, but that 
they were not yet planning to use this technology in the near future [37]. In the meta-analysis by Hirsch, it is empha-
sized that some applications of AI-technologies are perceived suspiciously to alarmingly on the part of employees. 
Some of the considered AI-applications are so invasive that the manufacturers of these technologies recommend 
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companies to obtain the consent of employees before implementation [38]. For this reason, the united services trade 
union in Germany (ver.di) is also calling for the use of new smart technologies to benefit both the company and its 
employees, for more jobs to be created instead of lost, and for working conditions to be improved as a result. They 
also call for more co-determination rights for employees [39]. Herrmann and Nierhoff, for example, recommend that 
socio-technical solutions should continuously be developed with the participation of workers as well as manage-
ment. Eight heuristics can be taken as a basis for the communication required for this between the individual workers 
as well as management: traceability and feedback for task processing, from flexibility of procedures to joint further 
development of the system, communication support for task processing and social exchange, task-bound informa-
tion exchange for facilitating mental work, balance between effort and experienced success, compatibility between 
requirements, competence development and system properties, efficient task distribution for holistic goals, and 
supporting technology and resources for productive and error-free work [40].

For the “work and society” level, n = 23 sources were found. Table 3 summarizes the detected sources based on the 
keywords. One of those sources was a list from the German Bundestag from 2018, which includes 746 mainly Ger-
man papers and articles on the topics: values and ethics, legal issues and regulation, democracy, state and society, 
security, surveillance and defense, research and education, economy, innovation and work, transport and mobility, 
medicine and care, environment and energy, arts and culture in relation to artificial intelligence [41].

For economic reasons, not all studies could be read for this report. In general, goals, targets as well as forecasts 
have been published on the part of politicians all over the world. In 2018, for example, the German government 
announced its intention to make Germany and Europe a leading AI location with the “Artificial Intelligence Strategy” 
in order to remain competitive. In addition, the goal is a responsible and public welfare-oriented development as well 
as use of AI [42]. In October 2016, the White House, the European Parliament as well as the British House of Commons 
published reports by showing their vision for preparing society for the use of AI. A subsequent analysis concludes 
that these adequately address ethical, social as well as economic aspects in the use of AI, but have not set out an 
overarching policy version and completely lack a long-term strategy for the development of a “good AI society” [43]. 
The study by van Berkel et al. compared the national policy documents on AI of 25 countries. It was shown that the 
following topics occupy the world [44]:

•	 Development strategy
•	 Infrastructure
•	 Private sector
•	 Public sector
•	 Data governance
•	 Ethical framework
•	 Education
•	 Healthcare
•	 Cooperation and alliances between public and private sector
•	 National, international and European issues

Table 2   Research results for 
level 6

References Keywords

Dodgson and Gann [32] Change
Townsend [35] Change
Place [34] Change and possibilities

Possibilities employees
Majumder [33] Change and hurdle
Finch et al. [36] Possibilities company
Hirsch [38] Risks of use
Nankervis et al. [37] Attitude/forecast on the part of the company
Herrmann and Nierhoff [40] Heuristics and Recommendation
Vereinte Dienstleistungsgewerkschaft Bundesvorstand 

(ver.di) [39]
Co-determination, staff representation
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The development of AI offers an unprecedented opportunity and challenge for humanity and a transformative impact 
on global health. An ethical, transparent, and responsible approach to AI development will result in AI turning data 
into contextual knowledge, conclusions, and impactful actions so that sustainable development goals can be achieved 
[45]. At the OECD conference in Paris in 2017, experts recognized that AI is transforming economic and social sectors 
deeper and faster than expected. The development of AI technologies is fast, they said, and so should be governments. 
To benefit from AI implementation, access to data must be improved and new policies adopted to adapt to AI in the 
workplace [46]. Threats to individual privacy, human security [47], and democratic principles must be addressed. Fairness 
and accountability are particularly in focus here. The formulation of common principles for AI in society is necessary. It 
can also be assumed that not all organizations act responsibly, so that an appropriate regulatory system for AI must be 
developed and applied [48]. An important issue here represents discrimination on the part of an AI: AI decision making 
can cause discriminatory harm to many vulnerable groups. Remedies are often suggested through increased transpar-
ency of these systems [49]. AI-ethics-frameworks can also be used for guidance [50]. At a 2017 workshop in Barcelona, a 
code of conduct for AI-researchers was drawn up as societal issues have developed around safety, reliability, robustness, 
fairness, as well as moral integrity due to the rapid development of AI. The code states agreements such as reliability 
of results, accountability, as well as preservation of human knowledge [51]. Thus, it should always be kept in mind that 
AI-based technologies may pose some serious risks, but policy makers should not freeze AI research and development 
due to fears, speculation, or an uncertain future [52]. After all, forecasts show that Germany’s GDP could be up to 11.3% 
higher in 2030 due to the use of AI. The bulk of economic impact is expected to result from product enhancements for 
consumers [53]. In the next 5 years alone, additional gross value added of approximately €31.8 billion is calculated in 
the manufacturing sector in Germany due to AI [54]. Looking at the economic impact around the world, it is assumed 
that AI will add around 15 trillion USD to the global economy by 2030. This results in 15 trillion USD in new businesses, 
jobs, products, ways of working as well as leisure opportunities [55]. According to the analysis by LBBW Research, the 
following macroeconomic effects can be expected from AI [56]:

Table 3   Research results for 
level 7

References Keywords

Buxmann and Schmidt [6] Labor market
BMBF [57] Labor market
Frey and Osborne [58] Labor market
Grace et al. [59] Labor market
PWC [53] Labor market

Economic production factor
Begleitforschung PAiCE [54] Economic production Factor
Nature [55] Economic production factor
LBBW Research [56] Economic production factor
Nankervis et al. [37] Production factor
Hartmann et al. [60] Production factor
Ansari [16] Vocational training concepts
Ansari and Seidenberg [17] Vocational training concepts
Feigh et al. [26] Vocational training concepts
Deutscher Bundestag [41] Legislation and politics
Deutsche Bundesregierung [42] Legislation and politics
Cath et al. [43] Legislation and politics
Singh [45] Legislation and politics
van Berkel et al. [44] Legislation and politics
OECD [46] Legislation and politics
Clarke [48] Legislation and politics
Steels and López de Mantaras [51] Legislation and politics
Park [47] Legislation
O’Sullivan and Thierer [52] Politics
van Nuenen et al. [49] Discrimination
Santow [50] Discrimination
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•	 A strong change in the business models of companies
•	 Higher productivity and thus higher real wages for employees
•	 A strong change in job profiles
•	 Higher unemployment of low-skilled labor
•	 Higher pressure on employees on the labor market and resulting lower inflation risks
•	 Increasing inequality in income distribution
•	 Winners are companies with the largest amounts of data and the greatest capacity to analyze data
•	 Social side effects, such as higher unemployment and consequently higher drug consumption and gambling addic-

tion
•	 Increase in political risk due to higher dissatisfaction of employees via a higher acceptance of populist parties

Thus, experts give their assessment that there will be a structural and cyclical change in employment and the labor 
market in the future. In the future, there may no longer be a middle class; skilled workers are urgently needed. Jobs in 
which “a human hand” is needed, such as teachers, dentists, and clergy, will remain [6, 57–59]. By 2030, approximately 
10% of jobs will be dependent on AI to some degree—so some jobs will be eliminated and new ones created [53]. The 
complex of topics “educational concepts” is still widely unexplored in the field of AI-technologies. Developers suggest that 
learning AI applications can enable mutual learning between humans and technology and potentially reduce employee 
anxiety [16, 17, 26].

4 � Discussion

Based on the results of the three systematic literature searches reviews presented, it can be stated that the aspects of 
human factors and ergonomics have been widely taken into account in the development and implementation of AI 
technology in the presentation of the seven levels of work processes. Since AI-technologies are still in the early stages 
of development, many studies were found which forecast effects, authors aspects or opinions of enterprise representa-
tives. This is especially the case for level six. In Germany, there are a number of research projects in this area that want 
to use survey studies to collect and gather initial concrete insights into the effects of AI on organizations. This is only 
possible because of the progressive development of AI technologies. The large-scale ACATECH study as well as the 
Competence Center for Work and AI in Darmstadt can be mentioned as examples. Politically, many goals were set but 
concrete implementation was neglected in the sources. This was especially evident in the studies that could be sorted 
into the more general levels, such as “work and society.” The transition between forecasts and meaningful facts must be 
observed and not missed.

The research gaps that were uncovered by means of the research work should be clearly emphasized:

•	 Operational educational concepts
•	 The right of employees to have a say
•	 Employees’ motivation and volitional aspects in the interaction of AI – applications
•	 Leadership in general
•	 Participation and voice in the AI-context

This could be due to the fact that AI is no longer classified as a trend with the onset of machine learning from 2010 
and with Deep Learning and its success with AlphaGo in 2016. Developments have intensified [6, 61] and implementa-
tion projects are slowly progressing. In the future, however, research should focus more on the issues described above, 
especially those that affect employees. After all, even an implementation of a simple technology can fail due to a lack of 
acceptance or mistrust of the technology or the company [62].

The presented work does not represent a complete overview of the current research situation. New studies published 
after December 2020 could not be included. Furthermore, only sources were used that were written in German and 
English and were available as open access files. Studies with different keywords could not be included.

It can be discussed whether the classification of the search strings into the seven levels of consideration of work pro-
cesses, as suggested by Luczak and Volpert [63], is useful for the presentation of the current state of research. This holds 
true especially for the field of human factors and ergonomics [7]. Some studies could be assigned to more than one level. 
In particular, the studies found in the literature search on level seven “work and society” and level six “company work 
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relations and organizations” could have been additionally assigned to the lower levels, especially in the aspect of changes 
and opportunities. Consequently, a selectivity was not given. Since work research is an interdisciplinary science, the core 
of human factors and ergonomics is assigned to levels three to five in German-speaking countries. Occupational physi-
cians and work technologists are assigned more to the lower levels, i.e. micro-ergonomics, sociologists and economists 
to the higher levels, i.e. macro-ergonomics [7]. For further and more in-depth research, studies that can be assigned to 
levels three to five in relation to AI should be looked at more closely. The other levels should be looked at more closely 
by colleagues from other disciplines.

5 � Conclusion

The presented work provides an overview of the current state of research on the aspects of human factors and ergonom-
ics in the development and implementation of AI technologies. Research gaps were identified in the areas that primarily 
concerned employees and their opinions. Research needs were highlighted and it was postulated not to miss the transi-
tion between predictions to verifiable facts.
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