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Abstract The evaluation simulation of urban green space landscape planning scheme based on

PSO-BP neural network model is carried out in this paper. PSO-BP neural network can combine

the principle of landscape ecology, integrate more evaluation indicators of ecology and urban devel-

opment into the urban green space landscape planning scheme, and simply understand and predict

human behavior, so as to make a more comprehensive evaluation and prediction of the urban green

space landscape planning scheme. It not only has superior memory storage and learning ability, but

also can simply understand and predict human behavior, so that more influencing factors that can-

not be added in the past can be considered in the scheme evaluation and analysis, and the evaluation

of urban green space landscape planning scheme is more comprehensive, scientific and reasonable.

Experiments show that PSO-BP neural network has smaller error and better generalization ability

than BP neural network. PSO-BP neural network rating model can analyze its more reasonable pro-

portion according to the relationship between different types of green space and indicators, and give

corresponding adjustment suggestions, which has guiding significance for the modification and

adjustment of urban green space landscape planning scheme.
� 2021 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

With the continuous advancement of urbanization in China,

more and more cities ignore the planning and development
of urban landscape and the impact of urban green space land-
scape on the living standard and quality of urban residents,
With the continuous improvement of China’s comprehen-
sive strength and international status, the degree of urbaniza-
tion in China has been greatly improved, and more and

more urban construction is close to fashion cities. But at the
same time, many cities ignore the planning and development
of urban green space landscape and the impact of urban green

space landscape on the living standards and quality of urban
residents, resulting in the continuous reduction or even lack
of urban green space landscape area, the simplification of
urban landscape and the imbalance of ecological environment,

Finally, it leads to the contradiction between the urban
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environment and the quality of life of urban residents [1–2].
Urban green space landscape planning has also become an
important part of urban planning and development, and is

an issue of increasing concern to urban residents [3]. With
the improvement of China’s economic level, the material life
of urban residents has been basically met, the urban living

environment has gradually become a problem of increasing
concern to urban residents, and the urban green space land-
scape planning has also become an important part of urban

planning and development [3].
In the composition of urban ecological environment,

urban green space landscape system occupies a very impor-
tant position and plays a core role in the maintenance and

development of urban ecological functions. At present, it
has also become one of the important indicators for the
evaluation of urban development [4,5]. However, the concept

of urban green space landscape planning in China started
relatively late, and there is still a certain gap between the
development level and the international level. Although

urban green space landscape planning has exclusive planning
in urban planning, its planning is still subordinate to the
overall urban planning [6]. The sustainable development of

the city needs to continuously deepen the content of urban
green space landscape planning, and the urban green space
landscape planning needs to be systematic, controllable
and sustainable, which makes there is a certain requirement

gap between the two, resulting in the lag of urban green
space landscape planning. At the same time, the available
land resources for urban planning and construction are lim-

ited. On the basis of meeting the actual functional needs, it
is also necessary to meet the spiritual needs of urban resi-
dents. How to maximize the planning of urban green space

landscape among different types of land and make it play an
irreplaceable role has become the research direction of urban
green space landscape planning [7,8]. How to determine the

scope and quantity of urban green space landscape, green
space plant diversity, type proportion, green space landscape
location and pattern are all needed to be displayed in the
urban green space landscape planning scheme. In the previ-

ous urban green space landscape planning scheme, there will
be problems that the planning lags behind and cannot meet
the needs of urban development after many years, or the

new urban area cannot continue the green space landscape
layout and historical context of the old urban area during
the transformation of new and old urban areas [9,10]. This

not only greatly limits the development of the city, but also
reduces the quality of life and happiness index of urban
residents.

Therefore, this paper proposes the evaluation of urban

green space landscape planning scheme based on PSO-BP
neural network model, uses the learning ability of BP neural
network and the principle of landscape ecology to realize the

relationship between urban green space landscape pattern
and planning, and gives the corresponding effective analysis.
At the same time, the uncertainty of particle swarm opti-

mization algorithm conforms to the biological mechanism
of nature, has good environmental interaction, and can
obtain more opportunities to solve the global optimal solu-

tion. Therefore, this paper selects particle swarm optimiza-
tion algorithm to optimize the performance of BP neural
network model, so as to make it carry out overall ecological
planning and quantitative planning evaluation and Analysis
on urban green space landscape planning, Highlight the

ecology of urban green space landscape planning and the
comprehensive effect of the interaction of multiple ecological
factors, so as to obtain the best scheme of urban landscape

planning. This paper is mainly divided into three parts. The
first part introduces the development and related technolo-
gies of urban green space landscape planning scheme evalu-

ation. The second part is the construction of urban green
space landscape planning scheme evaluation system based
on PSO-BP neural network model. The third part is the
training results and simulation results of urban green space

landscape scheme evaluation system.

2. Related work

The planning of urban green space landscape is not scattered
and separate, but an interconnected ecosystem. It is an impor-
tant regulation mechanism for maintaining urban breathing. It

mainly constitutes urban space function, ecological function,
play and leisure function, cultural function, social function
and urban protection and disaster reduction function in urban

development [11,12]. Urban green space includes many types,
different sizes and open urban special land with green vegeta-
tion as the main form. Planting water and soil are the basic ele-

ments of it and the landscape elements in the urban ecosystem.
Urban landscape space is composed of urban green space
patches, urban green space corridors, urban landscape matrix
and urban landscape boundaries, and each part can be divided

into urban landscapes of different types and sizes [13]. It can be
seen that urban green space landscape planning is a systematic
and complete ecological planning, which contains many eco-

logical factors. The research on urban green space landscape
system in China started relatively late, and it is still in the
development stage in theory and practice. Some scholars early

proposed to introduce computer technology into landscape
architecture for auxiliary planning and management; Other
scholars have proposed to carry out plant configuration of

landscape architecture through artificial intelligence technol-
ogy. These studies are inclined to plan landscape architecture
and gardens with small urban scale [14]. Other scholars pro-
posed to add remote sensing and corresponding computer

technology to collect data of urban green space landscape on
the basis of landscape ecology, so as to avoid large errors
between the data in the planning scheme and the actual data

[15]. Other scholars evaluated the urban green space landscape
planning scheme from the perspective of Ecological Garden
[16]. Or adopt the evaluation system combining expert evalua-

tion and multi-level evaluation to evaluate the urban green
space landscape planning scheme [17]. The above evaluation
system lacks the predictability of the planning scheme, and
the evaluation indicators in the system can not meet the actual

situation of the city. With the development of artificial intelli-
gence technology, the evaluation of urban green space land-
scape planning scheme is more humanized and scientific, and

its evaluation index and system tend to be diversified and eco-

logical, which is more in line with the humanistic environment
of different cities and the needs of urban future development

[18].



Evaluation of urban green space landscape planning scheme 7143
3. Evaluation system of urban green space landscape planning

based on PSO-BP neural network model

3.1. Application feasibility and evaluation index of neural

network in urban green space landscape planning scheme
evaluation

Particle swarm optimization (PSO) is also translated into par-
ticle swarm optimization, particle swarm optimization, or par-

ticle swarm optimization. It is a random search algorithm
based on group cooperation, which is developed by simulating
the foraging behavior of birds. It is generally considered to be
a kind of cluster intelligence. It can be incorporated into multi-

agent optimization system. The advantage of evolutionary
computing is that it can deal with some problems that cannot
be handled by traditional methods. Examples include non dif-

ferentiable node transfer functions or no gradient information.
But the disadvantages are: 1. The performance is not particu-
larly good on some problems. 2. The coding of network weight

and the selection of genetic operator are sometimes
troublesome.

From the perspective of value, it plays an important role in
the urban construction system and plays an important and

positive role in the construction of urban ecology, economy,
society and modern civilization. Landscape is an indispensable
part of modern urban planning, whether in the overall urban

planning stage or in the detailed planning stage. The purpose
of urban green space landscape planning is to redistribute,
adjust and construct the urban green space landscape through

human influence and planning, so as to restore the scattered
ecosystem and environment [19]. There is a close and complex
relationship between different landscape patterns in urban

green space landscape planning, and this potential relationship
can not be expressed by accurate equations or algorithms.
Therefore, the artificial neural network with black box charac-
teristics can reflect the relationship between urban green space

landscape, as shown in Fig. 1.
Although there are many uncontrollable and unforeseen

factors in urban green space landscape planning, the evalua-

tion accuracy of the planning scheme can not reach 100%,
but it can be achieved as sustainable and reasonable as possible
for the green space landscape planning [20]. And the artificial

neural network can be used as an important basis for urban
green space landscape planning and evaluation by studying
the changes of natural landscape, the psychological needs
and behavioral characteristics of urban residents. In addition,

the ecological of urban green space landscape changes and
develops under the joint action of various factors with differ-
ent weights. The process of influence in various aspects is com-

plex and may overlap with each other. The training and
learning purpose of artificial neural network is to determine
the weights of these factors, so it can be considered that, The

existing urban green space landscape and the planned green
space landscape constitute input layer and output layer in
structure, and the complex analysis and correction process in

the middle constitute the hidden layer.
Artificial neural network is mainly used in three aspects,

namely, resource evaluation, landscape ecology analysis and
recreation analysis. Resource evaluation is to analyze and eval-

uate the quality, quantity and spatial distribution of green
space landscape based on the results of the city field investiga-
tion, and to distinguish the different regional values. In the
past, the quantitative analysis of urban green space landscape
resources was carried out by using expert method and princi-

pal component analysis method. Artificial neural network
can learn multiple professional standards and aesthetic stan-
dards by using super storage function and establish multiple

expert analysis database for resource evaluation [21].
Landscape ecological analysis is to analyze the landscape

characteristics, landscape pattern, ecological state and sensitiv-

ity of the city, so as to judge the suitable area for green space
landscape construction and ecological sensitive areas for eco-
logical protection, and further reasonably plan the distribution
pattern of green space landscape [22,23]. At present, the survey

data and actual situation error are often found in the process
of landscape ecological analysis, which makes the accuracy
and scientific of the analysis results decrease. The combination

of artificial neural network and remote sensing technology can
improve the accuracy and accuracy of image data, and the arti-
ficial neural network has certain advantages in image recogni-

tion. It can have a more scientific analysis of the pattern of
green landscape planning, and can guide the layout and devel-
opment of urban green landscape.

The analysis process of recreation is to predict and analyze
the behavior of urban residents on the basis of simple under-
standing, so as to obtain the frequency of use of corresponding
green space and the form of tourists using green space, and

then classify and analyze the data to obtain the corresponding
data model carrier [24,25]. Although it can predict and charac-
terize the development trend of urban residents’ behavior, the

model can not be included in the analysis of human psychol-
ogy and other factors. The difference between artificial neural
network and traditional method is that it has no fixed mathe-

matical model and can take into account the factors that can
not be added in the past [26]. At the same time, we can learn
and correct the errors constantly in the process of training

and learning, and get the analysis results that are more consis-
tent with the social behavior in the simulated space [27–32].

According to the actual situation of the sample selected in
this paper, the output layer of the evaluation model of PSO-

BP neural network is selected by four urban green space land-
scape pattern index, as shown in Fig. 2.

3.2. Network construction of urban green space landscape
scheme evaluation system

BP neural network algorithm is a multilayer feedforward
supervised artificial neural network, which continuously

adjusts the connection weight and threshold between each neu-
ron through the training process of forward propagation of
input signal and back propagation of error signal, as shown

in Fig. 3.
Suppose that the input of neurons from 1 to n in BP neural

network is x1; x2; :::;xn, and let the output of the j� th neuron

after being stimulated by the last neuron from 1 to n be
expressed as wj1;wj2; :::;wjn. As shown in formula (1), it is the

net input value of the j� th neuron:

Sj ¼
Xn

i¼1

wji � xi þ bj ¼ WjXþ bj ð1Þ

Among them, X ¼ ½x1; x2; :::; xi; :::;xn�T;Wj ¼ ½wj1;wj2; :::;

wji; :::;wjn�. If x0 ¼ 1;wj0 ¼ bj is set, it is included in the input



Fig. 1 Coupling of urban green space landscape planning and artificial neural network structure.
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signal, and the input offset bj becomes a weight element, then

X¼ ½x0;x1;x2; :::;xi; :::;xn�T;Wj ¼ ½wj0;wj1;wj2; :::;wji; :::;wjn�, As

shown in formula (2), it is a simple expression of the output
after the action of the excitation function:

yi ¼ fðsjÞ ¼ fð
Xn

i¼1

wji � xiÞ ¼ FðWjXÞ ð2Þ

Neti ¼
XM
j¼1

wijxj þ hi ð3Þ

hi is the bias vector of hidden layer, that is, h ¼ ðh1; h2; :::; hqÞT.
Where /ðxÞ is the transfer function of the hidden layer.
The input and output expressions of the output layer are

shown in formulas (5) and (6):
Netk ¼
XM
i¼1

wkiyi þ ak ð5Þ

Ok ¼ wðNetkÞ ð6Þ
Where ak is the offset vector of the input layer, namely

a ¼ ða1; a2; :::; aLÞT.
Where O ¼ ðo1; o2; :::; oLÞ is the output vector.

f ¼ 1

1þ e�x
ð7Þ

After the BP neural network obtains the output value, it com-
pares with the ideal output value to obtain the prediction error
e, as shown in formula (8)

ek ¼ Yk �Ok ð8Þ



Fig. 2 Landscape pattern index of output layer.

Fig. 3 BP neural network structure diagram.
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Where Yk is the ideal output value. Then the weight wjk;wij and

threshold a; b of BP neural network are adjusted, as shown in

formula (9) to (12):

wij ¼ wij þ gyjð1� yjÞxðiÞ
X

wjkek ð9Þ

wjk ¼ wjk þ gyiek ð10Þ

aj ¼ aj þ gyið1� yjÞ
X

wjkek ð11Þ

bk ¼ bk þ ek ð12Þ
As shown in Fig. 4, the flow chart of BP neural network

algorithm is shown.Fig. 5
The weight of BP neural network algorithm has a great
influence in training. It is optimized by the method of addi-

tional momentum, as shown in formula (13):

DW0ðtþ 1Þ ¼ DWðtþ 1Þ þ @�DWðtÞ ð13Þ
Where t denotes algebra and the previous generation influences
the weight of the next generation, @ denotes the influence fac-
tor, namely additional momentum. In addition, the learning

rate g of BP neural network is constant. If the value is too
large, the BP neural network will have turbulence, and if the
value is too small, the target effect cannot be achieved. There-
fore, the adaptive learning rate is adopted, as shown in for-

mula (14):



Fig. 4 Flow chart of BP neural network algorithm.

7146 S. Li, Z. Fan
gðtþ 1Þ ¼
1:05gðtÞEðtþ 1Þ > EðtÞ
0:7gðtÞEðtþ 1Þ < EðtÞ

gðtÞother

8><
>:

ð14Þ
3.3. Network optimization of urban green space landscape
scheme evaluation system

Although BP neural network has good learning performance,

the application effect in urban green space landscape scheme
evaluation can not reach the ideal expectation. Therefore, this
paper can achieve dynamic global search by iterating the glo-
bal optimization through the search information shared by

each particle in the collective population and the individual
optimization of each particle, and each iteration will produce
a better population to achieve the local optimal solution. In

this process, it has a wider range of applications. Different
from other algorithms, the population in particle optimization
algorithm is composed of abstract particles without mass and

volume. The population dimension is the number of individu-
als. If the dimension is n, the position of particles in the pop-
ulation can be expressed as vector Xi ¼ ðx1; x2; :::; xnÞ, and the

velocity of particles can be expressed as vector
Vi ¼ ðv1; v2; :::; vnÞ. The formula of particle optimization algo-
rithm is shown in formulas (15) and (16):

v½kþ 1� ¼ v½k� þ c1 � randðÞ � ðpbest½k� � present½k�Þ
þ c2 � randðÞ � ðgbest½k� � present½k�Þ ð15Þ

present½kþ 1� ¼ present½k� þ v½kþ 1� ð16Þ
Where v½k� is the velocity expression of the particle after k iter-
ations, c1 � randðÞ � ðpbest½k� � present½k�Þ is the individual
income of the particle, c2 � randðÞ � ðgbest½k� � present½k�Þ is

the overall income of the particle, c1 and c2 are the learning
speed of the particle. If the particle optimization algorithm
has a great speed at the beginning of iteration, it will narrow
the search range in a short time, and then search the narrowed
range in depth by reducing the particle speed, which will

greatly improve the performance of particle optimization algo-
rithm. Therefore, in terms of speed, a non negative inertia
weight is added to control the particle speed, as shown in for-

mula (17):

v½kþ 1� ¼ w � v½k� þ c1 � randðÞ � ðpbest½k� � present½k�Þ
þ c2 � randðÞ � ðgbest½k� � present½k�Þ ð17Þ

Where w is the inertia weight, and its numerical value is posi-
tively related to the global optimization performance, and
inversely related to the local optimization performance. The
formula is shown in (18):

wðtÞ ¼ ðwini � wendÞ � ðGk � gÞ
Gk

þ wend ð18Þ

Where Gk is the maximum number of iterations, wini is the ini-
tial value of inertia weight, wend is the value of inertia weight
caused by the maximum number of iterations.

After particle swarm optimization, the weights and thresh-
olds of BP neural network exist as the position vector of par-
ticles in particle swarm optimization and are updated

iteratively, so as to obtain the optimal weights and thresholds.
Let the number of nodes in the input layer of BP neural net-
work be expressed as n, the number of nodes in the hidden

layer be expressed as l, and the number of nodes in the output
layer be expressed as m, as shown in formula (19), the position
of particles in the mass is as follows:

Xi ¼ ðxi1; xi2; :::;xidÞ
¼ ðwl1;wl2; :::;wlm; ul1; ul2; :::; unl; b1; b2; :::;bm; @1; @2; :::; @ lÞ

ð19Þ

vikðtþ 1Þ ¼ wðtÞvikðtÞ þ c1r1ðpik � xikðtÞÞ þ c2r2ðpgk � xikðtÞÞ
ð20Þ

xikðtþ 1Þ ¼ xikðtÞ þ vikðtþ 1Þ ð21Þ



Fig. 5 PSO-BP neural network algorithm flow.

Fig. 6 Green space sample cutting map.
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Fig. 7 Comparison of initial training error decline between PSO-

BP neural network and simple BP neural network.

Fig. 8 Iteration error decline curve.

Fig. 9 Iteration erro
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The learning factors are c1 and c2, the random values are r1
and r2, and the number of particles in the population is k.
As shown in formula (22), it is the expression of inertia weight
update

wðtÞ ¼ wmax � t � wmax � wmin

Tmax

ð22Þ

The flow chart of PSO-BP neural network algorithm is
shown in Fig. 6.

4. Training results and simulation results of urban green space

landscape scheme evaluation system

4.1. Training results of PSO-BP neural network system for
urban green space landscape scheme evaluation

This paper selects the green space landscape planning system
plan of Wanning district as the experimental basis, extracts
the corresponding patches and carries on the sample grid,

and selects 42 samples from the grid for the following test,
as shown in Fig. 6.

The 42 samples include different urban green space land-

scapes such as protective green space, ecological green space
and comprehensive park. Before the experiment, the area
and percentage of different green space need to be extracted.

In addition, the data of patch density, average perimeter area
ratio, spreading degree and Shanno diversity index need to be
processed. After the sample data is collected and classified, the
similarity of samples 15 and 23, 30 and 37 is very high. There-

fore, it is meaningless to learn PSO-BP neural network at the
same time, which will reduce the learning speed of the system.
In addition, the plaque types of samples 8, 10, 14, 16, 28, 33

and 34 are unitary, which belong to abnormal samples and
are not representative. If they are added into the sample
learning.
r gradient change.



Fig. 10 Ecological green space and four index curves.
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The problem of vanishing gradient exists in the BP neural
network model. This paper avoids this problem by confirming
the number of neurons in the hidden layer. PSO is to find the

optimal solution through cooperation and information sharing
among individuals in the group. The advantage is that it is sim-
ple and easy to implement, and there is no adjustment of many
parameters. At present, it has been widely used in function

optimization, neural network training, fuzzy system control
and other application fields of genetic algorithm. Thus, PSO
algorithm is used to control parameter adjustment in this

paper. After testing, it is concluded that when the number of
neurons in the hidden layer is 12, it can not only ensure its
accuracy, but also improve its generalization ability. As shown

in Fig. 7, it is a comparison diagram of initial training error
reduction of PSO-BP neural network and simplified BP neural
network. It can be seen from the figure that the error of PSO-
BP neural network and BP neural network in the first 25 train-

ing and learning decreases greatly, and after 25 training and
learning, the error decreases and tends to be stable gradually.
After 129 times of learning, PSO-BP neural network began to
converge and the error value reached the ideal value. After 83
times of learning, the error of BP neural network remains
stable, but there is still a certain distance from the ideal error

value, which shows that there is a problem of local optimal
solution. The initial training error reduction of PSO-BP neural
network and simple BP neural network is compared experi-
mentally. It can be seen from the experiment that the error

of PSO-BP neural network and BP neural network in the first
25 training and learning is small. After many training and
learning, the error decreases and gradually tends to be stable.

The error of BP neural network remains stable, but there is still
a certain distance from the ideal error value, indicating that
there is a local optimal solution problem. It can be seen that

the optimized PSO-BP neural network has faster learning
speed, avoids the problem of local optimal solution and
reduces the error. It can be seen that the optimized PSO-BP
neural network has faster learning speed, avoids the problem

of local optimal solution and reduces the error.
After the above error test, PSO-BP neural network algo-

rithm can maintain the error in a very small state, but there



Fig. 11 The curves of protective green space and four indicators.
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is still a certain distance between the number of samples above
and the actual number of green landscape to be evaluated.

Therefore, iterative training test is also needed, as shown in
Figs. 8 and 9.

Comparing Figs. 8, 9 and Fig. 7, it is found stability of

PSO-BP neural network has obvious changes after adding
the number of new samples on the basis of the number of ini-
tial training samples. The error of PSO-BP neural network

begins to decline steadily and slowly, and tends to converge
at about 220 times, Finally, the expected error effect is
achieved at 279 times. This shows that the increase of the num-

ber of samples will make the PSO-BP neural network improve
its complexity level, thus increasing the change of network
structure.

4.2. Evaluation and analysis of PSO-BP neural network system
for urban green space landscape scheme evaluation

Human activities are one of the important factors in urban

green space landscape planning. Therefore, four indicators will
be analyzed when the urban green space landscape planning
scheme is simulated and evaluated. As shown in Fig. 10, the
ecological green space and four indicators are shown in the
curve.

It can be seen from the curve in the figure that the impact of
ecological green space on urban green space landscape pattern
planning is relatively simple. There is only a large fluctuation

in the trend of patch density or average perimeter area ratio.
When the maximum peak value appears, it is the time when
the proportion of ecological green space is the most inconsis-

tent with the two indexes, that is to say, the landscape planning
of urban green space is in the most fragmented state at this
time. In addition, there are two intersections between the eco-

logical green space curve and the two indexes, which means
that the values of the two indexes are consistent with the plan-
ning values. The curve of spread degree and diversity is rela-
tively flat, which is in a relatively balanced value from 15%

to 26%. To sum up, on the basis of keeping other green space
conditions unaffected, the proportion of ecological green space
can be appropriately increased, so that the ecological pattern

of the whole urban green space landscape can be better
developed.

As shown in Fig. 11, it is the curve chart of protective green

space and four indexes. It can be seen from the figure that the



Fig. 12 Comprehensive park and four indicators of the graph.
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three indexes, namely patch density, average perimeter area
ratio and diversity, have reached a higher value at the initial
value. In addition to the diversity index, the other two indexes

showed a small increase in the proportion of 3%, and then
began to decline. Among the four indexes, only the spread
degree is in a state of slow increase. Therefore, the protective

green space has little influence on the landscape ecological
planning of urban green space. It can be seen from the intersec-
tion of the spread degree and diversity curve that when the
proportion reaches about 17%, both values are higher than

the expected value, so the proportion of protective green space
can be controlled at about 17%, so as to maintain the stability
of the diversity and spread of the overall urban green space

landscape planning.
As shown in Fig. 12 is a graph of comprehensive park and

four indexes. It can be seen from the curve in the figure that the

change in the top 30% proportion has a great impact on the
urban green space landscape planning. After 30%, the curve
tends to be stable, and the influence does not change with

the increase of the proportion. The curve of diversity index
was at the maximum value at the initial value, then began to
decline in a small range, and began to stabilize when the pro-
portion reached about 28%. According to the two indices, the
proportion of comprehensive park is reasonable in the range of
10% to 25%.

5. Conclusion

This paper constructs the evaluation model system of urban
green space landscape planning scheme based on PSO-BP neu-

ral network. Through the simulation test, the reasonable pro-
portion of green space can be analyzed according to the
relationship between different types of urban green space

and the four indicators, and the corresponding pattern adjust-
ment suggestions can be given according to the original situa-
tion, which makes the urban green space landscape planning
more in line with the behavior and needs of urban residents

and contribute to the future development of urban green space
landscape planning. Compared with the traditional evaluation
system, PSO-BP neural network evaluation model can improve

the accuracy of urban green space landscape planning data. On
this basis, multiple expert evaluation databases are established
at the same time. Through training and learning, the analysis

error is greatly reduced, so as to obtain scientific and reason-
able evaluation and analysis results in a short time. In the pre-
vious urban green space landscape planning scheme, the
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problems such as the data obtained is far from the actual situ-
ation and the scheme analysis is unreasonable are solved.
However, the research of this paper still lacks the destructive

investigation of the existing green landscape ecology of the
city. Therefore, it needs further improvement in the future
research.
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