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Aiming at the problems of small data storage, small platform throughput, and high energy consumption in the development of
existing cloud computing platforms, this paper develops a cloud computing platform based on neural networks. In the design of
the platform, firstly, the functions of the cloud computing platform are determined. Based on the function design, the hardware
and software of the cloud computing platform are designed. In the hardware design, the topology of cloud computing platform,
data acquisition module, single-chip microcomputer, node deployment, and other types of functional hardware are designed. In
the software design, the neural network is mainly used to remove the redundancy of data stored in a cloud computing platform,
design the data processing flow of cloud computing platform, and complete the development of cloud computing platform based
on neural network.-e experimental results show that the cloud computing platform based on the neural network designed in this
paper runs faster, the throughput of platform data has been significantly improved, and the operating energy consumption of the
platform is low.

1. Introduction

With the development of information technology, the In-
ternet has become an indispensable part of people’s life.
People cannot get information, publish information, and
exchange information without the Internet. In this context,
the computing that consumes the most CPU is gradually
transferred to the processing of information [1]. -e com-
puting power that a single processor can provide is close to
the limit. -is makes major manufacturers face great
challenges; they need to mine useful information from TB
and even Pb level data and process this information quickly
and efficiently [2].

Cloud computing technology is a business model rising
in recent years [3]. It combines the characteristics of dis-
tributed computing, parallel computing, and grid computing
and uses the computing cluster built by a large number of
ordinary servers and the storage cluster built by a large
number of low-cost devices to provide users with scalable
computing resources and storage space. Cloud computing
technology creates a new applicationmode, whichmakes the

computing power circulate through the network and provide
computing power services comparable to supercomputers
through combination, and gradually develops into a network
application trend. -e deployment and application of su-
percomputer applications face a very high threshold due to
the very expensive hardware investment, while cloud
computing combines ordinary personal computers and
standard servers into computer clusters through the Inter-
net, becoming a low-cost solution for supercomputing
services [4]. In the cloud computing environment, both the
number of users and the number of resources are very large.
Without a rigorous regulatory mechanism, it is easy to be
chaotic and out of order. In addition, China’s laws and
regulations on intellectual property are not perfect, piracy is
very serious, and the intellectual property rights of resource
builders are vulnerable to infringement. In order to ensure
the smooth progress of resource sharing in the cloud en-
vironment, it is necessary to establish a rigorous regulatory
mechanism to supervise the sharing behavior of users.
Establishing a professional organization with organizational
ability and supervision is a better solution [5].
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-e neural network has been the research hotspot of
artificial intelligence since the 1980s. Its accuracy in many
applications of artificial intelligence is higher than that of
traditional methods. A neural network is composed of a
large number of interconnected nodes, and the connection
also contains many nonlinear elements. A large number of
nodes need a large number of parameters. Neural network
training is the process of constantly adjusting network pa-
rameters. Neural network training often needs many iter-
ations to optimize the network performance, which usually
takes a lot of time. Even using a graphics processor to ac-
celerate neural network training is still very time-consum-
ing. In addition, neural network training often needs a lot of
training data. A neural network needs a lot of training data
and time-consuming computing, which makes it very
suitable for cloud computing platforms [6]. -e cloud
computing platform can store a large number of training
data in a distributed manner and can also use multiple cloud
nodes to participate in the calculation of neural networks at
the same time. Compared with the neural network running
on a single machine, the neural network based on a cloud
computing platform greatly shortens the training time and
has the ability to store and process massive training data.
Aiming at the large amount of data stored in the network,
this paper develops a cloud computing platform based on a
neural network to improve the effectiveness of network data
storage.

-e arrangements of this paper are as follows: Section 1
consists of an introduction. Section 2 discusses the devel-
opment of a cloud computing platform based on a neural
network. Section 3 introduced the experimental analysis as
well as an experimental scheme, design of experimental
indicators, and analysis of experimental results in detail.
Section 4 concludes the paper.

2. Development of Cloud Computing Platform
Based on Neural Network

-e delivery of various services over the Internet is known as
cloud computing. -ese resources include data storage,
servers, databases, networking, and software, among other
tools and applications. As long as an electronic device has
Internet access, it has access to the data as well as the
software programs needed to run it.

2.1. Function Analysis of Cloud Computing Platform

2.1.1. Application and Management of the Virtual Machine.
-e application includes the selection of virtual machine
type and image, as well as the naming of the virtual machine.
Management mainly includes virtual machine deletion,
virtual machine suspension/recovery, snapshot creation, and
virtual machine monitoring [7].

2.1.2. Snapshot Management. Snapshots created by users are
displayed here in the form of a list, which can be deleted, or a
new virtual machine can be started directly from the
snapshot. In addition, the administrator can also see and

manage the backup snapshots of each virtual machine of the
user.

2.1.3. Full Rule Management. Users can create their own
security rules and assign different security rules to different
virtual machines rules to provide a more flexible firewall.

2.1.4. Management of Physical Hosts. View the running
status of the physical. And you can wake up the physical host
Make. Check the number of virtual machines running in the
host, and perform hot migration for physical machines with
low resource occupancy to save energy.

2.1.5. Load Forecasting. According to the load of the virtual
machine in the past month, predict the load of the virtual
machine in the next 5 days. According to the situation, users
can allocate or recycle virtual machines in time.

2.1.6. LoadMonitoring. Users can view a load of their virtual
machines in the past day, and administrators can also view
objects that manage the load of the host in the past day.

Different service resource types are provided by cloud
computing; the industry will be divided into three service
categories: platform as a service (PaaS), software as a service
(SaaS), and infrastructure as a service (IaaS) [8]. PaaS allows
users to deploy applications created by users on the infra-
structure or obtain applications created using programming
languages, services, and tools supported by the provider;
SaaS allows users to use the application running on the cloud
infrastructure by the provider; IaaS provides users with the
ability to equip processing, storage, network, and its basic
computing resources where the software is deployed and
run, including the operating system and application pro-
grams. Open Stack is an open-source IaaS implementation.
It is a key Cloud Computing Development Project
cosponsored by NASA Rackspace. It integrates a series of
interrelated open-source groups to form a seamless self-
service platform and provides high-performance computing,
store, and network by using virtualization and scalable
technology [9].

2.2. Hardware Design of Cloud Computing Platform

2.2.1. Topology Design of Cloud Platform. -e topology
design of a cloud platform is related to the overall devel-
opment of the platform. Cloud platform users access the
web-based cloud platform management system through the
enterprise internal network. Users are divided into ad-
ministrators and ordinary users according to their per-
missions. Administrator users manage cloud platform
resources through the cloud platform management system,
and ordinary users can apply for resources through the cloud
platform management system [10]. -e cloud platform
management system calls the resource scheduling interface
to operate virtual machines, physical hosts, and other re-
sources. It encapsulates all the interfaces for operating Open
Stack and the shutdown/wake-up interface of physical hosts
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[11].-e prediction server obtains andmonitors the running
load data of physical hosts and virtual machines and stores
the data in the Mongo database. In addition, the MongoDB
database also stores the relevant information of users in the
cloud platform management system [12]. -e topology of
the cloud platform is shown in Figure 1.

2.2.2. Design of Data Acquisition Module. In the hardware
design of the cloud computing platform, the platform is
developed based on the existing hardware. Its main function
is to effectively collect and store data [13]. -erefore, this
paper first designs the automatic data acquisition module for
massive network resources. -e design flow of the acqui-
sition module is shown in Figure 2.

-rough wireless transmission, the data in different
environments in the network can be monitored in real
time, the abnormal state of data can be paid attention to in
real time, and early warning can be carried out. In this
process, through the effective realization of monitoring.
When the data in the network is monitored in real time, the
collected characteristic data is transmitted to the main
control room [14].

2.2.3. Single-Chip Microcomputer Selection of Cloud
Computing Platform. In the hardware design of cloud
computing platforms, in order to ensure the performance
of cloud computing platforms, the selection of a single-
chip microcomputer is very important. As the platform
terminal control core, stm32f103zet6 is the hardware
support of this paper. -e single-chip microcomputer is
composed of a 64-bit enhanced microprocessor, including
244 pins. Its main frequency is 128MHz. Its powerful
function can be used as the application of the design
platform in this paper [15]. In order to ensure the ac-
cessibility and expansibility of the system, the multi-
functional embedded performance of the single-chip
microcomputer is good, including multiple I/O ports. -e
access port mode is shown in Figure 3.

Each interface set can be effectively connected with the
software to realize a convenient connection. -e MCU also
has rich peripheral resources, withmultiple high-speed ADC
and RTC real-time clocks. -e clock is the hardware basis of
the terminal, which can effectively improve the integration
of the system, reduce the use of special chips for peripherals,
and reduce the system cost.

2.2.4. Design of Core Controller of Cloud Computing
Platform. With the passage of time and the increasing data
of cloud computing platforms, it is necessary to set the
master controller to improve the performance of the plat-
form control capability to meet the control requirements of
the platform. -is paper takes the tc1782 microcontroller as
the core controller [16]. -e controller includes 14 input
channels, 4 communication structures, and arbitrarily
configurable interface circuits. -e interface circuit is shown
in Figure 4.

2.2.5. Node Deployment Design in Cloud Computing
Platform. Node deployment in a cloud computing platform
is related to the function realization of the whole platform
design. Open Stack is built by its subsystems. Each sub-
system can be installed separately, so there are various ways
to build it, but generally speaking, it is divided into two
types: one is all in one, and the other is multinodes. Single
node installation installs all subsystems on a physical host,
which is generally used for introductory learning or testing,
not really into the production environment. Multinode
installation is to install different subsystems on different
physical hosts according to needs to provide flexible func-
tional services. In this cloud platform, Open Stack mainly
uses three functions: image management, security group
management, and virtual machine management. -ree core
subsystems of Open Stack are deployed on the node, namely,
the authentication subsystem keystone, the image subsystem
glance, and the Nova management-related components of
the virtual machine subsystem Nova [17]. In addition,
MySQL database and quid message queue are installed as
service support. On the computing node, deploy the Nova
network component, and Nova computes the component of
the subsystem Nova [18]. -e specific deployment method is
shown in Figure 5.

2.3. Software Design of Cloud Computing Platform Based on
Neural Network. A neural network simulates the human
brain neural network to establish a model, which can be
logically understood as the approximation of a certain
algorithm or function. A neural network is widely used in
the field of artificial intelligence and shows good results. In
order to make the neural network model fit the target task
as much as possible, the model parameters need to be
adjusted continuously during training. Each training of
neural network is to analyze the error between the output of
the network and the expected output and appropriately
adjust the network parameters according to the error [19]
so that the model can better fit the data. -e gradient
descent method is the most commonly used optimization
algorithm for depth neural networks.-e error between the
output of the neural network and the expected output is
defined as a loss function. -e gradient descent method
calculates the derivative of the loss function to the pa-
rameter and adjusts the parameter along the opposite di-
rection of the derivative.

Assuming that the loss function is a derivative of the

parameter ⟶Δ A, the new weight result is

⟶Δ A � A − R × ∇H. (1)

Among them, R represents the learning rate, the value
affects the distance that the parameter moves in the opposite
direction of the derivative, and the loss function of the
modified neural network will reach the optimal value.

-e neural network has a large number of parameters,
and the direct calculation of the partial derivative of the loss
function has a huge amount of calculation and low effi-
ciency. -e propagation link of the backpropagation
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algorithm includes two stages: the forward propagation stage
and the backpropagation stage. In the forward propagation
stage, the input is passed through the neural network, and
the output is obtained. -e backpropagation stage follows
the chain rule, which takes the output of the forward
propagation as the input and the input as the output, and
passes the derivation process back to each layer of the neural
network in a progressive way. -e gradient descent algo-
rithm in a neural network adopts backpropagation to im-
prove the efficiency of calculation.

In this paper, in the design of a cloud platform, the
neural network is applied to effectively process the resource
data in the platform, reduce the work complexity of the
platform, and improve its reflection speed [20].

In the cloud platform resource storage, resources are
mainly stored to support the operation of the cloud plat-
form. Due to the huge number of resources and many
duplicate resource data, the resource data stored in the
module needs to be processed. -e resource data is fused to
reduce the duplication of resource data. -e resource data is
clustered by the hierarchical clustering algorithm, the same
attribute data is set as a cluster, then the similarity of any two
resource data in the cluster family is compared, the two data
with the highest similarity are combined, and the process is
repeated until the similarity in the data is the lowest. -e
specific steps are as follows.

Assuming that the cluster category of the resource data is
set to Ei, Ej, the similarity of both data was determined based
on the characteristics of the resource data in these two
categories, and t is

H Ei, Ej  � RSEi
Ei, Ej  + ρSE Ei, Ej . (2)

-e formula represents the degree of resource data in the
two clusters, ρ is the degree of similar weight of each resource
data, and HEi

(Ei, Ej) is the difference of resource data.
Suppose that there are two categories in the class, analyze

the similarity between them, and express them according to
the characteristics of data attributes and structural rela-
tionships within the data.
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Figure 1: Topology of cloud platform.
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Assuming that aij, aik is two categories in the class, the
similarity between B aij and aik is analyzed according to the
data properties and within-data structural relationship
characteristics, whose expression is

Sim aij, aik  � μSimA aij, aik  + δSimintra aij, aik . (3)

If there is a similar relationship between resource data
characteristics and between Ei, Ej, H � 1 ; if not, H � 0.

Based on the determination of the similarity of the above
resource data, the data with higher similarity shall be fused;
that is,
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In formula (4), Er

i
, Er

ji
represents the different attribute

properties of different resource data, N represents the total
number of fused similar resource data, and ϖ represents the
coefficient of difference between resource data.

Based on the above resource data processing in the
cloud platform, the stored data is further processed with the
help of a neural network to reduce the redundancy in the
data and improve the performance of the cloud computing
platform.

A neural network is composed of an input layer, hidden
layer, and output layer, with one input layer, one output
layer, and multiple hidden layers. All layers except the nodes
in the same layer are connected by neuron nodes.-ere is no
coupling between nodes in the same layer, and the neurons
in each layer are only sensitive to the input of neurons in the
previous layer. -e output of neurons in each layer only
affects the output of the next layer. -e basic structure of
data stored in the neural network processing platform is
shown in Figure 6.

Enter the cloud platform storage-related data in the
neural network input layer, mainly including resource data
from the network, network resource buffer data, and rele-
vant cloud platform data uploaded by users. -e number of
data was processed from specific sources and first obtained
by a linear transformation function.

In the resource data processing layer of the cloud
platform, the nonlinear transformation function is applied
to describe the interaction between input processing units,
and the overlapping similar or the same data are deleted;
namely,

Wi �
Vi


n
j�1 Vi

. (5)

In formula (5), Wi represents the actual value after
removing the data and Vi represents the number of similar
data.

In the neural network structure, the processing layer in
the remaining data input structure; namely,

U � (F + K)/2 or K � I
∗
K( 

1/2
. (6)

In this formula, L is different node data representing the
input neural network processing layer.

In the data processing layer, the weight of the input data
is obtained, and the weight is

Qi � qi
′ + Δq, (7)

where Δq represents the random perturbation value of the
data in the processing layer and the data in the processing
layer is processed by the objective function; that is,

℘(x) �
1
2n



n

k�1
qi(a) − y(k) 

2
. (8)

In this formula, n represents the number of data in the
processing layer, qi(a) represents the actual amount of data,
and y(k) represents the actual output value of the data.

-e implementation process of neural network pro-
cessing cloud platform data storage is shown in Figure 7.

3. Experimental Analysis

A method of experimental psychology that focuses on in-
dividual behavior rather than group averages in order to
investigate the links between specific experiences and
changes in behavior. In this section, we explain the exper-
imental scheme, design of experimental indicators, and
analysis of experimental results in detail.

Control node

Support server

Database 1 Database 2

Basic service node

Node management

Management

Network node deployer

Cloud computing platform node

Basic services

Management server 1 

Management server 2

Mobile node deployment

nova-network

MySql

KeyStone

Glance

Figure 5: Schematic diagram of node deployment in cloud
computing platform.
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Figure 6: Basic data storage structure of neural network processing
platform.
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3.1. Experimental Scheme. In order to verify the effectiveness
of the proposed method, the performance of the designed
platform is tested. In the test, the platform is developed on
the basis of basic hardware. -e developed platform can run
normally, and its memory for storing data is large, which is
in line with the research of this experiment. In the exper-
iment, the data resources to be stored are selected from the
MySQL database, and 1GB of data is selected for storage.
-ere is a certain amount of duplicate data and honor data in
the data, which needs to be processed when stored. -e
interval of experimental data storage is 0.5 s/time. -e op-
erating environment of the experimental development
platform is shown in Figure 8.

3.2. Design of Experimental Indicators. In the design of
experimental indicators, the amount of data stored on the
platform, the small throughput of the platform, and the
energy consumption of the platform are taken as the ex-
perimental indicators. -e experiment is carried out in the
form of comparison. In the comparison, this paper takes the
platform of this paper, the platform of literature [8], the
platform of literature [9], and the platform of literature [10]
as the comparison object and compares the experimental
results obtained by the four developed platforms on the basis
of experimental indicators, so as to highlight the effective-
ness of this method.

3.3. Analysis of Experimental Results

3.3.1. Comparison of Data Storage on Different Platforms.
-e storage capacity of platform data is a good measure,
which can measure the internal storage and data processing

capacity of the platform. -erefore, in this experiment, we
compared the changes in the storage capacity of this plat-
form, document [8] platform, document [9] platform, and
document [10] platform when storing sample data. Taking
5000 pieces of data in the sample data as the research sample,
we analyzed the amount of data that can be stored by each
platform with the change of iteration times. -e results are
shown in Figure 9.

By analyzing the experimental results in Figure 9, it can
be seen that there are some differences in the change of
storage volume when storing sample data using this plat-
form, literature [8] platform, literature [9] platform, and
literature [10] platform.When the number of iterations is 50,
the sample data stored on the platform of this paper is about
4800, the sample data stored on the platform of literature [8]
is about 3700, the sample data stored on the platform of
literature [9] is about 3200, and the sample data stored on the
platform of literature [10] is about 2500. When the number
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of iterations is 100, the sample data stored on the platform of
this paper is about 4700, the sample data stored on the
platform of literature [8] is about 4200, the sample data
stored on the platform of literature [9] is about 3100, and the
sample data stored on the platform of literature [10] is about
3700. -rough the comparison of data, it can be seen that,
with the continuous change of iteration times, the amount of
data stored on the four platforms has changed to some
extent. However, from the overall trend, the amount of data
stored on the platform in this paper is greater than that on
the other three platforms.-is is because the platform in this
paper considers the problems of system memory and data
storage in the development, which improves the effective-
ness of the platform in this paper, and the practical oper-
ability of the platform is verified.

3.3.2. Comparative Analysis of Network <roughput on
Different Platforms. In order to verify the performance of
the designed platform, the experiment further analyzes the
network throughput performance of this platform, reference
[8] platform, reference [9] platform, and reference [10]
platform. -e larger the throughput, the better the perfor-
mance of this platform. -erefore, the network throughput
of the four platforms is experimentally analyzed, and the
results are shown in Figure 10.

From the experimental results in Figure 10, it can be seen
that there are some differences in the network throughput
performance of this platform, literature [8] platform, liter-
ature [9] platform, and literature [10] platform. When the
number of iterations is 40, the platform network throughput
in this paper is about 2200Mpbs, the platform network
throughput in literature [8] is about 510Mpbs, the platform
network throughput in literature [9] is about 480Mpbs, and
the platform network throughput in literature [10] is about
600Mpbs. When the number of iterations is 100, the
platform network throughput of this paper is about
2500Mpbs, the platform network throughput of literature
[8] is about 2000Mpbs, the platform network throughput of

literature [9] is about 1800Mpbs, and the platform network
throughput of literature [10] is about 1600Mpbs. In contrast,
the performance of this platform is better.

3.3.3. Energy Consumption Analysis of Different Platforms.
Operation energy consumption is also the key to measuring
the performance of the platform. -erefore, the energy
consumption of this platform, reference [8] platform, ref-
erence [9] platform, and reference [10] platform is experi-
mentally analyzed. -e lower the energy consumption, the
better the performance. -e experimental results are shown
in Figure 11.

By analyzing the experimental results in Figure 11, it can
be seen that there are some differences in the operating
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energy consumption of the four platforms in the operating
energy consumption test by using the platform of this paper,
the platform of literature [8], the platform of literature [9],
and the platform of literature [10]. Among them, the op-
eration energy consumption of the platform in this paper is
lower and always shows a downward trend, while the op-
eration energy consumption of the other three traditional
platforms is higher than that of this platform, which verifies
the effectiveness of this platform.

4. Conclusion

-is study develops a cloud computing platform based on
neural networks to overcome the challenges of tiny data
storage, low platform throughput, and high energy con-
sumption in the development of existing cloud computing
platforms. -e functions of the cloud computing platform
are first identified during platform design.-e hardware and
software of the cloud computing platform are created based
on the function design.-e structure of the cloud computing
platform, data acquisition module, single-chip microcom-
puter, node deployment, and other types of functional
hardware are designed in the hardware design phase. -e
neural network is mostly used in software design to reduce
redundancy from data stored in a cloud computing plat-
form, design the cloud computing platform’s data pro-
cessing flow, and finish the construction of a cloud
computing platform based on a neural network.

-e experimental results show the following:

(1) -e amount of resource data stored on this platform
is large and operable

(2) When using this platform, the network throughput is
significantly improved, and the effect is good

(3) -e energy consumption of this platform is always
lower than that of the traditional three platforms,
which verifies the effectiveness of this method
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