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ARTICLE INFO ABSTRACT

Keywords: This paper presents a novel approach of employing hierarchical control to optimize the operation of islanded

Energy management AC microgrids. The proposed method is an offline, centralized, power-flow-based energy management scheme

IS%'(mded _AC microgrid which includes primary and secondary control dynamics in a modified power-flow formulation. The inner

E‘erarcg”ca] control power-flow level maintains bus voltages and system frequency within the desired range and ensures power
ower tlow

balance in the network. The outer optimization level ensures that the various components remain within their
operational constraints, while optimizing a system-level objective. Two case studies are explored using a mod-
ified 14-bus medium voltage (MV) CIGRE benchmark microgrid to validate the proposed energy management
algorithm. The first case includes minimization of conventional generator operating cost and renewable energy
curtailment, both with linear and non-linear loads, and the second case includes minimization of conventional
generator operating cost with load shedding. The results obtained from the case studies show the efficiency of
the proposed energy management algorithm, and evidence its reliability for the optimal operation of islanded
AC microgrids with multiple renewable energy sources.

Energy storage system

1. Introduction

The extensive promotion of green energy and decarbonization,
through the various environmental policies and initiatives, have driven
research towards innovative solutions. In this regard, renewable energy
sources (RES) and complementary technologies have received wide
global attention. This has propelled a rise in decentralizing the power
system through deploying distributed energy resources (DERs). Micro-
grids have emerged as an promising means of interconnecting DERs to
the distribution grid [1]. Microgrids are formed by the accumulation
of distributed generation (DG) units, energy storage systems (ESS) and
loads that operate in conjunction with each other to ensure reliable
power supply to the microgrid network [2]. Additionally, they can
operate in grid-connected mode by being connected to the distribution
grid through a point of common coupling (PCC), or independently of
the distribution grid in islanded mode. Fig. 1 displays a schematic
representation of a microgrid with conventional generators (CGs), RES
such as wind turbines (WTs) and solar photovoltaic (SPV) panels,
ESS, loads and the main utility grid, along with a centralized energy
management system (EMS).

Microgrids offers various technical, economical, and environmental
benefits [3]. They support remote area electrification, reduce power
outages, and improve the energy efficiency in the system. Microgrids
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also reduce system losses and provide ancillary services to ensure eco-
nomical operation. Environmental benefits may include the increased
use of RES which help in minimizing emissions and carbon footprint.
Microgrids are, however, associated with many challenges such as
low inertia, system stability, power quality, power sharing among the
DGs, maintaining voltage and frequency, and communication related
challenges [2,4,5]. Naturally, a comprehensive control scheme is re-
quired to overcome the various challenges, although, a single control
cannot address all the issues. Since the different objectives operate in
different time scales with varying time constants, a hierarchical control
(HC) scheme is considered appropriate for microgrid control [4,6].
Generally, a three-levelled HC scheme is considered with primary,
secondary, and tertiary controls. The different control layers operate
in a decoupled manner, while exchanging relevant information with
each other [6]. The tertiary layer, also know as the EMS, is responsible
for the supervising and optimizing the microgrid operation based on
predefined objectives. Furthermore, it can communicate with several
components in the microgrids and supervise their operation.

Many microgrid control strategies have been described in literature
employing a variety of algorithms. Model predictive control (MPC)
based methods have been used in [7-9]. MPC is an appealing power
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Fig. 1. Microgrid schematic representation.

system control strategy due to its capability to account for predictions
in the system behaviour [7]. Heuristic methods, such as particle swarm
optimization (PSO), have also been used for optimizing microgrid
operation [10,11] and energy management of multiple microgrids [12].
The contributions in [13,14] provide an exhaustive and detailed review
of the various types of algorithms and methods used in literature for
microgrid energy management, along with the tools used, optimization
objectives and constraints.

Droop-based methods have also been used for energy management.
In islanded AC microgrids, the DGs are also responsible for maintain-
ing voltage and frequency [15], along with sharing the power to be
supplied to the load [2,16], which can be done by using droop-based
methods. In [17], the proposed EMS uses a double derivative based
droop controller to find a compromise between accurate power sharing
among the DGs and microgrid stability using small signal analysis.
In [18], an optimal power flow (OPF)-based power sharing EMS for
hybrid AC/DC microgrids is proposed to optimize the DG droop charac-
teristics, while also preserving the stable power sharing in the system.
The method further regulates the AC/DC voltage and the system fre-
quency. The inclusion of power-flow in the EMS ensures power balance
in the system. In [19], the authors describe an extended optimal power
flow (EOPF)-based hierarchical scheme for the control of islanded AC
microgrids. This work uses a modified power-flow formulation which
includes the effect of the primary droop control and aims to find droop
coefficients for the DGs while regulating the PCC voltage to 1 p.u.
and maximizing the microgrid efficiency. In previous works, the energy
management strategies include only the primary droop characteristics
in their formulation. However, if secondary control is also included
in the power-flow formulation, maintaining bus voltages and system
frequencies as optimization objectives or constraints would not be
required. Furthermore, the inclusion of both primary and secondary
control represent the dynamics of the DG units more accurately [20].
This is the basis of the EMS proposed in this paper.

This paper presents an offline EOPF-based hierarchical scheme for
islanded AC microgrids that makes use of a modified power-flow formu-
lation. This formulation includes both primary and secondary control
within the power-flow and is modelled as a new type of bus so as
to more accurately represent the steady-state dynamics of the system.
Additionally, the paper explores the impact of introducing soft limits
for bus voltages and considering multiple droop coefficients over the
time horizon for the optimization. This can enhance the flexibility of
the energy management algorithm and contribute to maintaining a re-
liable system operation. To validate the proposed energy management
algorithm, two case studies are addressed using a modified 14-bus MV
CIGRE benchmark microgrid.

The rest of the paper is organized in the following manner. Section 2
describes the different levels of the microgrids HC. Section 3 presents
the modified power-flow formulation. In Section 4, the proposed EOPF
algorithm is described in detail. Section 5 contains the data for modified
CIGRE benchmark microgrid considered in this paper. In Section 6,
two different cases are simulated using the proposed EOPF algorithm
and the results are analysed. Finally, concluding remarks are given in
Section 7.

2. On the microgrid operation management and control

A microgrid can operate in grid-connected or islanded mode. The
islanding operation may be due to intentional reasons such as mainte-
nance or security issues, or it may be due to some unintentional reasons
such as faults, component failure, etc [2]. In either case, there is a
need to control the microgrid with its various DERs to provide proper
active and reactive power-sharing among the DGs, and to maintain
voltage and frequency within the desirable limits. Since dynamics with
different time constants are involved in the system and a single control
cannot manage multiple operational targets, a hierarchical control (HC)
scheme is required. It consists of three levels: primary, secondary, and
tertiary control.

2.1. Primary control

Primary control is the first response to any change in the system con-
dition. It gives the reference points to the voltage and current control
loops of DG units, adding virtual inertia in the system and controls their
output impedance [21]. This principle can be implemented in Voltage
Source Converters by the use of well known P/Q droop method. The
power injection for each DG units in the microgrid is given by frequency
 in relation with active power P, and voltage V with reactive power
Q given in (1) and (2).

o=0"-KP, D
V,=V-K!Q, (2)
where o* is the reference angular frequency of the system, V,* is the

reference voltage amplitude, and K? and K| are droop coefficients for
the nth bus.

2.2. Secondary control

The secondary control regulates the voltage magnitude and fre-
quency to their nominal values for any change of load or generation in
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Fig. 2. Hierarchical control with primary and secondary control.

a microgrid. It has a slower time response than the primary control due
to some limitations such as availability of primary sources and battery
capacity [3]. As shown in Fig. 2, the controlled DG units are connected
through RL and RC filters to a PCC bus. The secondary control measures
the voltage and frequency at the PCC bus and compares it with the
references w* and |V**|. The error is given to the proportional integral
(PI) controller to obtain the output signals U/, and U] as given in (3)
and (4) [21].

U = K" (0" — w,) + K™ /(a)* - w,,) dt 3

u;=K””<|V**|—|v,,,|>+1<"”/<|V**|—|Vm|>dr @

where, K? and K' are the proportional and integral gains for volt-
age and frequency, respectively. The output signals U}, and U] of PI
controllers are sent to the primary control for voltage and frequency
restoration. Following this modification, the droop Egs. (1) and (2) are
modified as follows,

o=0"-K'.P,+U), 5)

V,=V-K.O,+U; (6)

n

2.3. Tertiary control

The tertiary control incorporates an EMS that accounts for the
efficiency and economic concerns in the optimal operation of the
microgrid. Although some papers assign EMS to the secondary level
and describe tertiary control for multiple microgrid coordination, EMS
can also be used at the tertiary level [22].

The EMS is operated in two different modes: centralized and de-
centralized mode [14,22]. In a centralized mode, the central controller
optimizes the exchange of power-flow between the microgrid and the
main grid or between microgrids. However, the controller should be
sufficiently powerful to process the computational burden and data of
the entire system. Moreover, if a fault occurs, it may cause a breakdown
of the entire system. Decentralized control addresses these problems,
however, it has its own set of drawbacks. It offers more flexibility
in operation but requires a sophisticated communication system for
proper coordination and synchronization. Thus, depending on the size

and operation of the microgrid, a suitable scheme is used [14,22].
However, regardless of the type of control, the main objective of an
EMS is to ensure reliable and flexible operation of microgrid.

The EMS operates in the order of minutes. The primary and sec-
ondary control have a comparable operation time which is much less
than that of an EMS. Hence the EMS’s output can be considered as
a constant input for lower-level controls that operate in the order of
a few seconds or less [2]. An EMS involves various decision making
processes to satisfy the required objectives of the system under various
constraints [13,14]. Some of these objectives are minimizing green
house gas emission, minimizing the operating cost of CGs, minimizing
RES curtailment, etc., subject to constraints such as generation limits,
ESS storage capacity, bus voltage and frequency among others.

3. Microgrid power-flow

Conventional power-flow techniques cannot be used for islanded
microgrids due to following reasons [19]:

(1) The DG units in the microgrid have limited capacity, hence the
slack bus cannot be assigned for all the operating conditions.

(2) In an islanded microgrid frequency is continuously varying and
cannot be assumed as constant.

(3) The active and reactive power sharing among the DG units, and
local bus voltages are not pre-specified and hence, the buses
cannot be classified as PQ or PV buses. Moreover, the power
sharing among the DG units depends on droop characteristics.

Thus, there is a need for modifying the power-flow formulation to
overcome these shortcomings. The modified power-flow formulation
employs a new bus type in the conventional Newton—-Raphson power
flow to maintain its quadratic convergence regardless of microgrid
topology, stability, control and presence of non-linear loads [23].

3.0.1. Primary control — Droop Bus

A droop-based control for islanded AC microgrids is integrated with
power-flow and optimization in [19]. The method makes use of the
well-known droop relations (1) and (2) to calculate the reference or
scheduled powers of the buses needed to estimate the power mismatch
matrix for Newton—-Raphson (NR) power-flow. Moreover, an additional
relation is added to take into account the microgrid frequency. The
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microgrid frequency is always fluctuating and cannot be assumed to
be constant, as in conventional power-flow formulation. Hence, one of
the bus phase angles are required to be taken as reference for the other
buses [19]. This additional equation is also derived from the active
power-droop relation. This formulation further requires fixing the bus
angle § of one of the buses as a reference. The incorporation of primary
control leads to the definition of a new type of bus in the microgrid,
namely the Droop Bus [19].

3.0.2. Secondary control — HCPQ bus

The Droop Bus formulation, however, only represents the grid-
forming primary control in a DG unit. In practical applications, the
DG unit would also possess secondary control for voltage amplitude
and frequency restoration, i.e., in steady state the assumptions |V,,| =
[V:*| and @ = »* can be made. To include these functionalities, the
secondary control equations are needed, which are described in (5) and
(6). The modified equations needed to incorporate secondary control
in the formulation for frequency and voltage amplitude restoration are
described as follows [20],

_Kiu)((gm _ 5'(1)

Pygscheduled) — Kp (7)

n
where 6 is the initial condition and §,, is the bus voltage angle of
the mth bus. All the bus phase angles are automatically computed by
the secondary frequency control (7). There is no need to fix a bus as

reference as in the case with the Droop Bus formulation.
Vi =Vl + U

scheduled) __
oL =
n q
K,

(€))

where Ué”’ is the integral part of U . from (4). There is no way to
directly calculating U/™. Nevertheless, since the voltage magnitude
of the secondary voltage controlled bus m is already known, as it is
fixed to the reference, the reactive power equation for that bus is not
needed for estimating the bus voltage magnitude. The reactive power
mismatch equation from this secondary voltage controlled bus m is kept
in the power mismatch matrix but, instead of finding the bus voltage
magnitude, it is used to find the secondary integral term [20].

This leads to the formulation of a new type of bus for microgrids,
namely the hierarchically controlled PQ (HCPQ) bus [20]. The power
mismatch vector can hence be formulated as follows,

AP,, Prgscheduled) _ P’EL‘ulculated)
AQn = QElscheduled) _ Qilcalculared) (9)

This formulation includes the effect of both primary and secondary
controls and hence, is a more accurate representation of the microgrid
dynamics.

4. EOPF based energy management formulation

The combination of the HCPQ bus formulation from Section 3 with
a tertiary level optimization layer leads to the proposed EOPF-based en-
ergy management algorithm formulation. The inner, power-flow level
regulates bus voltages, system frequency, and ensures power balance
considering the primary and secondary control steady-state dynamics,
while the outer level optimizes the system objectives and ensures that
the various system components are operating within their technical
limitations. The outer level is also tasked with finding optimal values
for certain variables, especially the droop coefficients K” and K/ of
the HCPQ buses, that are needed for the calculations in the inner level.
To better understand the proposed energy management algorithm, a
flowchart is illustrated in Fig. 3.

The proposed energy management algorithm works in the following
way,
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Fig. 3. Proposed EOPF based energy management algorithm flowchart.

(1) Initialize a set of variables to optimize. These variables include
the droop coefficients of the HCPQ buses, active and reactive
power references of CGs on PQ buses, active power reference
for CGs on PV buses, and bus voltages for HCPQ and PV buses.
Other variables maybe be included depending on the system
components and objectives:

« In case if BESS is present in the system, the change in the
state of charge (SOC) for each time interval.

« If load shedding is included, the amount of load that can
be shed.

(2) For the initialized variables, compute steady-state solution using
NR power flow with the HCPQ bus formulation Egs. (7) and (8).

(3) System-level optimization problem is solved, subject to con-
straints.

(4) If the solution does not satisfies the constraints and tolerance
limits, the entire process is repeated from Step 2 with a new set
of variables.

(5) If the solution satisfies the constraints and tolerance limits, the
solution is postulated as the optimal solution and the optimiza-
tion process is ended.

The inclusion of bus voltages for PV and HCPQ buses as optimiza-
tion variables adds flexibility to the system by not fixing the voltage
to an exact, ideal value of 1 p.u. Allowing the voltage to vary within
an allowable range implies that the DGs are not forced to maintain
their bus voltages by generating, or in certain cases absorbing, a certain
amount of reactive power to keep the system in balance throughout
the time horizon. Thus, arises the requirement of soft limits for the bus
voltages.
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Secondly, in case the system has RES, a modification needs to be
made. Normally, buses with RES would be HCPQ buses. However, if
that particular RES is not giving any power during a time interval,
such as buses with SPVs during the night, the maximum possible power
output from those buses drops down to zero. The optimization requires
the DGs on HCPQ buses to generate within their operational limits.
If the maximum and minimum limits are both zero, the power would
need to be optimized to exactly zero. However, the droop coefficients
would also have their lower and upper boundaries. From (7), we see
that for active power to be exactly zero, either the active power droop
coefficient K? would need to be infinite, or ,, = 62, which would not be
possible if loads are also present on those buses. Similarly, for reactive
power in (8) to be zero, either the reactive power droop coefficient K,/
would need to be infinite, or the numerator would need to be zero,
either of which may not be numerically feasible. Hence to overcome
this issue, those buses become PQ buses with zero active and reactive
power outputs during those time intervals.

Two different cases are considered in this paper,

(1) Minimizing the CG operational cost and RES curtailment.
(2) Minimizing the CG operational cost with the inclusion of load
shedding constraints.

and their optimization problems are modelled as described in the
following sections.

4.1. Case I: Minimizing the CG operational cost and RES curtailment

Increased penetration of RES into the distribution network reduces
the need of CGs to meet the demand, thereby lowering the car-
bon emissions. Although, when RES penetration exceeds the system’s
real demand, it produces a slew of concerns, including excessive line
losses, transformer and feeder overloading, protection failure, and over-
voltage concerns, etc.[24]. As a result, RES curtailment is necessary.
This is done by introducing a penalty factor for curtailed RES power
Cres- The optimization problem is as follows,

Ty Ng Ty NRes
fG)=min Y Y (@ PA0) + b Py +c)+ D, D, Cres - Pres(®)
=1 g=1 =1 N=1

where, x = {K!, Ki, ASOC(1), Pcg(t), Ocg®), Vpy(®)
and Vyepo(®)}

(10)
subject to, Pppgs(t)+ E - ASOC(t) =0 a1
P ps®) < Py pps(®) < PP (D) 12)

o egs () S Qg rES(H < Q7% (1) (13)
Kimm < K < K" a4
Kb min < KP < KP max @1s)
—PBEiEd)(I) < 450C() < —PBEfS“)(t) (16)
SO0C™" < SOC(1) < SOC™™ a7
Voy 0" < Vpy (1) < Vpy (" (18)

VHCPQ(l)mi" < Vucro® £ Vycpo®™™ (19)
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Where Py is the curtailed RES power and x is the set of variables
to optimize the given objective function, that consists of droop coef-
ficients K? and K}/, change in the state of charge of a battery, active
Pc and reactive power Qcq contribution from CGs, Vp), and Viycpe
voltage soft limits for PV and HCPQ buses. The cost coefficients for the
CGs were taken from [8,25].

4.2. Case II: Minimizing the CG operational cost with the inclusion of load
shedding constraints

Load shedding is a technique where intentional shutdown of load
takes place in parts or part of the distribution system. It is employed to
prevent system failure when the actual demand in the system is greater
than the available generation.

The optimization objective function (10) is modified as follows for
the inclusion of load shedding,

Ty Ng Ty Np
fE)=min 3\ N (@ P2(1) + by P(0) + )+ Y Y VOLL- P(t)
i ) =1 1=1 20)
where, x = {K?, KI, ASOC(1), P,(1). Peg(t). Qcg1).
Vpy (1) and Viepo(®)}

The optimization variables for this case remain the same as those de-
scribed in case I, with the inclusion of an additional variable P, for load
shed, and the parameter VOLL or value of loss of load. The constraints
also remain the same as case I, with the addition of constraints for load
shed P,

0< B() < PPE() @

The boundaries for the droop coefficients are assumed as follows for
the entire study,

2x1077 <K? <5x107* (22)
2x10° < K? <5%107° 23
5. Modified CIGRE benchmark system

The proposed EOPF energy management algorithm for islanded AC
microgrids is tested on a three-phase balanced modified medium volt-
age (MV) CIGRE benchmark network [8,25,26]. A single-line diagram
of 14-bus 12.47 kV test system is shown in Fig. 4. The system consists of
DG units with a total installed capacity of 4290 kW and a battery energy
storage system (BESS) with capacity of 1000 kWh with its parameters
given in Table 5 in Appendix. The different DER capacities are given in
Table 6 in Appendix. The typical hourly normalized profiles for wind
and solar outputs are shown in Fig. 12 in Appendix.

The aggregated industrial and household loads that are connected to
the network are shown in Table 7 in Appendix. The normalized hourly
industrial and household load profiles are given in [26] where both
of these loads follows the same load pattern, but with different load
scaling depending on power consumption by the customers. The total
system load capacity for active load is 0.4425 p.u, and 0.0841 p.u.
for reactive load as given in Table 7. Since the total DG capacity is
4290 kW, which is much higher than the load, the load would need
to be increased by an appropriate factor. The system base is chosen
as 1000 kVA. The power factor of 0.8 is considered to calculate the
reactive power capacities of the DG units. The detailed information
of line parameters connecting the buses in the CIGRE grid are given
in Table 8 in the Appendix and the transformer parameters are taken
from [8]. According to IEC 60038 [27], the voltage limits are consid-
ered as +5% and —10% of nominal value and from EN 50160 [28], the
frequency limits of +1% of nominal frequency are considered for the
optimal power flow analysis of the MV modified CIGRE microgrid.
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Fig. 4. The modified CIGRE benchmark network under study.

6. EOPF-based energy management assessment

In this section, the proposed energy management algorithm is sim-
ulated on the modified CIGRE grid to optimize different cases,

(1) Minimizing the CG operational cost and RES curtailment.
(2) Minimizing the CG operational cost with the inclusion of load
shedding constraints.

and to assure the system components are operating well within their
constraints and operating limits. The simulations were performed in
MATLAB using fmincon function with SQP algorithm on a computer
with processor Intel (R) Core (TM) i5 - 8250U CPU @ 1.60 GHz,
1800 MHz with 8 GB RAM.

6.1. Case I: Minimizing the CG operational cost and RES curtailment

The penalty factor for curtailed RES power Cgpg is assumed as
50$/MW throughout this study. The load was increased by a factor of
3. To evaluate the system behaviour for cost minimization of CGs and
RES curtailment, +1% voltage soft limits for PV and HCPQ buses are
considered and all the loads were linear. These voltage variables from
the optimization level are used as a reference for respective buses in
hierarchically controlled power-flow formulation. The simulation took
36 iterations and the cost was optimized to $ 682,575.29. Fig. 5 shows
the active power balance and hourly utilized RES active power for 1%
voltage soft limits. It is observed that, there is no contribution from
CGs for active power balance, which is in line with the optimization
objectives of minimizing CG operational cost and RES curtailment. The

International Journal of Electrical Power and Energy Systems 141 (2022) 108140

total RES active power utilized is 55.98%. BESS on the other hand,
supports the optimization objective by managing the excess RES active
power, which can be seen from Fig. 5. The SOC and battery charging
and discharging power are shown in Fig. 6.

Moreover, the system behaviour is also analysed in the presence
of non-linear loads. The linear loads connected to bus 3 and 12 are
replaced by voltage-dependent non-linear loads. The expression for
non-linear loads is given in [29]. The presence of voltage-dependent
non-linear loads increases the optimization cost by 0.227% and the
simulation optimized to a cost of $ 684,126.74 after 13 iterations. From
Fig. 7, it is observed that the voltage on HCPQ bus 3 is optimized to
more than 1 p.u. over the entire time horizon T, and therefore the load
increases by 0.141 kW on this bus, compared to the case with linear
loads and +1% voltage soft limits. On the other hand, bus 12 is a PQ
bus with one of the largest connected load, and the voltage stays below
1 p.u. for majority of the time horizon. Hence, the total system load is
reduced by 28.368 kW increasing the RES curtailment and overall cost
in the system. This also reduces the RES power utilized in the system
by 0.10%.

The optimized droop coefficients with 1% voltage soft limits and
linear loads, and in the presence of non-linear loads are given in
Table 1.

From Table 2, it is observed that the cost increases with a decrease
in RES power utilization due to the reduction of total load in the
presence of voltage-dependent non-linear loads. However, due to this
decrease in RES power utilization, the losses in the system are also
reduced.

6.2. Case II: Minimizing the CG operational cost with the inclusion of load
shedding constraints

To analyse the load shedding scenario in the system, a load profile
with larger load values has been considered in this case. Consequently,
the load is increased by a factor of 7. The load on bus 12 is used for
load shedding, which is a PQ bus and hosts one of the largest loads in
the system. The maximum load that can be shed is assumed to be 20%
of the total demand at that particular hour.

On simulating the cost minimization objective with load shedding
constraints in MATLAB with +1% voltage soft limits and 0.1 $/kW
VOLL, the following results are obtained. The simulation optimized to
a cost of $ 4826.90 after 12 iterations. In Fig. 8, it can be seen that all
of the permissible load is shed during most of the time horizon. Load
shedding minimizes the cost by decreasing the CG contribution. In the
hours where there is no load shedding, all the active power is provided
by RES, which can be seen from active power balance in Fig. 9. Hence,
cutting down on load during these hours would only increase the cost.

The total RES utilization is 83.76%. From the active power balance
and the RES utilization results shown in Fig. 9, it is evident that
by decreasing the CGs contribution in many hours during the time
horizon, the total cost could have been reduced which would have also
resulted in reducing their environmental impacts. This does not occur,
however, because the droop coefficients for a given bus are fixed over
the entire time horizon. When a certain RES is required to provide a
large amount of power in a single hour to balance the load, the active
power droop coefficient K? for that bus must be less, most likely close
to the minimal value. This droop coefficient gets fixed for the entire
time horizon, resulting in that particular RES contributing more in
other hours as well. As a result, the other RES are forced to deliver less
power, and their droop coefficient values may be higher which causes
under-utilization of RES.

The BESS action is shown in Fig. 10. During the hour ¢ = 24, the
BESS SOC does not increase even though there is an excess amount of
RES available. This is due to the fact the RES curtailment is not included
in the objective function and hence, there is no provision to use the
excess RES during that hour. A final constraint can be added to the
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Table 1

Optimized droop coefficients for case I.

Linear loads

Non-linear loads

Linear loads

Non-linear loads

Bus K} K K} K Bus K! K K? K]
3 5.0000e—4 4.7478e-3 5.0000e—4 1.3065e-3 7b 5.1390e-7 1.2575e-3 2.0000e-7 2.0000e—6
4 5.0000e—4 3.7590e-3 5.0000e—4 5.0000e-3 8 4.6955e—4 7.0855e—6 5.0000e—4 2.0282e-3
5 4.3363e—4 1.9282e-3 5.0000e—4 5.0000e-3 9 4.7967e—4 1.3897e-3 5.0000e—4 5.0000e—-3
6 3.3780e-5 1.5017e-3 3.6543e-5 2.0000e—-6 10 5.0000e—4 4.9975e-3 5.0000e—4 2.0000e—-6
7a 5.0622e-7 1.2593e-3 2.0000e-7 3.7302e-6 11 5.0000e—4 5.0000e-3 5.0000e—4 3.5968e-3
Table 2
Summary of results for case L.
Scenario Iterations Cost [$] System loss RES active
kW] KVAR power used [%]
Linear loads 36 682,575.29 259.22 176.19 55.98
Non-linear loads 13 684,126.74 256.56 174.17 55.88
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Table 3
Optimized droop coefficients for case II.
Bus 3 4 5 6 7a 7b 8 9 10 11
K,P 1.1028e—4 1.1028e—4 7.3555e-5 7.3555e-5 1.6311e—4 2.0268e-7 7.3555e-5 7.3555e-5 5.5137e-4 2.0268e—4
K,9 1.6894e-3 3.8220e-4 3.7382e—-4 1.4536e-3 4.9603e—-6 4.5265e—6 3.3787e-3 5.0000e-3 6.1575e—-4 3.0822e-3

above optimization problem in a straight forward manner to ensure a
specific amount of SOC at the end of the simulation time.

The optimized variables for fixed droop coefficients for the entire
time horizon are given in Table 3. The active power droop coefficient
for the 7b, i.e., the 150 kW WTs on bus 7, approaches its minimum limit
of 2 x 1077, causing the other buses to have a larger droop coefficient.
It is also worth noting that on bus 7, the network has three identical
150 kW WTs.

To overcome this drawback of the algorithm, multiple active power
droop time frames could be defined for a given bus, each with a
set of droop coefficients independent of the other time frames. This

way, the 24 hour time frame is divided into 8 smaller time frames of
3 hour duration each for the active power droop coefficient K?. With
these modifications, the simulation results show a cost of $ 3726.29,
a reduction of 22.80% as compared to the case with a fixed droop
time frame. However, it took 111 iterations to find the results. The
load shedding pattern is the same as the 24 hour fixed-droop time
frame. This shows that the to