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Machine learning in emotional intelligence studies: a survey
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ABSTRACT
Research has proven that having high level of emotional intelligence (EI) can reduce the chance of
getting mental illness. EI, and its component, can be improved with training, but currently the
process is less flexible and very time-consuming. Machine learning (ML), on the other hand, can
analyse huge amount of data to discover useful trends and patterns in shortest time possible.
Despite the benefits, ML usage in EI training is scarce. In this paper, we studied 92 journal
articles to discover the trend of the ML utilisation in the study of EI and its components. This
survey aims to pave way for future studies that could lead to implementation of ML in EI
training, and to rope in researchers in psychology and computer science to find possibilities of
having a generic ML algorithm for every EI’s components. Our findings show an increasing
trend to apply ML on EI components, and Support Vector Machine and Neural Network are the
two most popular ML algorithms used in those researches. We also found that social skill and
empathy are the least exposed EI components to ML. Finally, we provide recommendations for
future research direction of ML in EI domain, and EI in ML.
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1. Introduction

In 2001, WHO World Health reported that 450 million
peoples are suffering from mental or behavioural dis-
order (WHO 2001). In their web article dated 22nd
March 2018, they reported at least 300 million peoples
are suffering from depression. Furthermore, they stated
that every year, close to 800,000 peoples die from suicide,
and this is the second highest death factor for 15–29-
year-old. WHO estimated that in many countries, less
than 10% of depressed individuals receive treatment
(WHO 2018). Studies have shown that individuals with
low emotional intelligence (EI) levels are more likely to
feel depressed (Monteagudo et al. 2019), and depression
leads to suicidal intention (Abdollahi et al. 2016). On the
other hand, individuals with high EI are able to reduce
problems related to depression (Marguerite et al. 2017).
Additionally, quality life is often associated with high
level of EI, and low level of EI is normally associated
with undesirable behavioural outcome such as bullying,
both in real life and online, substance abuse and suicidal
intention (García-Sancho, Salguero, and Fernández-Ber-
rocal 2015). These are among the reasons why research
and development in EI should be given a serious con-
sideration (García-Sancho, Salguero, and Fernández-Ber-
rocal 2015).

According to Goleman (1995), EI consist of five com-
ponents which are self-awareness, self-regulation, social
skill, emotion and motivation. EI can be trained and
improved (Herpertz, Schütz, and Nezlek 2016; Foster
et al. 2017). There are various methods to measure EI
such as Mayor-Salovey-Caruso Emotional Intelligence
Test (MSCEIT), Bar-On Emotional Quotient Inventory
(Bar-On EQ-i) (Mattingly and Kraiger 2018) and Trait
Emotional Intelligence Questionnaire (TEIQue) (Gar-
cía-Sancho, Salguero, and Fernández-Berrocal 2015).

Mattingly and Kraiger (2018) have studied 58
researches that focus on EI training and their impact.
They reported that there was a moderate positive impact
on the participants after their EI training, regardless of
their training design. The training is mainly aiming to
create emotional awareness among participants. It nor-
mally consists face to face lecture, discussion and exer-
cise (Herpertz, Schütz, and Nezlek 2016; Foster et al.
2017). The problem with this training method is it
requires exclusive interaction with the trainer, thus the
size of the training is small (Vesely, Saklofske, and
NordStokke 2014). Furthermore, most of the training
process is carried out manually with limited computer
usage. As a result, expert analysis is required to continu-
ously monitor and indicate any behavioural change, and
this has raised many issues such as delay in getting
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expert’s feedback on the training progress, and high
dependency on the availability of the expert to guide
participants (Herpertz, Schütz, and Nezlek 2016).

Machine learning (ML) has been studied and
implemented in various fields, and its impact on unveil-
ing patterns, and solving complex classification problems
are huge (Alm, Roth, and Sproat 2005). It had been
implemented in various fields such as finance (Barboza,
Kimura, and Altman 2017) and education (Anaya and
Boticario 2013). A possible inclusion of machine learning
(ML) into the EI training session would allow a trainer to
interact with more participants at a time (Molina et al.
2011). ML could also be used to provide either supervised
or unsupervised emotional analysis that would take some
of the training burden off the trainer (Gęsiarz and Crock-
ett 2015). Additionally, the inclusion of ML in EI would
make it possible for the training to cover participants in
wider geographical area. With ML success in many fields,
we believe that ML can be leveraged to assist EI training,
and this belief is also shared by many researchers such as
(Molina et al. 2011; Cardoso-Leite and Bavelier 2014;
Gęsiarz and Crockett 2015). Unfortunately, a significant
effort in using ML in the study of EI is not yet apparent,
and this is evident from the lack of articles in the Web of
Science and Scopus database.

Therefore, this article aims to survey the literatures
related to the utilisation of ML in the EI studies in
order to discover the current state and trend of ML in
the EI study and vice versa, highlight the EI’s com-
ponents that could be further investigated by research-
ers, and provide some recommendations for future
work. The contributions of this survey article are as fol-
low. First is, we uncover the pattern of ML algorithm
utilisation in the study of EI’s components, and discover
the top three most commonly used ML algorithms in
the EI’s studies. Secondly, we highlight the EI’s com-
ponents that need more studies by researchers in both
computing and psychology fields. Finally, we pointed
out the need for advance ML algorithm as one of the
possible answers for creating a generic algorithm that
can be used by all components of EI.

Section 2 presents the theoretical background of this
study. Section 3 discusses the methodology of this study.
Section 4 reports the survey’s results. Section 5 reports
the analysis followed by a discussion of the findings.
Section 6 provides the future direction in this research.
Finally, Section 7 concludes the findings of the study.

2. Theoretical background

This section describes the overview of ML followed by
an overview on EI, its component, types of EI, and EI
Training.

2.1. Machine learning (ML)

With the advancement of technology and the avail-
ability of massive online data, researchers in computer
science are continuously attempted to understand the
relationship between individuals and their online
actions and interactions (Calvo et al. 2011; Anaya and
Boticario 2013). To make sense of the available online
data and user’s response, ML is used to create models
that are later implemented in various analytical studies
such as learning analytics (Cen et al. 2016), video ana-
lytics (Portugal, Alencar, and Cowan 2018) and web
analytics.

ML is basically giving a computer the ability to learn
through experience (Negnevitsky 2005). Rather than
hardcoding each response, the computer is given
tasks, measures and conditions to enable it to make pre-
cise decisions. This model will then be used with new
dataset to verify its accuracy. The methods used in the
ML training process determine the types of ML as either
supervised, unsupervised, or semi-supervised learning.
Past studies have shown that the inclusion of ML can
successfully produce desirable outcome on complex
problem that was too tedious or impossible to be
implemented by human. In ML, there are basic algor-
ithms used by researchers, such as Support Vector
Machine (SVM) (Li et al. 2017; Coutinho et al. 2018),
k-Nearest Neighbour (k-NN) (López-gil et al. 2016;
Polytak, Davier, and Peterschmidt 2017), neural net-
work (NN) (Ali et al. 2018) and k-means (Molina
et al. 2011; Troussas, Virvou, and Alepis 2013).

2.1.1 . Supervised learning
In supervised learning, the ML training set is normally
supervised by an expert who provides the ML training
data along with the desired outcome or the correct
answer for a problem (Kotsiantis 2007). The computer
would then use supervised learning algorithm to create
a model that would be used to solve the problem in real
world situation.

One of the major advantages of using supervised
learning is the algorithm and its results are verified by
human expert. Hence, studies utilising supervised learn-
ing normally report high percentage of accuracy for the
algorithm.

One of the major disadvantages of supervised learn-
ing is the involvement of a human expert is a necessity.
While this is beneficial to improve the accuracy of the
data, there are situations where huge amount of data
can make the involvement of human expert unfavour-
able (Li et al. 2018). First is, when the rate of new data
availability is extremely fast, and secondly, when the
data are huge and ambiguous. In these situations, high
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dependency on human expert could delay the ML pro-
cess. These problems led to the utilisation of another
type of ML known as unsupervised learning.

2.1.2. Unsupervised learning
In unsupervised learning the ML training set is either
nonexistence or it may depend on online corpus (Celebi
and Aydin 2016). This method eliminates the need for
human expert involvement. The goal of this method is
mainly to find hidden patterns that exist in a dataset.
As the dataset becomes larger, the existing groups of
data in this method may evolve from its first grouping
to form a more refined grouping. Hence clustering
algorithm plays such an important role in this type of
ML. The more data involved in its training phase, the
more accurate is its data clustering outcome. While it
needs to process more data as compared to the super-
vised learning method, its accuracy is normally lower
than the supervised learning method due to the absence
of human expert.

2.2. Emotional intelligence

EI is actively discussed in the psychology field as
reported in (Fabio and Saklofske 2014; Petrides 2016;
Petrides et al. 2016; Cejudo 2017; Gribble, Ladyshewsky,
and Parsons 2018). A person is considered as emotion-
ally intelligent when they are aware of their own
emotions, they could regulate their emotional
responses, they are able to manage their social skills,
they are being aware of others’ emotions state, and
they are driven by intrinsic motivation (Cliffe 2011).
EI is said to be responsible to whether a person enjoy
their work and life (Pocnet et al. 2017), has the ability
to cope with stress (Beath, Jones, and Fitness 2015),
can better manage their health (Bao, Xue, and Kong
2015) and can achieve better academic scores (Beath,
Jones, and Fitness 2015).

EI is often used as an indicator to determine how well
an individual understand their emotions, and how well
they can control it (Mayer and Salovey 1997). This
would later be translated to how well they react to
another individual, based on the emotional information
that they have. Many studies had shown how EI affects
individuals’ strategies in dealing with their problems
(Beath, Jones, and Fitness 2015), individual happiness,
healthy lifestyle (Bao, Xue, and Kong 2015), pro-social
conduct (Bacon, Maughan, and May 2018) and patient
care (Foster et al. 2017; Gribble, Ladyshewsky, and Par-
sons 2018).

In this survey, we follow the classification model of EI
components stated in Goleman (1995). By using this
model, it is easier to classify components that have

been extensively researched in ML, and components
that should be further explored. This model divides EI
into five components. The first element is self-aware-
ness. This element focuses on understanding individual
emotions. The second element is self-regulation which
focuses on controlling individual emotions. The third
element is social-skill which focuses on prosocial inter-
action. The fourth element is empathy which focuses on
individual’s ability to sense others’ emotions and react
to it appropriately. The fifth element is motivation
which dictates reason for individual reaction. A graphi-
cal representation of the Goleman model of EI element
is shown in Figure 1.

2.2.1. Emotional intelligence types and measures
Generally, there are two types of EI, ability EI and
trait EI. Ability EI mainly focus on emotions and
how it affects an individual. It is mainly measured
with MSCEIT (Mayer, Salovey, and Caruso 2002).
The test measures individual ability to perceive and
express emotions, how emotions influence their
thinking, how well they understand emotions, and
how they manage their emotions. Trait EI covers
similar components with ability EI such as a person
well-being, self-control, emotional state and sociabil-
ity, but focus on self-reporting measurement. Trait
EI normally affected by individual personality (Pet-
rides and Furnham 2001). Trait EI is normally
measured with self-reported questionnaire such as
Bar-On EQ-i (Bar-On 2002), or TEIQue (Petrides
and Furnham 2003). These two tests have different
impacts on various things that affect an individual’s
life. Even though ability EI and trait EI components
are similar, studies show that the results from both
EI measurements are not the same, suggesting that
both measures affect individual differently (Fabio
and Saklofske 2014).

Figure 1. Daniel Goleman Emotional Intelligence components
(Goleman 1995).
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The main principal of ability EI are as follows:
emotional perception and expression, using emotions
to influence thinking, understanding emotions and
managing individual emotions. Nonetheless, a person
may understand their emotions but could not properly
manage their action when they undergo certain situ-
ation such as a stressful environment. This individual
normally scores high in their ability EI but low in
their trait EI (Fabio and Saklofske 2014). Trait EI inves-
tigates wider perspective of EI. While ability EI mainly
focus on emotional understanding of an individual,
trait EI considers individual differences such as person-
ality, emotion expression, self-esteem and stress
management.

2.2.2. Emotional intelligence training
There were various studies to improve EI. These studies
vary in duration, with some took a very long time, while
others are relatively short. Since EI is reported to have
significant impact on individual wellbeing, researchers
have conducted studies to train EI (Herpertz, Schütz,
and Nezlek 2016). There are studies that show the sus-
tainable effect of EI training on a person even after a
year he/she completed the training (Petrides et al.
2016). Both trait and ability EI are normally trained
using the same procedure, and there is no report of
exclusive training for either types of EI.

Trait EI model (TEI) is used as a framework to train
EI (Petrides and Furnham 2001; Petrides et al. 2016).
This model introduces four objectives in EI training.
First is to enhance the perception and identification of
emotions in a person and in others. Secondly, to pro-
mote self-esteem and self-motivation. Thirdly, to
improve interpersonal relationship skills and assertive-
ness. Finally, to regulate one’s own emotions and
moods. Majority of these studies relied on face-to-face
sessions where a trainer facilitates or guides participants
to focus on learning how to improve their EI (Cejudo
2017). It is also possible to include EI training in formal
curriculum, as demonstrated in a nursing course by
(Foster et al. 2017).

Besides face-to-face sessions, EI training can also be
carried out with a mixture of face-to-face and online
sessions (Herpertz, Schütz, and Nezlek 2016; Gribble,
Ladyshewsky, and Parsons 2018). A review by Mattingly
and Kraiger (2018) shows that EI training had moderate
positive impact in 58 studies that they had reviewed,
regardless of ability, trait or mixed model EI training
measures. However, many of these training suffers
from small sample size (Petrides et al. 2016), and long
training duration (Gribble, Ladyshewsky, and Parsons
2018). Recently, several researchers have shown interest
to consider the potential of applying ML to address the

problems associated with EI training process (Molina
et al. 2011; Cardoso-Leite and Bavelier 2014; Gęsiarz
and Crockett 2015; Jang et al. 2015)

3. Methodology

This survey aims to study the application of ML in the
field of EI. In order to create our procedure, we initially
execute ‘Emotional Intelligence’ and ‘Machine Learn-
ing*’ queries in four databases; Web of Science, Scopus,
Emerald Insight and PubMed. The search is limited to
articles published from year 2009 to 2018 in all data-
bases. With this query, we found three articles in Web
of Science, nine in Scopus, one from Emerald Insight
and two from PubMed.

From these results, none were related to studies
about EI with ML. Nonetheless, two results that we
obtained from PubMed were related to emotion, a com-
ponent of EI. The small number of related articles
obtained from the earlier search had triggered the
need to re-define our search procedure. We then rede-
signed our procedure following a similar study by (Por-
tugal, Alencar, and Cowan 2018). In reference to their
systematic review, we created the following three
objectives:

(1) To identify the trend of using ML in the study of EI
and its components.

(2) To identify the preferred ML algorithm in the study
of EI and its components.

(3) To recommend future research direction for ML
and EI.

We then proceed with the following three research
questions (RQ):

. RQ1. What is the trend of using ML in the study of EI
and its component?

. RQ2. In a specific year, what are the commonly
selected ML algorithm for the study?

. RQ3. What are the future research directions for ML
and EL?

The first step in this survey is to gather as many pub-
lications as possible from the aforementioned databases.
The Emerald Insight databases are included in this
search because it has many publications on EI studies
on people in the business field, and in the managerial
position. The search results to these databases are then
filtered based on exclusion criteria as follows: peer-
reviewed journal articles, study must be original article
and the article must be published within the last 10
years. The keyword is searched in the title, provided
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list of keywords, and the abstract section. If the search
term exists in either of these sections, the article will
go through the second step. The second step is to read
the whole article, and analyse the relevancy of the
studies according to the purpose of this survey. The
last step is to compile and answer all the research
questions.

3.1. Search criteria

We first run multiple queries in four databases, stating
with ‘Emotional Intelligence’ followed by ‘self-aware-
ness’, ‘self-regulation’, ‘social skill’, ‘collaborative learn-
ing’, ‘empathy’, ‘emotions’ and ‘motivation’. The next
step is to filter out the results by using the fourth and
fifth exclusion criteria. This is to ensure that studies
that involved all components of EI are covered during
the search.

Subsequently, we refine the query by entering
‘machine learning*’, ‘supervise*learning*’, ‘un*super-
vise* learning*’ or ‘semi*supervise*learning*’, or conca-
tenate our queries for the first research question with
queries for second research question with an ‘AND’ in
between the two queries. The search includes wild
card ‘*’ to capture all spelling differences. The overall
search results are shown in Table 1.

Note that in computer-based research, the study
that could be related to social skill are normally
found in collaborative learning. This can be seen in
Table 1. in which results from ‘social skill’ query is sig-
nificantly lower than ‘collaborative’ query. Realising
this, we expanded our search terms to include colla-
borative learning as our search term. Similar situation

occurs for empathy where our search term only mana-
ged to find low numbers of studies on empathy. Our
final list for empathy consists of only five articles but
one needs to be removed after full article review as it
does not fulfil the objectives of this survey. Therefore,
we have to expand our search term for ‘empathy’ to
include term ‘emotion’ as these terms are inter-related
according to (Bedi et al. 2014; Pläschke et al. 2017; Ink-
ster, Sarda, and Subramanian 2018). The difference
between emotion and empathy is their measurement
technique in which emotions can be evaluated by
using multi-mode while empathy mostly depends on
self-report or partner-report.

3.2. Exclusion and inclusion criteria

Even though some articles are published in indexed
journal in PubMed, some of these journals are not
indexed in databases that are normally used in the
computing field. For this, we created our first exclusion
criteria (EC), which stated that the studies surveyed in
this article must go through peer-review process and
must be published in either ISI or Scopus indexed
journal.

EC1. Studies must be published in ISI or Scopus ranked
journal and have been through peer-review process.

Only the original research articles are included in this
study in order to ensure that the ML algorithm had
been used and evaluated in those studies(which involve
EI and/or its components).

EC2. Other than original articles are not included in
this survey.

Table 1. Results of search queries.

Search Criteria

Results

Web of Science Scopus Emerald Insight PubMed

‘Emotional Intelligence’ AND ‘Machine learning*’ 3 9 9 2
‘self-awareness’ AND ‘Machine learning*’ 3 3 14 3
‘self-regulation’ AND ‘Machine learning*’ 14 16 14 7
‘social skill’ AND ‘Machine learning*’ 1 7 1 2
‘collaborative’ AND ‘Machine learning*’ 269 390 281 168
‘empathy’ AND ‘Machine learning*’ 9 13 29 12
‘emotion’ OR ‘Emotions’ AND ‘Machine learning*’ 46,109 459 9549 153
‘Emotions’ AND ‘Machine learning*’ 184 459 101 106
‘emotion’ AND ‘Machine learning*’ 261 459 93 112
‘motivation’ AND ‘Machine learning*’ 465 592 240 463

Notes: These search queries return no value in all databases. Exception to collaborative and motivation which return 1 and 2 results respectively from Emerald
Insight. The search queries are: self-awareness AND ‘supervise*learning*’, ‘self-awareness’ AND ‘un*supervise*learning*’, ‘self-awareness’ AND ‘semi*supervi-
se*learning*’, ‘self-regulation’ AND ‘supervise*learning*’, ‘self-regulation’ AND ‘un*supervise*learning*’, ‘self-regulation’ AND ‘semi*supervise*learning*’, ‘social
skill’ AND ‘supervise*learning*’, ‘social skill’ AND ‘un*supervise*learning*’, ‘social skill’ AND ‘semi*supervise*learning*’, ‘collaborative’ AND ‘supervise*learn-
ing*’, ‘collaborative’ AND ‘un*supervise*learning*’, ‘collaborative’ AND ‘semi*supervise*learning*’, ‘empathy’ AND ‘supervise*learning*’, ‘empathy’ AND ‘un*su-
pervise*learning*’, ‘empathy’ AND ‘semi*supervise*learning*’, ‘Emotions’ AND ‘supervise*learning*’, ‘Emotions’ AND ‘un*supervise*learning*’, ‘Emotions’ AND
‘semi*supervise*learning*’, ‘emotion’ AND ‘supervise*learning*’, ‘emotion’ AND ‘un*supervise*learning*’, ‘emotion’ AND ‘semi*supervise*learning*’, ‘motiv-
ation’ AND ‘supervise*learning*’, ‘motivation’ AND ‘un*supervise*learning*’, ‘motivation’ AND ‘semi*supervise*learning*’. ‘collaborative’ AND ‘supervise*learn-
ing*’ returns 1 result, and ‘motivation’ AND ‘supervise*learning*’ returns 2 results in Emerald Insight database but all were discarded as they did not fulfil the
intention of this survey.
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The third EC was created to ensure that only studies
published in the last 10 years are considered in this
survey.

EC3. Only articles published from year 2009–2018 are
considered in this survey.

The fourth EC is to ensure the survey of the ML utilis-
ation is carried out within the EI studies only.

EC4. Only studies relate to emotional intelligence, abil-
ity emotional intelligence, or trait emotional intelli-
gence are included in this survey.

As the aim of this survey is also to provide suggestions
for future research direction in ML and EI, we include
the following EC.

EC5. Emotional intelligence studies that do not clearly
define their limitation and future works are excluded
from this survey.

The sixth EC is included to ensure that the related work
on ML in EI is thoroughly covered by also considering
different types of ML approach.

EC6. The studies must implement ML therefore the
term ‘machine learning’ or ‘supervised learning’, or
‘unsupervised learning’ must exist in those studies.

For emotion, in the current studies, most of the studies
does not focus on improving individual emotions state.
However, to pave way for future research, these papers
are valuable and are the crucial building blocks that
would allow researchers to focus on emotion improve-
ment. Realising this, we decided to create an exemption
for emotion as Inclusion Criteria (IC) 1.

IC1. Any studies that implement ML in detecting and
recognising emotion are included in this survey.

By introducing these 6 ECs and 1 IC, 92 articles are
retained for further analysis, as described in the follow-
ing section. Table A1 in the appendix provides the final
list of articles surveyed for each EI’s components.

3.3. Advance and state-of-the-art algorithm

In most of the papers that we have reviewed, the
researchers would normally propose an algorithm that
could be considered as advance algorithm or state-of-
the-art algorithm. A good fundamental idea on how
the advance and the state-of-the-art ML algorithms
would be better than the basic ML algorithms can be
found in (Dehghan et al. 2017; Buolamwini and Gebru
2018). Unfortunately, these publications were excluded
in our study as they are not indexed in ISI or Scopus
databases, which is one of our publications selection
criteria.

As our study also attempts to identify the possibility
of having a generic algorithm that could be
implemented across all EI’s components, utilisation
trends of both advance and basic ML algorithms in
the study of EI’s components are analysed and discussed
accordingly. In doing so, we studied the basic algor-
ithms that are used as benchmark in most ML appli-
cations and the related advanced ML algorithms as
this would be the initial step in finding the generic
ML algorithm.

4. Results

This section reports the results of our survey. To recall,
in this survey, we mainly aim to discover the trend of
ML implementation in each component of EI studies,
and preferences for a particular ML algorithm over
the last 10 years. In addition to that, the survey aims
to discover the use of the basic ML algorithms in several
studies of EI’s components, in the attempt to establish a
possibility for the need of a generic ML algorithm for EI
analysis. Table 2 provides the implementation of ML
algorithms for each component of EI studies.

To facilitate the analysis of the survey result, Naïve
Bayesian and Bayesian network are grouped under
Bayes category, and all basic Neural Network (NN)
algorithms are grouped under NN category. Likewise,
multiple type of Decision Tree (DT) are grouped
under DT category (Bang et al. 2018). However, logistic
regression and regression analysis remained separated
as regression analysis studies may employ other than
logistic regression technique as demonstrated in (Qin
et al. 2014; Kessler et al. 2016; Feng et al. 2018). The
number of implementations of these ML algorithms in
EI studies for the past 10 years, i.e. from year 2009 to
2018, are shown in Table 3.

Table 4 presents the number of studies of each EI
component that utilise ML over the last 10 years. It
shows that the EI components studies that employ
ML have started since 2010 (Khashman 2010; Lin
et al. 2010; Merrick 2010) for the study of emotion,
sentiment and motivation. Some of the studies had
implemented more than one ML algorithms in their
study, for example, in Lin and Kao (2018), and one
study covers multiple components of EI (López-gil
et al. 2016)

In 2013, studies that utilise ML for social skill was
published. The focus of this study is mainly about par-
ticipants’ collaborative manner (Anaya and Boticario
2013; Troussas, Virvou, and Alepis 2013), followed by
a study about empathy in 2014 (Bedi et al. 2014). 2016
shows that two studies about self-regulation was pub-
lished (López-gil et al. 2016; Zhu et al. 2016) and in
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2017, studies about self-awareness that utilised ML was
first published (Luo et al. 2017).

From the same table, the results show that most of
the EI related study that had implemented ML gave
focus on emotions. Nonetheless, other components are
gaining more attention in recent years.

5. Analysis and discussion

This section discusses the research trends of the ML
algorithms in EI studies, and the research trends of
each EI component in using ML, for the last 10 year.

5.1. Research trend of machine learning in
emotional intelligence studies

Figure 2 shows an increasing number of ML algorithm
being used in the study of EI components for the past
10 years with the exception in the year 2012. This
graph includes both basic and advance ML algorithms

in the selected studies. The following sub sections pro-
vide detail information on the usage of both basic and
advanced ML in the EI component’s studies.

5.1.1. Utilisation of machine learning algorithm
The utilisation of basic ML algorithms in EI studies
according to year is presented in Figure 2. However,
we remove 2009 and 2012 from the graph as we could
not find any related articles. We consider AdaBoost,
Bayes, decision tree (DT), gradient boosting (Bass
et al. 2018), k-means, k-NN (Shon et al. 2018), linear
regression, logistic regression, neural network,
regression analysis, random forest (RF) and support
vector machine (SVM) as basic ML algorithm.

Figure 3 shows that SVM had been constantly used
throughout the decade, in which itappears in 34 studies
out of 92 of the total studies. For the past 5 years, SVM
has become the most commonly used algorithm in the
study of EI’s components with 3 studies in 2014, 8 in
2015, 6 in 2016, 6 and 8 in 2017 (see table A2 in

Table 2. Implementation of ML in the components of EI studies.
Self-awareness Self-regulation Social skills Empathy Emotion Motivation

Bayes 1 2 14 1
DT 1 1 1 6 1
k-means 1 3
k-NN 1 1 9 1
Logistic regression 1 1 1 4
NN 1 12 2
regression analysis 1 1 3 2
RF 1 5 5 2
SVM 2 3 2 26 2

Table 3. ML implementation in the components of EI studies according to year.
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Bayes 2 1 4 5 4 2
Deep learning 1 2
DT 1 1 2 3 3
ELM 2
k-means 1 1 2
k-NN 2 3 3 3 1
Logistic regression 1 1 3 2
MLP 1 2 1
NN 2 4 1 4 5
Radial basis function 2
regression analysis 1 3 1 2
RF 1 2 2 4 4
SVM 1 1 1 3 8 7 6 8

Table 4. Components of EI studies that uses ML according to year.
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Self-awareness 1 2
Self-regulation 2 3 2
Social skills 2 2 1 1 3 1
Emotions, and sentiment 2 2 2 5 13 10 11 16
Motivation 1 1 2 4
Empathy 1 1 2
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appendix for detail). The trend of SVM utilisation in
components of EI studies shows an increment through-
out the years. The preference for SVM is because it pro-
duces one of the best accuracy rates for supervised
learning (Ali et al. 2018). Our study found that SVM
appears in many EI’s components studies. It is mainly
used (26 studies) for emotions and sentiments studies
(Kim et al. 2015). It appears twice in the studies for
self-awareness, empathy and motivation (Bedi et al.
2014; Pläschke et al. 2017; Coutinho et al. 2018; Lin
and Kao 2018; Mokhtari et al. 2018; Soleymani, Riegler,
and Halvorsen 2018). In self-regulation, SVM appears
in three studies (López-gil et al. 2016; Li et al. 2017; Mer-
marian et al. 2017).

Interestingly, while SVM appears in the studies of
many components of EI, it has never been used in col-
laborative studies or social skill studies, as shown in
Table 2. Or at least there is yet any direct reporting on
the use of SVM algorithm in studies related to social
skills. Even though there are studies that mentioned
the inclusion of SVM but upon further investigation,
the detail results of SVM’s implementation are not
shown (Birnbaum et al. 2017). Apart from that, some
studies have claimed that their algorithms are better
than SVM with no empirical evidence (Cen et al.
2016). Other ML algorithms were frequently used in
the study of social skill, such as random forest (Baggott
et al. 2015; Birnbaum et al. 2017; Viswanathan and Van-
Lehn 2018), k-means (Molina et al. 2011; Troussas, Vir-
vou, and Alepis 2013; Polytak, Davier, and Peterschmidt

2017) and Bayes based algorithm (Anaya and Boticario
2013; Deetjen and Powell 2016; Polytak, Davier, and
Peterschmidt 2017).

The second most commonly used algorithm in the
study of EI is neural network, which mainly consists
of the basic feed forward NN. Its derivations, in the
form of advance ML (Tang et al. 2015) used in the
last 5 years are, for example, weightless NN (Simões
et al. 2018) and cellular-NN (Ali et al. 2018). The over-
all trend of NN utilisation shows an increasing pattern
along the year. It appears twice in 2010, 4 studies in
2015 and 2017, and 5 studies in 2018. Similar to
SVM and Bayes based algorithms, NN is normally
used in emotions and sentiments studies (Vempala
and Russo 2018) as shown in Table 2, with 12 studies
applied NN. Apart from that, other studies that have
applied NN are two studies in motivation, and one
study each in self-awareness and social skill. The flexi-
bility of NN provides a good foundation for building
advance ML that produces better accuracy rate as com-
pared to basic ML algorithm implementation (Özer-
dem and Polat 2017; Al Zoubi, Awad, and Kasabov
2018; Al-Saffar et al. 2018; Ali et al. 2018; Simões
et al. 2018). This can be seen in the work by López-
gil et al. (2016) where their advance ML algorithm out-
performs other basic algorithms in various EI’s com-
ponents such as emotions and sentiment, self-
regulation and motivation. More studies are needed
to test the accuracy of the advanced ML algorithms
for other EI components.

Figure 2. The Trends of ML utilization in EI Studies.

Figure 3. The trend of basic ML algorithms utilisation in EI studies.
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The third most commonly used ML algorithm in the
study of EI is Bayes based algorithm.While some studies
used naïve Bayes, others used Bayesian network (Urizar
et al. 2016). These algorithms have also been used as the
foundation to develop advance ML algorithm. Gener-
ally, the use of Bayes based algorithms in EI’s com-
ponents has demonstrated a constant presence since it
was first reported in 2013. Bayes based algorithm
appears once in 2014, twice in 2013 and 2018, four
times in 2015 and 2017, and five times in 2016 (see
table A3 in appendix). Similar to SVM, Table 2 shows
that Bayes based algorithm was mainly used in emotions
and sentiment studies, where it appears in 14 studies.
Two studies in social skill (Anaya and Boticario 2013;
Polytak, Davier, and Peterschmidt 2017) and one
study in self-regulation (López-gil et al. 2016) and
motivation (Hussain et al. 2018).

Besides utilisation of basic ML algorithms, some
studies choose to improvise the ML algorithm to pro-
vide a better solution to a problem in hand. Some of
these algorithms were derived from basic ML algorithm,
while others derived from natural language processing
(NLP) and statistical methods. Figure 4. shows deep
learning (Fayek, Lech, and Cavedon 2017), extreme
learning machine (ELM), multilayer perceptron (MLP)
and radial basis function. These algorithms are grouped
as advance ML algorithms.

5.2. Research trends of EI’s components in
relation to ML

This section aims to discover the trend of EI com-
ponents studies in using and applying ML for the past
10 years and discuss their research directions.

5.2.1. Self-awareness
Figure 5 shows that the first self-awareness research that
implements ML was published in 2017. In 2018, two
more articles were published under this category.
Study by Luo et al. (2017) relates self-awareness to
emotional awareness, and they have conducted an

experiment to measure the effect of dynamic change
in the blood flow on individual emotional awareness
by using ML algorithm. As most experiments for self-
awareness study were conducted in a short period of
time, problem of fatigue data bias may occur (Coutinho
et al. 2018), a problem akin to subject’s comfort in Luo
et al. (2017) study. Additionally, a study by Lin and Kao
(2018) shows that there is a need for a generic classifier
to reduce the burden of the ML algorithms. Currently,
basic algorithms such as SVM, k-means, DT and NN
were mainly used in the study of EI’s components.

Our suggestion to researchers in the psychology field
is to come out with a set of assessments to determine the
most significant features that contribute to someone’s
self-awareness The availability of the assessment is
hoped can simplify and enhance the process of feature
selection and classification. A clear demarcation in the
assessment would therefore assist in higher number of
adoptions of ML in the self-awareness studies.

5.2.2. Self-regulation
Similar to self-awareness, study for self-regulation that
implement ML algorithms have only gained popularity
in recent years. As shown in Figure 6, the first two
self-regulation studies that implement ML are published
in 2016. In most study that we surveyed, self-regulation
was not the main focus, but rather as one of the moder-
ating factors (Zhu et al. 2016; Li et al. 2017; Mermarian
et al. 2017), or the genetic cause that determines the
differences in individual self-regulation (Zwir et al.
2018). On the other study done by Rosales et al.
(2017), they did focus on self-regulation but via the

Figure 4. A growing trend of utilizing advance ML in EI studies.

Figure 5. Self-awareness study vs year.
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use of software agents. A possible reason for limited ML
study in self-regulation is due to unclear understanding
on how to measure self-regulation (Eisenberg et al.
2018). Hence, there is a necessity for psychologist to
devise a standardise method for measuring and evaluat-
ing self-regulation, to enable computer scientist to gen-
erate a self-regulated software agent. ML algorithms
used in these studies are mainly basic algorithms.
Nevertheless, three studies, one in 2017 and two in
2018 have used advance ML algorithms.

5.2.3. Social skill
Studies in social skill show a different trend from both
self-awareness and self-regulation. Seven out of 10
studies surveyed focus on detecting students’ collabor-
ation in e-learning environment (Calvo et al. 2011;
Molina et al. 2011; Anaya and Boticario 2013; Troussas,
Virvou, and Alepis 2013; Cen et al. 2016; Polytak,
Davier, and Peterschmidt 2017; Viswanathan and Van-
Lehn 2018). There is one study on empathic response
(Vaughn et al. 2018), and two studies focus on health-
related issue in which one of them focus on collabor-
ation between patients (Fernandez et al. 2017), and
the other focus on collaboration between doctors and
software agent (Birnbaum et al. 2017). One study in
this category focuses on drug impact on openness to
talk about emotional topics (Baggott et al. 2015). The
overall trend of studies shows a slight increase through-
out the years even though the usage pattern is a bit
inconsistence, as shown in Figures 7–8.

Behavioural change may occur in these studies, but
there is no clear indication on the type of the

behavioural change, the magnitude of the change, and
the polarity of it being reported in any of these studies.
Since the behavioural change is one of the outcomes that
signify the success of an EI training, an evaluation
method to measure the change should be developed
and adopted as a criteria for measuring the effectiveness
of ML application for social skills.

5.2.4. Empathy
The first study that used ML in the studies of empathy
was published in 2014, followed by another in 2017
and two studies in 2018. The increasing popularity of
chat agent, and application of smart assistance such as
Siri, Google now and Alexa could be benefitted from a
greater understanding about empathy. Hence, there is
a need to quantify empathic responses, and this can be
accomplished through collaboration between psycholo-
gist and computer scientist. A possible suggestion would
be the demarcation between genuine empathic response
and Machiavellian type of response. We believe that,
with enough dataset and input mode, ML algorithms
would be able to tell the difference between the two
types of responses.

5.2.5. Emotion
Among the EI components studies, emotion gets the
most attention, and it has been well studied in the com-
puter science field. Figure 9 shows the trend of emotion
studies that utilises ML in the last 10 years. Note that
our survey also includes sentiment analysis studies
that are directly related to emotion and contain
emotion(s) keyword. Lin et al. (2010) have utilised

Figure 6. Self-reg. studies vs. year.

Figure 7. Social skill studies vs. year.

Figure 8. Empathy study vs. year.

Figure 9. Emotions study vs. year.
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multilayer perceptron (MLP) to map emotional state
with brain activities. Khashman (2010) also used NN
based algorithm in their attempt to create emotionally
sensitive agent. The trend of applying ML in the study
of emotion continues in 2013, when Li et al. (2013)
include dynamic Bayesian network for facial feature
tracking when various emotional expression occurs.

Besides MLP (López-gil et al. 2016; Özerdem and
Polat 2017), and Bayesian network, there are many
advance ML that are used in emotion studies (Nichol-
son et al. 2018) such as Repeated Incremental Pruning
to Produce Error Reduction (RIPPER) (Álvarez et al.
2015), linear discriminant analysis (Jang et al. 2015;
Jeong et al. 2017), genetic algorithm (Arruti et al.
2014; Mistry et al. 2017) and deep learning (Wen et al.
2017; Al-Saffar et al. 2018; Choi and Kim 2018).

Finding from our survey also shows that the focus of
research related to emotion is to detect users’ emotions
(Daly et al. 2015). There are studies to detect users’
emotions online by utilising NLP, as demonstrated in
the work by (Amini, Sabourin, and Koninck 2011;
Choi et al. 2017; Fernández-Gavilanes et al. 2018). Note-
worthy that data collection for detecting users’ emotions
is mainly done in real time via sensors such as electro-
encephalogram(EEG) sensors (Lin et al. 2010; Modinos
et al. 2013; Ahn et al. 2014; Yuvaraj et al. 2014; Lin and
Kao 2018), or/and optical devices such as camera with
built-in facial recognition capability (Chen and Lee
2011; Li et al. 2013; Shojaeilangari et al. 2015; Li et al.
2016; Zanette et al. 2016; Moghadam and Seyyedsalehi
2018) and eye tracker (Babiker et al. 2015; Tavakoli
et al. 2015).

5.2.6. Motivation
Figure 10 shows that for the past 10 years, only 8 studies
have applied ML in studies about motivation. We were
surprised by this finding as our primary search in Table
1 shows an average of 440 search results from 4 data-
bases. When we did our survey, we came to a conclusion
that most of these results stated motivation as motiv-
ation of their studies or research motivation, and not
about the studies on user’s motivation. However, as
motivation is one of the important factors in e-learning,
it raised another curiosity, which has prompted us to
execute a query for ‘motivation’ and ‘e-learning’.
Upon completing our survey for the query’s results,
we only found two studies that utilise ML in e-learning
domain (Klebanov et al. 2017; and Hussain et al. 2018).
This small number of available studies on the appli-
cation of ML in e-learning leads us to a conclusion
that many motivation studies in e-learning did not uti-
lise ML, or did not specifically mentioned about ML in
their studies.

Nonetheless, Figure 10 does show that the trend of
applying ML in the studies on motivation is increasing
in recent years. These studies focus on learning motiv-
ation for robots (Merrick 2010; Gatsoulis and McGin-
nity 2015), users’ intention during online interaction
(Dalins, Wilson, and Carman 2018; Soleymani, Riegler,
and Halvorsen 2018), and users’ motivation for healthy
lifestyle (Webster et al. 2017; Mokhtari et al. 2018).

6. Future research direction

Studies of EI and its components can be found across
various domains, but they are mostly studied in the
nursing domain (Gribble, Ladyshewsky, and Parsons
2018). Regardless of any domain, they shared the
same problems when it comes to EI training i.e.
highly dependence on a trainer (Cejudo 2017), inter-
action with the trainer is normally exclusive (Vesely,
Saklofske, and NordStokke 2014), the size of the EI
training class is small (Petrides et al. 2016) and nor-
mally with long training duration (Gribble, Lady-
shewsky, and Parsons 2018) which can span across
several sessions.

In order to address the problems associated with EI
training process, many researchers have considered or
attempted to apply ML in the study of EI and its com-
ponent (Molina et al. 2011; Cardoso-Leite and Bavelier
2014; Gęsiarz and Crockett 2015; Jang et al. 2015).
According to (Li et al. 2018), it is possible to use ML
to support trainer, or use intelligent agents to act as
their peers. Some studies have implemented ML for
specific components of EI in the attempt to push an
individual to learn and improve the degree of their
EI’s components, and those in the computer science dis-
cipline have attempted to implement them on robots
(Merrick 2010; Gatsoulis andMcGinnity 2015) and soft-
ware agents (Rosales et al. 2017). However, there are
lack of evaluation standards to measure the effectiveness
of each EI’s component in both human and artificial
agent. Moreover, there is yet no empirical data to deter-
mine the effect of using ML in improving someone’s EI
(i.e. not just some of its components).

Figure 10. Motivation studies vs. year.
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Therefore, suggestions for future directions of
researches are as follows. First is for each EI’s, unam-
biguous measures that could be used to evaluate the
effectiveness of the ML algorithm in satisfying the EI’s
requirements should be established. Additionally, fea-
tures required for the ML implementation must be
clearly defined and tested by psychologist. Also, in
order for an ML algorithm to be able to supplement
EI training, it is essential to have a standard measure
to evaluate EI and perform benchmarking evaluation.
Secondly, there should be an effort to create an advance
ML algorithm can that be made generic for implement-
ing ML for all EI’s components. The availability of this
generic algorithm could be the first step to automatically
measure someone’s EI and provide the necessary inter-
vention for those with critically low EI. As EI training
requires extensive interaction between a trainer and
participants, the use of intelligent software agent
would reduce the load of the trainer, and most impor-
tantly it can reach a larger number of participants in a
single session. Thirdly, the literature has reported that
there are many research for detecting emotions. While
it is important to discover a new way to detect emotions,
or improve the current detection methods, applying
innovative ML algorithm into the study of emotion
and empathy would allow the creation of a humanoid
software agent that can interact more like human with
favourable respond. Finally, our study found that most
of the research in EI and ML came from the study of
emotion, particularly in emotion detection. Hence,
more study on how ML can benefit the rest of the EI’s
components needs to be conducted.

During our survey, we encountered many studies
that utilise multi-mode detection method in their
study, especially emotion identification and recognition.
While this survey does not specifically differentiate
single and multi-mode detection methods, the multi-
mode could be considered for future research to
improve the identification and recognition accuracy of
each EI component. Furthermore, by considering
multi-mode method in tracing the improvement and
the effectiveness of each EI components, the possibility
of false negative and false positive can be minimised,
hence the accuracy of the algorithm can be improved,
as demonstrated in later researches such as the study
by Erol, Majumdar, Benavidez, Rad, Choo, and Jam-
shidi(2020).

7. Conclusion

Research efforts in applying and implementing ML in EI
are still in their infancy. Nonetheless, it is extremely
important to investigate how ML can be used to train

someone’s EI due to the rising concern on mental health
worldwide. Our survey aims to provide a clear under-
standing of the current state and trend in using ML in
the EI studies. Our findings confirm that existing
researches only addressed the application of ML on
individual components of EI, and the trend of applying
ML in those components is increasing over the years.
This survey also found that the most preferred ML
algorithms used in the current studies of EI’s com-
ponents is Support Vector Machine (SVM) followed
by Neural Network (NN) algorithms. The SVM algor-
ithm has been applied in the studies of EI’ components
except for social skills. On the other hand, random for-
est and k-means are the mostly preferred ML algorithms
for social skill. Details on how SVM is implemented in
each study need to be explored further to infer the possi-
bility of its extension in order to serve as a generic algor-
ithm for measuring EI. Another interesting finding is
that among the six components of EI, social skill and
empathy has limited exposure to ML, and more effort
is needed to address this lacking. Finally, as there is an
urgent need to use ML to train EI, and as EI comprises
of the six components, it is crucial to develop the generic
algorithm that can serve all the six components success-
fully. The availability of this algorithm would enable the
development of an intelligent software agent to facilitate
the EI training.
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