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ABSTRACT
To establish a business model of intelligent manufacturing, the
sequence Generative Adversarial Network (SeqGAN) was used to opti-
mise the Back Propagation (BP) neural network algorithm improved by
multi-objectiveGenetic Algorithm topropose the sequenceGenerative
Adversarial Network-Genetic Algorithm Back Propagation Algorithm
(SeqGAN-GABP). Meanwhile, the Elman algorithm was optimised by
the SeqGAN model to propose the SeqGAN-Elman algorithm. The
algorithms were constructed and trained and were applied to the
Internet of Things platforms. The results showed that the SeqGAN-
GABP algorithm outperforms the SeqGAN-Elman algorithm in terms of
minimal error, fitting accuracy, training time and internal memory
usage.
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1. Introduction

At present, the domestic and foreign manufacture industries are moving towards an
intelligent and digital era, and the influence of intelligent manufacturing on various
aspects of manufacture industry is also growing (Peng and Gao 2017; Mousavi et al.
2017). Doubtlessly, it is the developing direction of the automatic manufacture for
intelligent manufacturing. The intelligent manufacturing system judges and plans its
own behaviour by collecting and analysing its own information and environmental
information and enriches the knowledge base in the practice process (Li et al. 2018).
Business model refers to various transaction relationships and connection methods
between enterprises and enterprises, between departments and departments, between
enterprises and customers, and between enterprises and channels (Kaulio, Thorén, and
Rohrbeck 2017). A business model is a conceptual tool that contains a set of elements
and their relationships to illustrate the business logic of a particular entity (Ding et al.
2017). It describes the value that a company can provide to its customers, as well as the
internal structure, partner network, and relationship capital of the company to achieve
(create, market, and deliver) this value and generate sustainable profits (Yun, Won, and
Park 2017).

The Internet of Things (IoT) refers to real-time collection of any object or process that
needs monitoring, connection, and interaction through various information sensors, radio

CONTACT Yueping Du veda17_edu@163.com School of Economics and Management, Xidian University, Xi’an
710126, China

ENTERPRISE INFORMATION SYSTEMS
2022, VOL. 16, NO. 2, 307–325
https://doi.org/10.1080/17517575.2020.1722253

© 2020 Informa UK Limited, trading as Taylor & Francis Group

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/17517575.2020.1722253&domain=pdf&date_stamp=2022-02-01


frequency identification technology, global positioning system, infrared sensor, laser scan-
ner, and other devices and technologies, which collects various information required for
sound, light, heat, electricity, mechanics, chemistry, biology, location, etc., through various
possible network accesses, to achieve ubiquitous connection between objects and objects,
objects and people, as well as the intelligent perception, identification, andmanagement of
items and processes (Guijarro et al. 2017; Wollschlaeger, Sauter, and Jasperneite 2017).
Machine learning refers to the acquisition of new skills or knowledge and the improvement
of the performance through computer simulation or the realisation of human learning
behaviours (Helma et al. 2018). The intelligent manufacturing system has the characteristics
of high-dimensional features and strong-weighted comprehensive scoring subjective fac-
tors. In addition, the adaptive learning, generalisation ability, feature extraction ability and
large-scale parallel-distributed structure of the neural network can support its adaptive
mode according to the environment for identification, which is convenient to expand its
capacity and add functional modules. In the context of the rapid development of intelligent
manufacturing, enterprises lack the evaluation tools for intelligent manufacturing systems.
Under such circumstances, it is particularly important to build a complete and scientific
intelligent evaluation system for the intelligent manufacturing system.

The way to closely integrate the IoT business model, machine learning and intelligent
manufacturing has become the main research direction of the future of intelligent
manufacturing. Therefore, based on the theories of IoT and machine learning, a neural
network algorithm based on the Internet of Things platform was proposed in this study,
which was optimised, modelled and trained to explore the business model of intelligent
manufacturing, providing a reference for relevant r enterprises. The organisational struc-
ture of this study is divided into five sections. The first section is the introduction, which
briefly introduces the background of the research. The second section is the literature
review, which introduces the research progress in recent years. The third section intro-
duces the intelligence manufacture business model in the environment of the Internet of
Things and machine learning. The SeqGAN generative adversarial networks were used to
optimise the BP neural network algorithm improved by a multi-objective Genetic
Algorithm to propose the SeqGAN-GABP algorithm. In addition, the Elman algorithm
was optimised by the SeqGAN model to propose the SeqGAN-Elman algorithm. The
algorithms were constructed and trained and were applied to the IoT platforms. The
fourth section is the feasibility analysis of the artificial neural network algorithm in the
intelligent manufacturing business model, which analyses and compares the two algo-
rithms for the verification of feasibility. The fifth section is the conclusion, which sum-
marises the research results, deficiencies and subsequent works. The pattern recognition
of intelligent manufacturing systems is realised in this study to meet the developmental
needs of enterprises, which has great significance for the innovation and restructuring of
business models.

2. Literature review

The comprehensive analysis of key literature at home and abroad was mainly achieved
through the illustration of the overall concept, system design and implementation, and
advantages and development of intelligent manufacturing.
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2.1. The overall concept of intelligent manufacturing

Research by Penn et al. showed that in the aspects of intelligence and manufacture, the
intelligent manufacturing would be developed in the future; all products would be the
entity of some kind of algorithm, i.e. the era of ‘pan-robot’ (Preuveneers et al. 2017). The
importance of developing intelligent manufacturing for Chinese manufacture industry
and even the Chinese economy is self-evident. With the integration of manufacture
industry and information technology, the manufacturing industry is gradually digitised,
and more data are gathered on the same data platform (Penn, Pennerstorfer, and
Jungbauer 2018). Data analysis has made the manufacturing industry truly intelligent
(Cardin et al. 2017). Based on the digitalisation of manufacture and the big data generated
by ‘Internet+’, the system platform conducts data analysis to form knowledge and value
(Lim et al. 2018). Guo et al. suggested that intelligent manufacturing would promote the
formation of vertically integrated business models, horizontally integrated business mod-
els, and intelligent platform business models (Guo, Pang, and Li 2018). Intelligent manu-
facturing would reconstruct the future business models with the platform as the core,
which not only helps manufacture companies to achieve cost reduction and efficiency but
also gives enterprises the opportunity to rethink value positioning and reconstruct busi-
ness models (Mohtar 2017).

2.2. The design and implementation of the intelligent manufacturing system

Ozay et al. proposed that machine learning can be applied to intelligent manufacturing
systems. One way is to build a single system with machine learning functions. The other
way is to build an enterprise-level machine learning platform to provide capabilities and
services of machine learning for other systems in the enterprise. The latter machine
learning platform system architecture can be divided into data acquisition layer, source
data layer, data storage layer, data analysis layer and application layer (Ozay et al. 2017).
Expert systems and pattern recognition technologies in modern manufacture processes
have been widely used and have been applied in visual recognition, natural language
understanding and robotics in many disciplines (Klaine et al. 2017). The original expert
system defines the experience and experimental data of the business professionals in the
system in a regular way, and then integrate the mathematical programming algorithm to
find the optimal solution of the problem according to the given conditions, such as the
dynamic scheduling in multi-objective programming, while the pattern recognition is
based on the characteristics that have been set, and the identification model is given by
the parameter setting method to achieve the discriminating purpose, focusing on solving
the sensing problem of small data change and single business targets, such as production
signal processing, image recognition and statistical process control (Giusti et al. 2017).
Machine learning can use standard algorithms to learn historical samples to select and
extract features to build and continuously optimise models so that the ability of inde-
pendent learning of the original system in the enterprise is increased, which solves the
uncertain business in the production process and enhances the intelligent level of the
system (Ge et al. 2017).
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2.3. The advantages and development of intelligent manufacturing

Wang et al. believed that the application of the Internet of Things technology to intelli-
gent manufacturing systems would promote the development of intelligent manufactur-
ing business models (Wang et al. 2017). Yang et al. discussed the problems of artificial
intelligence in intelligent manufacturing and proposed related recommendations (Yang
et al. 2018). Day et al. pointed out that intelligent manufacturing technology is based on
information communication technology andmanufacturing technology and discusses the
advantages of small-scale intelligent manufacturing systems (Day 2018). Lv et al. sug-
gested that the complete separation of machines and people has become a trend in
technology development. To survive in a highly competitive and ever-changing market,
manufacturers must improve the model flexibility, competitiveness, sustainability and
timely response of their intelligent manufacturing business through innovative manage-
ment methods and advanced technologies (Lv and Lin 2017).

At present, most of the literature on intelligent manufacturing focuses on three
aspects, i.e. the overall concept description, the system design, and the implementation,
advantages and development. The research on intelligent manufacturing systems based
on machine learning for relevant analysis and evaluation is rare, which is exactly the
current needs of manufacturing enterprises. Therefore, based on domestic and foreign
research, an evaluation system for the intelligent manufacturing business model was
proposed in this study so that enterprises can clearly understand their status and short-
comings to make the next-step decisions.

3. The business model of intelligent manufacturing under the environment
of the Internet of Things and machine learning

3.1. Theories and key technologies of machine learning

3.1.1. Artificial neural network algorithm
Artificial Neural Network (ANN) is usually used to solve feature selection problems. It has
the advantages of simple structure and strong practicability, which is widely used (Bose
2007). Wu et al. applied ANN to the prediction of cleanliness level (Wu et al. 2009). Rawat
et al. reviewed the various applications of neural networks in the synthesis of smart
antenna arrays (Rawat, Yadav, and Shrivastava 2012). Sustrova designed several neural
network models with different structures to optimise the inventory level of companies
and proposed that the optimised neural network had an excellent effect on the prediction
of subsequent orders, reduction of inventory purchase and cost reduction (Sustrova
2016). However, the number of exercises is high, the learning efficiency is low, and the
trend of forgetting old samples is easy; in addition, ANN is easy to fall into local optimum.
In this study, the ANN was optimised for these shortcomings.

3.1.2. The generative adversarial network algorithm based on adversarial ideas
The generative adversarial network (GAN) consists of two modules: generative model and
discriminant model. The game learning among modules can produce quite good output.
The two ANNs learn from each other to perform training optimisation, and the training
process is shown in Equation (1).
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g

max
D

Ex�pdata log D χð Þ½ � þ EZ�pZ log 1� D g Zð Þð Þ½ � (1)

In Equation (1), Pdata was the distribution of real data, Pz was the noise data in compliance
with the arbitrary distribution. GAN can produce better samples and is suitable for all
generator training without having to make a pre-judgement. However, traditional GAN
has certain limitations. For example, it is difficult to achieve a Nash equilibrium, and the
loss function is missed. It is difficult to judge whether the progress is made during the
training process, and it is difficult to generate discrete data. In view of these limitations of
the GAN, in this study, the SeqGAN Generative Adversarial Network was applied to
discrete data generation for optimisation. First, the random long-term and short-term
memory network method was used to perform distributed sampling, and a positive
sample was obtained, and the generator was pre-trained to generate a discriminatory
and adjust the generator to weight the loss function. The Monte Carlo tree search was
used to complete the possibility of each action, get the feedback value and pass the
feedback value back to the generator for updating.

3.1.3. Multi-objective genetic algorithm
Multi-objective optimisation problems often conflict, which can be solved by intelligent
optimisation algorithms. Intelligent optimisation algorithms include Genetic Algorithms
and Particle Swarm Optimisation Algorithms. The Genetic Algorithm (GA) is a method to
simulate the natural evolution of the Darwin biological evolution theory and the biologi-
cal evolution process of genetic mechanism to search for optimal solutions. The main
operational steps are chromosome coding and decoding, designing the fitness function,
genetic operation and parameter adjustment. In this study, an improved algorithm, i.e.
the Quick Non-dominated Sorting Genetic Algorithms-II (NSGA-II) was used. The algo-
rithm could run fast and had good convergence, which could be used as a method for
updating the weight of neural networks. By initialising the weights and thresholds of the
neural network, the possibility of the neural network algorithm falling into local optimum
was reduced, and the learning efficiency was improved.

3.1.4. The SeqGAN-GABP algorithm
The SeqGAN-GABP algorithm used in this study was formed by the SeqGAN optimised
multi-objective GA improved by Back Propagation (BP) neural network algorithm. The
SeqGAN was used to expand the discrete sample data against the network, and feature
extraction was performed. The BP neural network algorithm improved by the multi-
objective GA was trained. The GABP algorithm could be divided into three parts, i.e. the
BP neural network model, the GA optimisation of BP neural network and the prediction of
BP neural network after optimisation. First, the training error was set to the chromosome
fitness value. The selection operation, cross operation and mutation operation was per-
formed. Then, the optimal initial weight and threshold required by the network were
obtained by the genetic algorithm, which was substituted into the BP neural network for
prediction. The predicted results were output after training. The specific flow chart is shown
in Figure 1. The algorithm was proposed for the case where the evaluation sample data was
small, and the feature data was not robust enough in the intelligent manufacturing system.
The SeqGAN-Elman algorithm was improved by combining the SeqGAN generation-based
anti-network BP algorithm optimised by the multi-objective genetic algorithm. The core
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idea was to use the SeqGAN generative adversarial networks to expand and robust the
discrete sample data. Then, the feature extraction of the expanded sample data was
performed. The extracted data were input into the GABP network for training.

First, the training error was set to the chromosome fitness value according to
Equation (2).

F ¼ K
Xn
i¼1

absðyi � oiÞ
!

(2)

In Equation (2), n was the number of output nodes, yi was the actual result of the i-th node
and Oi was the prediction result of the i-th node. Then, the roulette method was used to
select operations, as shown in Equations (3) and (4).

fi ¼ K=Fi (3)

Pi ¼ fiPN
i¼1

fi

(4)

In the Equations, K was the coefficient, Fi was the fitness value of the individual i and
N was the total number of chromosomes. A pair of chromosomes in the individual was
found for cross-processing, as shown in Equations (5) and (6).

amj ¼ amjð1� bÞ þ aijb (5)
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Figure 1. The flowchart of BP neural network algorithm optimised by genetic algorithm.
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aij ¼ aijð1� bÞ þ amjb (6)

In the Equations, b was a random number between 0 and 1. The mutation of the y-th gene
axy on the chromosome x is shown in Equations (7) and (8).

axy ¼ axy þ ðaxy � amaxÞ � fðgÞ; r > 0:5 (7)

axy ¼ axy þ ðamin � axyÞ � fðgÞ; r � 0:5 (8)

In the Equations, max and min respectively represented the upper and lower bounds of
the chromosomal gene and g represented the number of iterations. The optimal initial
weights and thresholds of the neural network were obtained based on the GA and were
substituted into the BP neural network for prediction and output.

3.1.5. The SeqGAN-Elman algorithm
The SeqGAN-Elman algorithm used in this paper was formed by the SeqGAN model
optimised Elman neural network algorithm. The SeqGAN was used to expand the discrete
sample data against the network, and feature extraction was performed. The Elman neural
network improved by the multi-objective GA was trained. The main structure of the neural
network was feedforward connection, including input layer, hidden layer, receive layer
and output layer. The weight and threshold of the Elman neural network were optimised
by GA. The specific flowchart is shown in Figure 2. The SeqGAN-Elman algorithm was
proposed for the case where the evaluation sample data was small, and the feature data
was not robust enough in the intelligent manufacturing system. The Elman algorithm was
improved by combining the SeqGAN model to form the SeqGAN-Elman algorithm. The
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Figure 2. The flowchart of Elman neural network algorithm optimised by genetic algorithm.
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core idea was to use the SeqGAN generative adversarial networks to expand and robust
the sample data. Then, the feature extraction of the expanded sample data was per-
formed. The extracted data were input into the Elman network for training.

3.2. Construction and training of the artificial neural network

Key technologies for neural network modelling and training included learning mode selec-
tion, network type selection, topology design, hyperparameter design, optimisation algo-
rithm design, network detail design, modelling and coding, data training, and performance
testing and comparison. It was modelled by the SeqGAN-GABP algorithm. The model
structure is shown in Figure 3. In the input layer, the vector with the 52-dimensional feature
was input. In the hidden layer, tanh was used as an activation function to capture features.
In the output layer, the seven rows and seven columns of unique heat vectors were output,
which respectively represented seven levels of the industry. It was modelled by the SeqGAN-
Elman algorithm. The model structure is shown in Figure 4. The model structure of the
SeqGAN-Elman algorithm consists of four layers, i.e. the input layer, the hidden layer, the
receiving layer and the output layer. The receiving layer receives the feedback signal from
the hidden layer, memorises the data of the previous iteration of the layer and inputs the
data to the hidden layer, which are linearly weighted by the output layer.
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Figure 3. The constructive flowchart of SeqGAN-GABP algorithm model.
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3.3. The module introduction of Internet of Things platform

3.3.1. The open innovation platform
The operating mechanism of the open innovation platform is shown in Figure 5. Through
the open innovation platform, users could obtain relevant information and services, and
interact with other users and the platform, thereby colliding with more ideas, thoughts
and needs. First, a leading user community was established. The leading users were from
the high-end technology forums, the frontier technology and technology sharing, and the
recruitment of partners and other means. Leading users could share scientific and
technological achievements, relevant industry dynamics, and expert knowledge in the
community, and could discuss product features and service models. The big data collec-
tion system of the platform automatically pushed the relevant and accurate information
resources to demand users. At the same time, through professional search tools, it could
find suitable information resources to assist users in screening and matching technical
candidates. In addition, the platform could identify valuable information based on indus-
try and technology, solve technical and functional problems, and provide decision-
making reference for users based on current development trends.

3.3.2. The interactive individualised platform
The individualisation process of the interactive individualised platform is shown in Figure 6.
In order to meet the needs of users, it was divided into custom creation, module customisa-
tion and exclusive customisation. In addition, the P-creation individualisation referred to
that the user released the product requirements on the platform; the individualised
designer designed the product according to the needs of users and published it on the
platform, and then became a specific product through the prototype manufacture and
crowd-funding pre-sale. Module individualisation was that the user selected different func-
tional modules through several ‘N-select ones’ and combined them to obtain products. The
exclusive individualisation was to provide the user with the appearance and pattern of the
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Figure 5. The operative mechanism of the open innovation platform.
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product. The individualised designer designed the solution according to the needs of users,
and the two parties negotiated and communicated to finalise the product.

3.3.3. The precision marketing platform
User-related data were obtained through product sales, online clubs, collection and
analysis of intelligent products, after-sales and logistics services, product production,
etc., and the data were integrated to establish a user demand predictive model. The
predictive model could quantify the potential needs of the user. Based on the user data of
the social networking site and the e-commerce platform, the user segmentation data
model and the user activity data model could be established to obtain accurate and
refined user data for accurate advertisement and precision marketing.

3.3.4. The intelligent manufacturing platform
The intelligent production platform included planning and scheduling, on-site statistical
process control analysis, workshop personnel management, cost management, quality
management and production execution. It interfaced with the interactive customisation
platform and the module procurement platform enabled on-site production and user
requirements to inter-operate and directly provided solutions for related problems of
personalised customisation. The intelligent production platform realised the flexible and
agile production of the assembly line and could meet the needs of the informationized
deployment, transformation and intelligent upgrade of the manufacturing enterprise.

3.3.5. The module procurement platform
The module procurement platform was open to all suppliers. Suppliers provided corpo-
rate qualifications to register and improve relevant information and pay deposits. After
the registration was successful, the supplier could interact with the user through the
docking interactive customisation platform and grab the order on the platform in
response to the demand. After the transaction was successful, the user evaluated the
execution result on the platform as the performance of the supplier.
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3.3.6. The IoT intelligent platform
The IoT intelligent platform used an open design and had strong compatibility to provide
users with various forms of interaction. The platform collected data generated by user
interactions for big data systems performed precision marketing and product innovation
iterations and interacted with customers through artificial intelligence. The IoT intelligent
platform connected the third-party hardware and software resources at the same time,
thereby providing possibilities for cross-product and cross-ecological development.

3.3.7. The intelligent logistics platform
The intelligent logistics platform could automatically classify, store and outbound goods,
thereby providing visual data for each node of the warehouse. In the delivery process of
the goods, the travel trajectory of the delivery vehicle was monitored in real-time to
provide a delivery inquiry service. In addition, the user was provided with a distribution
and installation service to increase the chance of contact with the user.

4. The feasibility analysis of artificial intelligent neural network algorithm
in the business model of intelligent manufacturing

4.1. System environment and parameters setting

The index, configuration details and optimisation algorithm of the neural network are
designed, modelled and coded on the Matlab platform. The input of the network is a 52-
dimensional eigenvector. Among the probabilities of each mode of the output network, the
one with the highest probability is the identified mode. By comparing the feature vectors
with those of poor and excellent samples in the same industry, the feature with the largest
gap is obtained as a guide. The indexes of the neural network are sampled from randomly
selected cross-validation data samples, and the networks with different parameter config-
urations are screened. Genetic algorithmwill be used to initialise theweight threshold of the
optimised neural network.

First of all, the total precision and training time of confusion matrix are selected as the
optimisation index, high precision and low training time are the best, and memory usage is
selected as the screening condition. The performance index of neural network is regarded as
the target of super parameter selection and the index of orthogonal experiment analysis.
The combination of regularisation coefficient, the number of layers of neural network and
the number of neurons in hidden layer are optimised by orthogonal experimental design.
The main indicators of the network are the ability to fit the training data and the ability to
generalise the test data. The mean square error of the output vector and label vector is
regarded as one optimisation objective, and the sum of the squares of the weights is
another optimisation objective, which controls the fitting degree and generalisation ability,
respectively. Moreover, combined with multi-objective optimisation algorithm, the optimal
weight and threshold are solved. The output of the neural network is the pattern and the
gap eigenvector of the sample. From the softmax layer, the recognition probability of each
pattern of the network is obtained. Among them, the model with the highest probability is
the model of the sample. The eigenvectors of samples are compared with those of excellent
and poor samples of the same industry, and the absolute value of the difference is taken.
After normalisation, the feature gap vector is obtained. In descending order, the
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corresponding feature number is output. It is necessary to focus on improving the char-
acteristics of the larger gap in output. After completing the design of neural network, each
matrix dimension is analysed. The algorithm is vectorised to speed up the operation speed,
and Matlab is used for coding.

4.2. Dataset collection and pre-processing

Analytic Hierarchy Process/Fuzzy Comprehensive Evaluation (AHP/FCE) is used to analyse
and evaluate the noise data extracted, and preprocess the input data of network training.
First, the hierarchical structure of the evaluation system is established, which is the
highest level, the middle level and the lowest level. Combined with the index system,
AHP is used to calculate and determine the weight of each index. Through the fuzzy
comprehensive evaluation method, the noise data is comprehensively evaluated and
analysed, and the comprehensive score, the comprehensive membership degree and
the index score rate are calculated.

Less data can be collected. In order to ensure the performance of fitting, increase the data
enlargement, rearrangement and grouping of Gaussian noise, and further increase the
robustness of the network, in this study, the principal component analysis (PCA) method
is used to compress the input feature vector (52 dimensions) and remove the non-
orthogonal features. Table 1 shows the characteristics before data compression. After
compression, Table 2 is obtained. The training time is reduced by 25%, but the accuracy is
reduced by 3% ~ 6%.

Before training the neural network, min-max standardised form is used to normalise
the dimension characteristics of input samples. Program Train_GABP.m and Train_Elman.

Table 1. Characteristics before data compression.
Characteristics Data

Productivity 3.75
Production flexibility 2.12
Production mode 1.06
Management culture 2.11
Database level 3.15
Customer satisfaction 0.89
Achievement transformation level 2.86
Total assets growth rate 1.75
Production cycle reduction rate 3.99
Product rate of independent innovation 0.65
Automatic data collection rate 0.51
Growth rate of operating revenue 2.41
Sales logistics expense rate 0.15
Damage rate of handling materials 1.22
Networking rate of mechanical equipment 0.39
IoT equipment level 3.00
Intelligent data processing rate 0.71
Intelligent management level 2.95
Intelligent data entry rate 0.26
Popularity rate of intelligent terminal 0.63
Enterprise Internet of Things coverage rate 0.49
Average R & D equipment per capita 2.46
Popularity rate of intelligent operation 0.54
Cooperation ratio of production, learning and research 1.12
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m are run to read training data data1.xlsx. In addition, due to regularisation, it is necessary
to prevent the overfitting phenomenon of deep neural network.

4.3. Experimental design and results

The comparison of the two neural algorithms is shown in Table 3. The results showed that
the SeqGAN-GABP algorithm outperformed the SeqGAN-Elman algorithm in terms of mini-
mal error, fitting accuracy, training time and internal memory usage. The learning curve of
GABP neural network algorithm is shown in Figure 7. The training error, test error and
verification error of the GABP neural network algorithm were relatively small; the gap was
not large, and no obvious under-fitting or over-fitting state was seen. In addition, the
minimum error was 0.042 the fitting accuracy was 95.2%, and the network training time
was 1.81 s. Under the scale of the network, the minimum error, network training speed, and
fitting accuracy were very impressive, which proved that the neural network training was
relatively successful. After multi-objective genetic algorithm optimisation initialisation, the
number of iterations would be 4–6 times less. Therefore, after using the optimisation
algorithm, only 20–55 steps of iteration were needed for convergence according to the
expected precision. When the SeqGAN-GABP algorithm was training, the BP network
gradually converged, and the convergence was completed in about 40 iterations. The
learning curve of the Elman neural network algorithm is shown in Figure 8. It could be
seen that the optimal training state was reached when the number of iterations in the
training was 6 times and the minimal error was 0.044. The network size of the Elman neural
network algorithmwas relatively large, and the overall training timewas long. However, due
to its delaymemory effect, the convergence was relatively fast, and the number of iterations
required was less. The convergence was completed only in six iterations.

Table 2. Characteristics after
data compression.
Characteristic 1 3.41

Characteristic 2 1.21
Characteristic 3 0.79
Characteristic 4 0.51
Characteristic 5 0.47
Characteristic 6 0.33
Characteristic 7 0.16
Characteristic 8 0.06
Characteristic 9 −0.30
Characteristic 10 −0.61

Table 3. The performance comparisons of models based on the SeqGAN-GABP algorithm and the
SeqGAN-Elman algorithm.

The SeqGAN-GABP algorithm The SeqGAN-Elman algorithm

The minimal error 0.042 0.044
Iterations 40 7
Fitting accuracy (%) 95.2 93.7
Training time (%) 1.81 2.46
Internal memory usage (MB) 971 1005
The number of hidden layers 2 2
The number of neurons in each hidden layer 4 10
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The ANN was based on the biological neural network and constructed a practical
neural network model according to the actual application needs. By simulating the
structure of the brain synaptic connection, the corresponding learning algorithm was
designed as a means of information processing (Bahman et al. 2018). Therefore, the
biological neural network was mainly used in the research of intelligent mechanism,
and the ANN was mainly applied to the realisation of the intelligent mechanism, and
they shared a mutually complementary relation (Omrani, Tayyebi, and Pijanowski 2017).
The ANN could update the weights and thresholds and fit any function and could also
extract features by processing the feature vectors. It had self-learning function, associative
storage function and high-speed ability to find optimised solutions. It had a strong
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Figure 7. The learning curve of the neural network algorithm.
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Figure 8. The learning curve of Elman neural network.
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nonlinear fitting function, which could map the arbitrarily complex nonlinear relation-
ships; in addition, it had simple learning rules and was convenient for computer imple-
mentation. These features had a large application market in large and complex systems.
Therefore, it was feasible to use the ANN algorithm as a machine learning algorithm for
intelligent manufacturing business model.

ANN had the disadvantages of long training time and was easy to fall into local optimum
and cannot obtain a globally optimal solution. The GA could ensure that the ANN had
a good initialisation position by initialising weights and thresholds so as not to fall into local
optimum (Sengupta, Shim, and Roy 2017). By experimenting with traditional ANN algo-
rithm and GA optimised ANN algorithm, GA optimised ANN algorithm needed to mobilise
the GA every time the weights and thresholds were updated. Therefore, in this study, the
application of GA to optimise the initialisation of the ANN algorithm was possible.

Through the Internet of Things platform, the enterprise value chain is improved and
integrated to form a unified platform. With intelligent manufacturing as the core, a new
business model has been created. Value proposition has been reshaped, and new value
proposition has been put forward: providing customised products and services for users,
producing intelligent products for users and creating intelligent life. Through the interactive
customisation platform, the user’s needs are put in the first place, directly as the design
basis of the scheme. Customisation gives the initiative of choice to the user, which ensures
the user a more flexible and diverse choice. New value proposition can bring new market
orientation for enterprises and enhance brand image. In terms of sales channels, including
micro store platform, online platform and offline stores, the community ecology of ‘three
stores in one’ has been realised, and themarketingmode of online to offline (OTO) has been
formed. Taking X company as the research object, the relevant data of its intelligent
manufacturing are sorted out and compared with Y company and Z company in the
same industry. As shown in Figure 9, it can be seen that the intelligent manufacturing
capacity of the three companies in emerging formats is generally low. Among them,
Z company’s intelligent manufacturing capacity is the weakest, Y company’s intelligent
manufacturing capacity in system integration is higher, while X company’s intelligent
manufacturing capacity in production, logistics, resource elements, interconnection and
information integration is higher than y company and Z company. In general, X company
has strong intelligent manufacturing capacity, and its business model of the Internet of
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Things platform is emerging. With the continuous improvement and maturity of the later
stage, it is believed that this role will be more obvious.

4.4. Discussion

The intelligent manufacturing is a study of artificial intelligence, which includes intelligent
manufacturing technology and intelligent manufacturing systems (Jianrong et al. 2017).
Intelligent manufacturing technology is based on advanced technologies such as network
technology, automation technology, modern sensing technology and anthropomorphic
intelligence technology; in addition, combined with intelligent sensing, human-computer
interaction, decision-making and execution technology, the technology achieves the design
process, manufacture process, and intelligent manufacturing equipment (Mittal et al. 2019).
Intelligentmanufacturing plays an important role in variousmanufacturing activities such as
design, production, management and service. It analyzes the plans and policies for intelli-
gent manufacturing that have been introduced in China. It is not difficult to see that the
current focus is on the development of intelligentmanufacturing technology and intelligent
manufacturing equipment industry (Lin et al. 2017). In order to realise the inherent require-
ments of Chinese manufacture upgrade and meet the needs of industrialisation of intelli-
gent manufacturing technology, it is particularly important to accelerate the development
of intelligent manufacturing (Cheng et al. 2018).

At present, the business model of intelligent manufacturing is still in its infancy. In this
study, it has been found that intelligent manufacturing could change many operations in
the business model, and the business model could lead intelligent manufacturing com-
panies to develop healthily and rapidly. In order to solve the relationship between
intelligent manufacturing and business model, in this study, two optimised ANN algo-
rithm models were established, which were trained, tested, and analysed. In addition, the
SeqGAN-GABP algorithm outperformed the SeqGAN-Elman algorithm in terms of minimal
error, fitting accuracy, training time and internal memory usage (Liu and Wang 2019).

By exploring the workingmechanism and impact of eachmodule of the IoT platform, the
characteristics of the business model of the IoT platform were summarised. The interactive
individualisation platform and the intelligent production platform could provide users with
customised products and services. The IoT platform fully exploited the customer groups and
subdivided through intelligent manufacturing (Ma et al. 2019), which broke the traditional
communication mode between enterprises and users and established an innovative online
interaction mechanism. The data obtained through the platform provided users with
accurate marketing services and carried out business development on the open innovation
platform, interactive customisation platform, intelligent production platform and module
business resource platform, which enhanced the original manufacture business and
increased the platform business; the two complemented each other. It could be seen that
the business model of intelligent manufacturing would become an important revenue
channel in the future. The realisation of intelligent manufacturing could greatly reduce
operating costs, improve production efficiency, shorten product development time,
improve product quality, and reduce resource and energy consumption.
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5. Conclusions

Through the business model of intelligent manufacturing based on IoT and machine
learning, the artificial neural network algorithm and the IoT platform have reliability in the
business model of intelligent manufacturing, which could improve the development of
the business model of intelligent manufacturing, facilitate the user interaction and busi-
ness development, and have broad application prospects. However, in the actual applica-
tion process, relevant analysts should cooperate and coordinate based on the actual
problems to clarify the analysis objectives and feasibility of machine learning. However,
there were also deficiencies in the research process. For example, the machine learning
model established in this study needs to manually evaluate the underlying indicators. In
the subsequent research, the underlying indicators can be judged by computer vision,
thereby gradually eliminating the stage of manual data input and evaluation. The scale of
the network scale fails to adapt to the background of big data. In the future, the feature
vector of the evaluation system model can be raised to high-dimensional space, while the
high-dimensional low-level features are extracted through the deep learning network and
compressed to low-dimensional advanced features. Therefore, network performance
needs to be improved through machine learning. In addition, the innovation and recon-
struction of business models involve all aspects of the industry. The distribution of interest
by different companies and the better integration of industry resources are also a major
obstacle to the implementation of an industrial blockchain.
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