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Abstract

Forest fire poses a serious threat to wildlife, environment, and all mankind. This threat
has prompted the development of various intelligent and computer vision based systems to
detect forest fire. This article proposes a novel hybrid deep learning model to detect forest
fire. This model uses a combination of convolutional neural network (CNN) and recurrent
neural network (RNN) for feature extraction and two fully connected layers for final clas-
sification. The final feature map obtained from the CNN has been flattened and then fed as
an input to the RNN. CNN extracts various low level as well as high level features, whereas
RNN extracts various dependent and sequential features. The use of both CNN and RNN
for feature extraction is proposed in this article for the first time in the literature of forest
fire detection. The performance of the proposed system has been evaluated on two pub-
licly available fire datasets—Mivia lab dataset and Kaggle fire dataset. Experimental results
demonstrate that the proposed model is able to achieve very high classification accuracy
and outperforms the existing state-of-the-art results in this regard.

Keywords Forest fire - Deep learning - Convolutional neural network -
Recurrent neural network

1 Introduction

Forest fire can potentially result in a large number of environmental disasters, causing vast
economical and ecological losses apart from jeopardising human lives. These fires pose a
serious threat to people, wildlife, and the environment. To preserve the natural resources
and protect the properties and human lives, forest fire detection has become very crucial. It
has lead to increasing number of research explorations in this area around the world. Early
and accurate detection of forest fires is essential for mitigating the effect of the fire as once
a forest fire spreads to a large area it becomes very difficult to control it and might result in
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a catastrophe. In its early stage any forest fire is relatively small and easy to control. Fire
and smoke detector sensors can easily be installed in indoor environments, it is generally
not the case for forest areas. Sensors also require the fire to burn for a while before they can
be detected. On the contrary, vision based devices can be used to detect fire in real life and
they can be deployed in any area by using different means. These systems are also cheap
and easy to install.

Several investigation reports are available on the development of fire detection systems
and these reports tried to improve the overall detection accuracy. Most of these studies have
used colour and motion features [3, 9, 14]. As forest fires in different regions seem to have
different colour and motion characteristics, these methods may fail in certain situations as
they have high dependency on a few peculiar characteristics. Spatial and temporal features
have also been reported in some of the works [12, 18, 28]. These methods could also fail if
there is a lot of smoke accompanying the fire regions. Deep convolutional neural network
(CNN) based methods have also been explored, but in a very little number of studies [21,
25, 30, 31] and with limited success. To the best of our knowledge, no study has been found
in the literature in this domain employing a combination of CNN, recurrent neural network
(RNN) and fully connected layers. Combining CNN and RNN results in a superior model
which can use RNN to extract the dependent and sequential features of the input images.
This article proposes a hybrid deep learning model for forest fire detection which uses a
combination of CNN and RNN networks for feature extraction and two fully connected
layers (FCs) for final classification. The novelty of the present investigation lies in propos-
ing this deep learning model employing a combination of CNN, RNN, and fully connected
layers.

The major contributions of the present work are:

® Proposing a combination of CNN and RNN networks for feature extraction and then
using two fully connected layers for final classification for the first time in the literature.
® Detecting forest fires in images from diverse terrains with very high accuracy.

The remaining sections are organized as follows: Section 2 discusses about related works
that has already been done in this field. Description of the dataset used in the present work
is given in Section 3. The proposed method is discussed in Section 4. Results obtained from
the presented method are discussed in Section 5. Finally, Section 6 concludes the paper with
a direction for future research.

2 Literature survey

Compared to general object detection, studies on forest fire detection using computer vision
based approaches are very few. Since fires are non-rigid objects with varying structures and
sizes, the majority of the studies used spatial and temporal features or motion and colour fea-
tures. Number of studies using deep learning techniques in this regard is negligible. Besides,
most of the studies did not take into consideration the dynamic locations of camera.

2.1 Fire detection using image processing techniques
In the literature, conventional image processing techniques have generally been used to

detect forest fires. There have already been some works done in this area using conventional
image processing techniques.
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Kim et al. [14] presented a colour model based algorithm to detect fire in video frames on
wireless sensor network. The algorithm used background subtraction techniques for fore-
ground detection and a Gaussian mixture model for the modelling of background. As fire
has various characteristic features, colour information was applied to extract useful informa-
tion from the gathered video sequences. The authors presented the colour detection method
using RGB colour band on the growth area of distinct portions in the consecutive frames.
The objects having similar colour to fire, which can be differentiated from background and
objects which change their shape in consecutive frame bounding box, were analysed by
looking at the temporal variation in each pixel. Celik et al. [3] proposed a real-time fire
detection system employing both colour information and background scene. Colour infor-
mation was determined using the statistical measurement of the images. Gomes et al. [9]
presented a method for fire detection using vision-based approach. It used fixed surveillance
and smart cameras for capturing images. The method used context-based learning and fore-
ground extraction to improve the performance of the detection system. Toreyin et al. [28]
proposed the wavelet domain analysis of videos to detect the forest fires. Liu et al. [18]
presented another fire detection system that used the spectral, spatial, and temporal charac-
teristics of fire regions in visual systems. Ho [12] proposed a machine video based flame
and smoke detection system applicable in the surveillance system for early warnings. The
method combined the spectral, spatial and temporal flame and smoke features to carry out
the detection. Borges et al. [2] presented a system that found occurrences of fire in video
sequences using colour information. The model used visual characteristic features of fire
like area, boundary coarseness, colour, size, surface roughness, and skewness to make bet-
ter detection of fire occurrences. The system is useful for both video classification as well
as surveillance. Video classification feature of the model can be exploited to make real time
fire detection at remote locations.

Unmanned aerial vehicle (UAV) is capable of flying by aerodynamic lift and guided
without an on-board crew. One of the important applications of UAVs is in the field of
surveillance and inspection [24]. Cruz et al. [4] proposed a forest fire detection technique to
apply in unmanned aerial systems through new colour index. The technique concentrated on
detecting the regions of interest. The regions of interest were divided into two categories—
smoke and flame. These regions of interest of various categories were then used for the
calculation of colour indices. Then a thresholding technique was used to binarize the result,
which finally separated the regions of interest from the rest of the image. In another recent
investigation [19], another system to detect forest fire was presented using a rule based
computer vision method together with temporal variation. It used background subtraction
in order to find the moving objects in the foreground regions of interest. The system used
temporal variations to make a distinction between fire and fire-coloured pixels. Khatami et
al. [13] presented an image processing technique based fire alarm detection system using
particle swarm optimization [10, 27] and K-medoids clustering. The system employed a
conversion matrix to describe the colour-space using colour features. The authors developed
a colour space using fire flame pixels, linear production of the conversion matrix, and colour
features of the sample images. Yuan et al. [29] proposed a method to detect forest fire
using both color and motion features with the help of UAV. Initially, the fire-colored pixels
have been located as the candidate pixels using a decision rule. The motion features of the
candidate pixels have then been calculated using an optical flow algorithm. Foggia et al. [7]
presented a fire detection system by combining color, shape, and flame movements based
features. This system has detected the fire occurrences by analyzing the videos obtained
from surveillance cameras. In a recent study [17], an automated flame detection system in
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videos was presented using the Dirichlet process Gaussian mixture color model. The system
has proposed a flame detection framework based on the dynamics, color, and flickering
features of the flames. In another recent research exploration [26], Sudhakar et al. proposed
an UAV based forest fire detection method through color code identification and smoke
motion recognition.

2.2 Fire detection using deep learning based techniques

Zhao et al. [31] presented a deep learning based wildfire detection system on images
captured by UAV. The system proposed a detection algorithm for fast identification and
segmentation of fire regions in the images. It used a 15 layer deep CNN architecture and
produced a self-learning fire characteristic extractor classification system. The system sig-
nificantly reduced the loss of features, which is generally caused when the dimensions of
the images are changed. The fire localization algorithm was based on saliency detection
and logistic regression classifier. In another study [30] on deep learning based fire detec-
tion system, Zhang et al. trained the classifier using a full image after extracting the features
through deep CNN. Muhammad et al. [21] presented a deep CNN based fire detection sys-
tem using video information. The attempt has been made to minimize the extraction time of
traditional hand-crafted time-consuming features. A closed-circuit television (CCTV) net-
work based system was designed for indoor as well as outdoor environments. In a recent
study [25], Sousa et al. proposed a transfer learning based approach of wildfire detection.
In another recent research exploration [22], Park et al. presented a densely connected CNN
based framework for wildfire detection. Barmpoutis et al. [1] proposed a fire detection
method using deep CNN and exploiting the textures of fire dynamic. Larsen et al. proposed
a deep CNN based method for identifying fire smoke in satellite images very recently [16].

Limitations of some of the existing fire detection systems are mentioned in Table 1.
Although several investigations have been reported in the literature in this research domain,
no study has been found in this domain that has combined the CNN and RNN networks for
feature extraction and then fully connected layers for final classification. Due to introducing
this hybrid deep learning model in the present study, the proposed system can detect the

Table 1 Limitations of some of the existing fire detection systems

Study Shortcomings

Kim et al. [14] Low accuracy (not suitable for real world scenario)

Celik et al. [3] Too much dependency on background and fire shape

Gomes et al. [9] Low accuracy (not suitable for real world scenario)

Toreyin et al. [28] Assumption of stationary camera, computationally ineffi-
cient for testing, not suitable for video sequences

Liu et al. [18] Not suitable for detecting fire in diverse terrain (too much
dependency on background)

Ho [12] High false negative rate, low accuracy

Zhao et al. [31] Inappropriately small dataset for deep learning

Cruz et al. [4] Too small dataset

Mahmoud et al. [19] Low accuracy (not suitable for real world scenario)

Khatami et al. [13] Low accuracy (not suitable for real world scenario)
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forest fires more accurately from the video frames in comparison to other existing studies
(Table 5 may be referred for the same).

3 Dataset details and investigation protocol

The present work has used Mivia lab dataset [6] and Kaggle fire dataset [23]. Both of these
datasets are publicly available. The details of these two datasets are elaborated below.

3.1 Mivia lab dataset

Mivia lab dataset contains 150 video sequences of 10 minutes each. About half of these
videos contain fire or smoke sequences of forest areas and the other half does not contain
any fire or smoke sequence. Images have been extracted from these videos at an interval
of 4 seconds. The image extraction process resulted in the accumulation of 22500 images.
Among these images, 12000 images contain fire or smoke sequences and the remaining
10500 images do not contain any trace of fire or smoke. Few sample images from Mivia lab
dataset are shown in Fig. 1.

3.2 Kaggle fire dataset

Kaggle fire dataset contains a total of 1000 images from forest areas. Out of these, 755 are
fire images and the remaining 245 are non-fire images. Few sample images from Kaggle
fire dataset are shown in Fig. 2.

Both the datasets have been augmented by flipping and zooming the images. All the images
from these two datasets have been flipped both horizontally and vertically (horizontal and

Frome 82815 FPSI14.55

UltimateChase.com

Fig.1 A few sample images from Mivia lab dataset
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Fig.2 A few sample images from Kaggle fire dataset

vertical flip operations). The horizontal flip has reversed the rows and columns of the image
pixels horizontally. Similarly, the vertical flip has reversed the rows and columns of the
image pixels vertically. For zooming, the random zoom augmentation technique has been
used. This technique randomly zooms on a particular area of the image and then a resultant
image is produced. After augmenting, three more extra images have been created from
each original image present in both the datasets. Both of the augmented datasets have been
divided into training and test sets. From Mivia lab dataset, 33600 fire images and 29400
non-fire images have been used for training purpose, whereas 2114 fire images and 686 non-
fire images have been used for training purpose from Kaggle fire dataset. The rest of the
images from both the augmented datasets have been used for testing purpose. The detailed
statistics of two augmented datasets is presented in Table 2.

4 Proposed method

The proposed method consists of various steps. In the first step, all the images from the
augmented datasets have been resized to have a fixed dimension, so that they could be fed

Table 2 Details of the two augmented datasets used for training and testing the model

Dataset Total number of Fireimages Non-fire images  Training set size  Testing set size
images

Mivia lab 90000 48000 42000 63000 27000

Kaggle fire 4000 3020 980 2800 1200
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to the proposed model. Resizing operation completes the preprocessing phase. Then the

preprocessed images have been fed to the CNN-RNN feature extractor. The output of the

feature extractor has been fed as an input to the fully connected layers which has made the

final classification. The overall block diagram of the proposed method is shown in Fig. 3.
The proposed method is discussed below in details.

4.1 Preprocessing

The first step involves the preprocessing of the augmented datasets to make it suitable for the
proposed model. The images from these two datasets did not have the same size initially. The
images from both the datasets have been resized to have a fixed dimension of 128x128x3.
The resizing of the images to a fixed dimension is required because the proposed model
contains a few fully connected layers at the end and the fully connected layers require a fixed
size feature map as input. Resizing the images to a smaller dimension makes the training
faster. Resizing operation completes the preprocessing phase.

4.2 Feature extraction

After completion of the preprocessing phase, various features of the preprocessed images
have been extracted by the CNN-RNN combined feature extractor. At first, the preprocessed
input images have been fed to the CNN. The output of the CNN has been fed as an input
to the RNN, which further has extracted various sequential and continuous features. The
details of feature extraction using CNN and RNN are discussed below.

4.2.1 Feature extraction using CNN

CNN is responsible for extracting the characteristic features of images. The preprocessed
input images have been directly fed to the CNN and as such it has the responsibility of
extracting various low level as well as high level features of the input images. CNN consists
of convolution and pooling layers. Convolution layers extract features using filters and the
pooling layers reduce the dimension of those feature maps to make it computationally effi-
cient for further layers. Convolutional layers take the inner product of the linear filter and
underlying receptive field, followed by a nonlinear activation function at every local part of
the input. This operation can be expressed as

n—1
= f(Z Wy xx ! +b,~>, (1)
i

where yﬁ is the i"”* output of the I'* convolution layer, (.) is an activation such as the rectified
linear unit, Wy, is the trainable filters, xf_] is the last feature maps or input data, b; are the
biases, and the symbol = is a discrete convolution operator. The resulting outputs are called
feature maps. The pooling layers use the maximum (or average) value of the receptive field

Output

Fig.3 The overall block diagram of the proposed method
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at every local part of the feature maps. The use of CNN reduces the computational cost
of extracting features. Also, the CNN can learn very sophisticated features from the input
image, making classification simple for further layers.

4.2.2 Feature extraction using RNN

The RNN portion of the model is responsible for extracting continuous and sequential fea-
tures. The final feature map obtained from the CNN has been flattened and then fed as an
input sequentially to the LSTM units of RNN after transposing the flattened feature map.
RNNS5 are models that consist of standard recurrent cells, shown in Fig. 4. The typical fea-
ture of the RNN cell is a cyclic (or loop) connection, which enables the model to update the
current state based on past states and current input data. Formally, the standard recurrent
cell is defined as follows:

hj =¢Wphj_1 + W.z; +b) 2)

0j=h; 3)

where z;=(x, y, t); denotes the j”’ vector of the input signal z=(x, y, t) j—1,... || at timestep
J» hj is the hidden state of the cell, and o; denotes the cell output, respectively; Wj, and
W, are the weight matrices; b is the bias of the neurons; and ¢ is an activation function.
Standard recurrent cells have achieved success in many sequence learning problems such
as handwriting recognition [8], action recognition [5], or image captioning [20]. However,
the standard recurrent cells are not capable of handling long-term dependencies. To solve
this issue, the LSTM cells were developed [8, 11]. LSTM cells improve the capacity of the
standard recurrent cell by introducing different gates, which are briefly described below.
The LSTM cell is defined as follows:

Gip = 0 (Wualhj_1, 21+ bip) )
Gro=0Wyelhj—1,2;1+bre) ®)
Gop = 0 (Woplhj—1, 21+ bop) (©)
¢j=GugoCj+Grgocj 0
& = p(Welhj—1.2/]1+ be) ®)
hi=Gopodlc)) ©)

where ¢; is an additional hidden state, W, are weight matrices, b, are biases, G, denote
cell gates (ip: input, fg: forget, op: output, ud: update), and ¢ and o are activation func-
tions (hyperbolic tangent and sigmoid, respectively). The operator o denotes the Hadamard
(element-wise) product. Fig. 5 shows the organization of one LSTM cell.

It may be noted that the LSTM has two kinds of hidden states: a ”slow” state c; that
keeps long-term memory, and a “fast” state /; that makes decisions over short periods of
time. The forget gate decides which information will be kept in the cell state and which
information will be thrown away from the cell state. Apart from hyperbolic tangent and
sigmoid activation functions, there are various other non-linear activation functions have
been promoted in the research literature. In the present work, as RNN receives the input from
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CRTRAF

Fig.4 A simple RNN cell

the CNN, so it is already receiving complex features extracted by the CNN. RNN extracts
significant sequential information and then feeds this output to the fully connected layers.

4.3 Image classification

The fully connected layers of the model are responsible for making final classification. The
output of the RNN has been fed to a dense layer of 1024 nodes, which itself is connected to
another dense layer of 256 nodes. The second dense layer is connected to a single node in
the output layer which makes the final classification of the images. The detailed architecture
of the proposed model is shown in Fig. 6.

A
Ci1 ey f#\ »
J Y Y J
C (" l'()
. o O
Cj

Fig.5 A LSTM cell
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Fig.6 Detailed architecture of the proposed CNN-RNN-FCs hybrid model

5 Experimental results and analysis

For the experimentation, both the datasets have been splitted into training set and test set.
Two classes have been considered for classification: positive (fire) and negative (no fire). In
both the training and test sets, all the images have been labelled as either positive class or
negative class. The proposed model has been optimised using Adam optimization algorithm
[15] and binary cross entropy loss function with a learning rate of 0.001.

5.1 Parameters of CNN

In the present system, CNN architecture consists of a total of six convolution layers (convl,
conv2, conv3, conv4, convS, and conv6). The first three convolution layers (convl, conv2,
and conv3) have been applied consecutively on the processed input image. Maxpooling
operation (pooll) has been applied after these three convolutions. Two more consecu-
tive convolution layers (conv4 and conv5) have been used after this maxpooling. Another
maxpooling operation (pool2) has been applied after conv5. Finally, another convolution
layer (conv6) has been used, followed by the final maxpooling operation (pool3). Two-
dimensional (2D) convolution filters (also called conv2D filters) of dimension 3x3 have
been used for every convolution operations. These 3x3 dimensional 2D filters have been
applied across all the channels of the feature map. Padding has also been applied during each
convolution operation to maintain the height and width of the feature map. The padding of
one pixel has been applied around the feature map of previous layer. For example, the input
image is of dimension 128x128x3, the image is padded with one pixel along all the three
channels. The number of 3x3 dimensional filters used at a particular layer depends on the
dimension (particularly the depth) of the feature map required at the next layer. For the first
three convolution layers (convl, conv2, and conv3), 64 filters have been used. For the next
two convolution layers (conv4 and conv5), 128 filters have been used, and for the final con-
volution layer (conv6), 256 filters have been used. Pooling operation has been executed on

@ Springer



Multimedia Tools and Applications

Table 3 Accuracy of the
proposed system on Mivia lab
test set

Epoch Batch Size Block Size Accuracy(%)
100 32 50 97.22
75 97.41
100 97.85
50 96.92
64 75 96.96
100 96.60
150 32 50 99.16
75 98.82
100 98.75
64 50 99.62
75 99.53
100 99.53
200 32 50 98.92
75 99.13
100 98.85
64 50 99.42
75 99.09
100 98.78

2x2 subareas of feature map, with stride of 2. The processed images that have been fed to
the CNN have a size of 128x128x3. The final feature map obtained after the last maxpooling
(pool3) operation has a dimension of 16x16x256.

Table 4 Accuracy of the
proposed system on Kaggle fire
test set

Epoch Batch Size Block Size Accuracy(%)
100 32 50 97.60
75 97.30
100 97.20
50 96.90
64 75 97.10
100 96.80
150 32 50 98.30
75 98.40
100 98.15
64 50 98.45
75 98.35
100 98.20
200 32 50 99.10
75 98.80
100 98.90
64 50 98.80
75 98.70
100 98.60
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Fig.7 Precision and recall of the proposed classification system on Mivia lab and Kaggle fire datasets

5.2 RNN parameters

In the proposed method, the RNN is comprised of long short-term memory (LSTM) units
stacked together. The output feature map of the CNN has been flattened and then fed to
the RNN. There are 50 recurrently connected memory blocks in the hidden layer of LSTM.
The performance of the model has been evaluated with various combinations of memory
blocks, but the instance using 50 blocks has produced the best results (Tables 3 and 4 may
be referred). Gates have been activated using the Sigmoid function.

5.3 Quantitative performance on Mivia lab dataset

Various combinations of batch size, block size, and epoch have been used for training and
testing the model on Mivia lab dataset. Out of all the combinations, the best results have

ROC curve
1 -
0.99 -
«
B
098 - ~— Mivia lab dataset
~——Kaggle fire dataset
0.97 - T
N T 0 N oo
© o v o T 0 ®m o
o o I o o o o o
S © o o o o o ©
o o o o o o ol o
FPR

Fig.8 The ROC curve analysis of the proposed classification system on Mivia lab and Kaggle fire datasets
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been achieved at 150 epoch with batch size of 64 and block size of 50. The precision and
recall values are 0.9954 and 0.9975 respectively. The detailed classification accuracies on
different combinations are shown in Table 3. The precision-recall graph for the best com-
bination of epoch, batch size and block size (150, 64, 50) on Mivia lab dataset is shown
in Fig. 7. The Receiver Operating Characteristic (ROC) curve analysis of the proposed
classification system on Mivia lab dataset is shown in Fig. 8.

Image sample

Original class

Obtained class

Fire +\/ Fire
Fire \/ Fire
Non-fire 3/ Nonfire

Non-fire

\/ Non-fire

Fig.9 Correct classification of few test samples from Mivia lab dataset
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5.4 Quantitative performance on Kaggle fire dataset

In the experimentation on Kaggle fire dataset also, various combinations of batch size, block
size and epoch have been used to train and test the model. Out of all these combinations, the
best results have been achieved at 200 epoch with batch size of 32 and block size of 50. The
precision and recall values are 0.9882 and 1.0000 respectively. The detailed classification
accuracies on different combinations are shown in Table 4. The precision-recall graph for
the best combination of epoch, batch size and block size (200, 32, 50) on Kaggle fire dataset
is shown in Fig. 7. The ROC curve analysis of the proposed classification system on Kaggle
fire dataset is shown in Fig. 8.

Image sample Original class | Obtained class

Fire \/ Fire

Fire \/ Fire

Non-fire \/ Non-fire

Non-fire \/ Non-fire

Fig. 10 Correct classification of few test samples from Kaggle fire dataset
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5.5 Qualitative performance on two datasets

Figure 9 shows correct classification of few test samples from Mivia lab dataset, whereas
Fig. 10 shows correct classification of few test samples from Kaggle fire dataset. Figure 11
shows incorrect classification of few test samples from two datasets.

Image sample

Original class

Obtained class

Fire ¥ Non-fire

Fire X Non-fire
Non-fire K Fire
Non-fire K Fire

Fig. 11 Incorrect classification of few test samples from two datasets

@ Springer



Multimedia Tools and Applications

5.6 Comparison with state-of-the-art results

Table 5 lists the performance of some existing significant fire detection systems available
in the literature and the proposed one. The performance of the existing systems have been
evaluated on the same datasets (Mivia lab dataset and Kaggle fire dataset) as used in the
present work. The rightmost column of Table 5 presents the processing speed of the existing
systems and the proposed one in frames per second (fps).

Table 5 Performance comparison of the proposed system with some existing significant fire detection systems

Study Method Dataset Accuracy(%)  Processing
speed (in fps)
Kim et al. [14] Background subtraction Mivia lab 96.69 16
Kaggle fire ~ 96.50 16
Celik et al. [3] Background subtraction Mivia lab 98.89 16
Kaggle fire 98.56 16
Gomes et al. [9] Background subtraction Mivia lab 93.10 16
Kaggle fire ~ 93.20 16
Toreyin et al. [28] Spatial and temporal analysis ~ Mivia lab 99.20 18
Kaggle fire 98.80 18
Liu et al. [18] Spectral, spatial and Mivia lab 93.42 18
temporal analysis
Kaggle fire 93.80 18
Ho [12] Spectral, spatial and Mivia lab 82.38 18
temporal analysis
Kaggle fire 82.15 18
Zhao et al. [31] Deep learning Mivia lab 98.00 16
Kaggle fire 97.72 16
Muhammad et al. [21] ~ Deep learning Mivia lab 96.38 16
Kaggle fire ~ 96.04 16
Sousa et al. [25] Deep learning Mivia lab 94.56 18
Kaggle fire 94.24 18
Park et al. [22] Deep learning Mivia lab 98.26 18
Kaggle fire 97.88 18
Barmpoutis et al. [1] Deep learning Mivia lab 95.67 18
Kaggle fire 95.44 18
Borges et al. [2] Probabilistic colour model Mivia lab 99.32 18
Kaggle fire ~ 98.90 18
Cruz et al. [4] New colour index Mivia lab 97.67 18
Kaggle fire 97.10 18
Mahmoud et al. [19] Background subtraction Mivia lab 92.80 16
Kaggle fire 93.15 16
Khatami et al. [13] New colour space Mivia lab 93.40 18
Kaggle fire 93.15 18
Proposed Method CNN-RNN combination Mivia lab 99.62 18
Kaggle fire ~ 99.10 18
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5.7 Strengths of the proposed system

The major strengths of the proposed model are listed below:

® Combining CNN and RNN creates a superior model and as such the proposed model is
capable of detecting forest fires in images from different geographical terrains. Forest
fires in different regions have different colour and motion characteristics. The existing
methods, relying on colour and motion features, may fail in certain situations as they
have high dependency on a few peculiar colour and motion characteristics. Similarly,
the existing methods, employing spatial and temporal features, could also fail if there
is a lot of smoke accompanying the fire regions. These drawbacks of the existing sys-
tems are overcome by the proposed system due to combining CNN and RNN networks
together for feature extraction.
The performance of the model has been tested on two large public datasets.
The high accuracy of the model makes it suitable for deployment in real forest fire
detection applications.

6 Conclusion and future work

This article proposes a combination of CNN and RNN based deep learning method for
forest fire detection. The evaluation of the performance of the present system has been done
on two different public datasets. The proposed forest fire detection system outperforms the
existing studies in this regard. The present work also overcomes various drawbacks of the
existing systems. It is evident from the high classification accuracy of the present system
that the present system can be employed to detect forest fires in the real world scenarios. The
present work shall provide fresh insight to the researchers in carrying out the new researches
on fire detection using computer vision based techniques.

In future, the attempt will be made to carry out the research work in this problem area by
employing other sophisticated deep learning techniques. The plan is also there to develop a
fire detection system in non-forest areas, especially fires that occur in residential areas and
industrial areas. Other possible future directions of this research work include the explo-
ration of the possibility of employing the proposed model for low resolution satellite images
covering large geographical areas.
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