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ABSTRACT
With the increasing importance of air pollutant emissions to the platform
economy and green supply chain management, it is essential to analyse
the trend and correlation between particulate matter emissions and
supply chain statistics. Typical approaches do not integrate particulate
matter prediction with the sustainability analysis, and suffer from
common issues such as low classification accuracy and unstable
prediction performance. In this study, we propose an integrated
analytical framework for sustainability analysis of supply chain
management through particulate matter emissions prediction.
Specifically, we performance trend and correlation analysis between
particulate matter emissions (PM2.5 and PM10) and supply chain
statistics in Beijing of China. We combine the boosting algorithm and
neural network method to predict particulate matter emissions.
Experimental results show that our prediction model achieved high
performance. Sustainability analysis shows that the steady growth of
the supply chain operations is accompanied by decreasing air pollutant
emissions in China.
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1. Introduction

Today, human society is facing very severe environmental and resource problems. The green and
sustainable supply chain are the concrete manifestations of sustainable development strategies that
comprehensively consider these two issues in platform economy management. In recent years, con-
tinued urbanisation and industrialisation, particularly in developing countries, has led to severe
deterioration in air quality and a rapid increase in the degree of contamination (Shi and Yu
2020). Air pollution has substantially affected the living environment of the human population
and endangered health (Stieb et al. 2019). The United Nations (UN) issued Sustainable Develop-
ment Goals (SDGs) in 2015, serving as a blueprint for building a more sustainable future across
the globe. There are totally 17 goals in SDGs, addressing issues in economic, environmental, and
social areas. These goals are interrelated and expected to be fulfilled by 2030 (2015). PM2.5 emissions
have an adverse effect on public health (Yin, Pizzol, and Xu 2017). At present, many countries
attach great importance to inhalable total suspended particulates that cannot be blocked by the
human upper respiratory tract, especially inhalable aerosol particles with sizes less than 2.5 μm.
It is necessary to arouse the stakeholders’ cooperation in various industries across the supply chains
to achieve SDGs (Zhang et al. 2019).

Supply chain emissions have a profound impact on the sustainability of economy and society.
Fine particulate matter (PM2.5) is a typical example of supply chain emissions, which is essentially
a particulate matter emission. PM2.5 emissions of supply chain mainly come from motorised-
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transportation means, including airplanes, trucks and ships that are dominating transportation
forces of modern supply chain. PM2.5 emissions have an adverse effect on public health (Yin, Pizzol,
and Xu 2017). At present, many countries attach great importance to inhalable total suspended par-
ticulates that cannot be blocked by the human upper respiratory tract, especially inhalable aerosol
particles with sizes less than 2.5 μm.

Particulate matter existing in our atmosphere, especially PM2.5, can remain suspended in air for
extended periods of time and has been adopted by the Chinese government as a representative pol-
lutant for monitoring environmental atmospheric pollutants (Wu et al. 2020). The higher its con-
centration in air, the more severe the air pollution is. Although it is only a minimal component of
atmospheric composition, PM2.5 has a considerable effect on air visibility and quality. PM2.5 fea-
tures a smaller particle size, larger area and stronger activity, compared with bulkier atmospheric
particles, and it is highly possible to assimilate harmful and toxic substances, such as microorgan-
isms and heavy metals (Gu et al. 2018). In addition, PM2.5 has a longer residence time in the atmos-
phere and a longer transportation distance, and has negative impacts on human health. Monitoring
PM2.5 concentrations is the first and foremost step toward the identification of PM2.5 sources, and
distribution patterns can provide insights into PM2.5 pollution mitigation and prevention (Liu,
Duan, and Chen 2020; Xu et al. 2020). Therefore, numerous countries worldwide have improved
their capacity for environmental monitoring to provide crucial information-based support for
related government departments (Sun et al. 2018).

With the rapid development in information technology, big data analytics have become an emer-
ging data management method (Chaudhary et al. 2018; Patel and Desai 2019). Big data can effec-
tively promote intelligent management of data, strengthen correlations among data, solve the
problem of data redundancy and effectively promote the governing pattern (Lee, Kao, and Yang
2014). Big data is considered to be an important source of innovation and productivity (Santi
et al. 2018). Additionally, this technique has become an important tool for analysing regional
environmental quality and economic development and has been used extensively in resource man-
agement, environmental protection, and policy formulation (Benke and Benke 2018). Thus, big
data analysis provides a methodological basis for scientific and objective understanding of the cor-
relations between regional environments and economic development and offers corresponding data
to improve economic-environmental zoning (Park et al. 2019). Although big data analytics are
highly valuable in situational analysis of the environment, their application in integrated econ-
omic-environmental zoning has yet to be investigated (Verma, Agrawal, and Sharan 2016).

To more efficiently identify the patterns of air pollution emissions in the context of big data, an
enhanced deep learning approach is presented. A prediction model of the PM2.5 concentration is
established in three stages, namely, data preparation, model training and inferencing. Finally, the
practical data of PM2.5 concentrations are used to verify the adaptability of the proposed method.
The framework of air pollution emission based on the proposed boosting neural network approach
can effectively predict the emission load of air pollution in terms of PM2.5 concentrations. With this
information, more effective measures can be formulated targeting air pollutant management pol-
icies, which help to bring about a coordinated development of the environment and economy
for the society. We hope to provide an effective approach to forecast air pollution emissions.
The proposed method can give a recommendation for related participants. It is similar to rec-
ommendations in the e-commerce field (Pan, Wu, and Olson 2017; Pan and Wu 2020).

The main contributions of this paper are summarised as follows: (1) we propose an integrated
analytical framework for sustainability analysis of supply chain management through particulate
matter emissions prediction. This analytical framework is able to perform sustainability analysis
with accuracy and provide reliable insights for the legislation and implementation of green supply
chain management. (2) We exploit a boosting ensemble meta-algorithm combined with a neural
network method to obtain a prediction model for particulate matter emission prediction, which
can better extract the features from the context of big data of air pollution emission and conduct
predictions with high efficiency. (3) The effectiveness of the proposed framework is evaluated

2 Y. QIAN ET AL.



using 1598 effective particulate matter emission data (PM2.5 and PM10) and supply chain statistics
from 2016 to 2019 in Beijing of China. (4) The sustainability analysis is of enlightening significance
for policy-making targeting sustainable supply chain management to improve the regional environ-
ment and economy.

The remainder of this paper is organised as follows. Section 2 is a literature review. Section 3
describes an integrated analytical framework for sustainability analysis of supply chain manage-
ment. Section 4 presents the experimental results and further analysis. Finally, we end the paper
with conclusions in Section 5.

2. Literature review

There have been a number of researches on the carbon-sensitive supply chain. For instance, a pro-
blem of carbon-sensitive supply chain network with green procurement is introduced and analysed
using a mixed-integer programming model, which incorporates carbon trading cost to reduce the
overall amount of emissions (Abdallah, Diabat, and Simchi-Levi 2010). The combustion of fossil
fuel and the production of heavy industry are deemed two major sources of direct ambient
PM2.5 emissions (Stevens and Boucher 2012). In recent years, there has been a drastic surge of
anthropogenic primary PM2.5 emissions in developing countries. This is owing to the increasing
production activities, such as cement and power production caused by the fast development of
economy and industrialisation (Lei et al. 2011). On the contrary, there has been an evident
reduction of primary PM2.5 emissions in developed countries. The main reasons include the trans-
ference of manufacturing activities and the promulgation of a set of national regulations regarding
air quality (Meng et al. 2016). One significant finding is that the consumption of a commodity, its
geographical primary production, and its final production are often fragmented in the present glo-
balised world (Zhang and Lin 2018).

The variation trend of PM2.5 in the context of big data can be used as a tool to classify patterns
with similar emission characteristics into one category to abstract the common characteristics of
pollution emission. There are extensive studies regarding air pollution monitoring technologies
and the prediction of pollution emission load (Lung et al. 2020; Xu et al. 2020). PM2.5 is affected
by various factors, including meteorological factors such as barometric pressure, intensity of
pressure, wind direction, wind speed, environmental factors, population factors and other air qual-
ity indices (Shen and Yao 2017). Therefore, it is possible to create information redundancy in high-
dimensional PM2.5 predictive modelling, which could cause unnecessary loading into the gating cir-
cular unit network if we cannot simplify the data analysis technology.

The study of PM2.5 concentration trends has always been a research hotspot. Recently, deep
learning methods, essentially complex nonlinear models, are extensively used in the prediction
of air pollutant concentrations due to their usability and high performance. An extension to the
conventional regression neural network was proposed to replace the point predictions with predic-
tion intervals that meet a designated performance (Papadopoulos and Haralambous 2011). Song
et al. (2014) achieved spatiotemporal PM2.5 prediction using a spatial data-assisted incremental sup-
port vector regression method, with the data originated from 13 monitoring stations in New Zeal-
and. A prediction model based on RBF neural network is presented for predicting PM2.5

concentration, where a comparison with traditional BP network is further conducted (Zheng
and Shang 2013). Li et al. (2017) presented an extension to short-term memory neural network
to predict air pollutant concentration using historical air pollutant data, which integrated auxiliary
data to improve performance. Zhou, Li, and Qiao (2017) presented a PM2.5 prediction method
using a recursive fuzzy neural network. Another machine learning algorithm has been proposed
to deal with the spatial nonstationarity of the associations between PM2.5 emissions and predictor
variables (Zhan et al. 2017). Xiao et al. (2018) put forward a reliable PM2.5 hindcast method using an
ensemble machine learning technique. Chen et al. (2018) utilise a random forests model together
with two traditional regression models to form a hybrid method to estimate ground-level PM2.5
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concentrations. Huang and Kuo (2018) combine a convolutional neural network and long short-
term memory methods for implementing the PM2.5 forecasting system.

3. Integrated analytical framework for sustainability analysis of supply chain
management

3.1. Overall framework

The proposed integrated analytical framework for sustainability analysis of supply chain manage-
ment is shown in Figure 1, which consists of four steps:

(1) The particulate matter emission data and supply chain statistics are collected and preprocessed.
Conducting standardisation on the data can reduce the influence of varying dimensions on the
analysis.

(2) The correlation analysis between air pollutant emissions and supply chain statistics is per-
formed in order to evaluate the association and causality relation between air pollution and
supply chain operations.

(3) Then, we perform particulate matter emissions prediction, using the boosting neural network
approach that combines the neural network algorithm and boosting algorithm to improve the
prediction performance of the model.

(4) We analyse the overall trend between air pollutant emissions and supply chain statistics after
acquiring the particulate matter prediction results, serving as sustainability analysis and pro-
viding insights for green supply chain management policy formulation.

Since the data will also contain abnormal values, noise and missing values, it is necessary to clean
and correct the data set to guarantee validity. Considering the running efficiency of the data mining
algorithm, it is necessary to discretise the data and reduce the attributes to smooth the data and
prepare for the prediction of particulate matter concentration.

In the intelligent interconnection environment, PM2.5 concentration monitoring data present
the characteristics of big data, namely, volume, velocity, diversity, and veracity (Aggarwal et al.
2013). In terms of information management, PM2.5 big data is a type of information resource
that can be used to reflect the degree of air pollution and has the characteristics of massiveness, het-
erogeneity, growth, complexity and repeatable mining. Profound data mining is needed to discover
the information and knowledge that can aid in the comprehensive understanding of the emission of
pollutants. The new high-dimensional, time-varying and large volume features have yielded better
criteria for PM2.5 classification, and new real-time processing methods are needed for concentration
prediction. Thus, we propose a novel machine learning-based approach of PM2.5 concentrations

Figure 1. The proposed analytical framework for sustainability analysis of supply chain management.
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using the boosting and neural network algorithms, and the framework of the proposed approach
includes three principal stages: data preparation, boosting neural network and result referencing.

Daily PM2.5 levels provided by air quality monitoring stations in various regions are collected via
intelligent monitoring technology, and a database of these air pollution data is constructed. The
characteristics of daily PM2.5 concentration data are extracted from the preprocessed data, where
other air pollution emissions, including PM10, SO2, CO, NO2 and O3, can also be used as input
environmental data from which more features can be extracted. We choose the boosting algorithm
integrated with the neural network approach for achieving the prediction model. The disadvantages
of the neural network approach are mitigated by introducing the boosting ensemble meta-algor-
ithm. Finally, the PM2.5 concentration prediction results are obtained through model inferencing
on test input data. The prediction results are visualised such that the variation trend of PM2.5 con-
centration can be understood and evaluated intuitively. Therefore, a more effective strategy can be
formulated targeting improving the air pollutant management, which can further benefit economic
development and environmental protection through customised and accurate decision-making.

3.2. Boosting neural network approach for particulate matter emissions prediction

A simple neural network by itself has the problems of low classification accuracy and unstable pre-
diction performance. In this study, an enhanced neural network is proposed to improve the predic-
tion performance of the PM2.5 concentration value model. This kind of enhanced neural network
mainly combines the neural network algorithm and boosting algorithm to improve the prediction
performance of the overall model, that is, using the boosting algorithm to train a certain number of
individual subnets for the sample training set, and then weighted average the output results of each
individual subnet to get the final prediction results.

We randomly divide the samples into a training sample set and test sample set according to the
proportion of 7:3. For the input training sample set S = {(x1, y1), (x2, y2),… , (xn, yn)}, we initialise a
learner first f0(x) = arg min

∑n
i=1 L(yi, g), and then form = 1,… ,M, we setM = 15 here and repeat

the following steps:

(1) Calculate the negative gradient yi = −(∂L(yi, fm−1(xi)))/∂fm−1(xi), i = 1, 2, . . . , n
(2) By minimising the squared error, a basic learning machine hm(x) is used to fit �yi and here

wm = arg min
∑n

i=1 [�yi − hm(xi; w)]
2

(3) Use line search to determine the step size rm, where
rm = arg min

∑n
i=1 L(yi, fm−1(xi)+ rhm(xi; wm)), to minimise L

(4) Obtain the learner of this iteration fm(x) = fm−1(x)+ rmhm(x; wm). When the number of iter-
ation reaches M, the final enhanced neural network prediction model fM(x) can be acquired,
whereas hm(x) ≈ −(∂L(y, fm−1(x)))/∂fm−1(x), L(yi, f (xi)) = 1

2[yi − f (xi)]
2.

For each learner, a set of input data comes to the input layer, and then a set of data S is generated
as the input of the hidden layer by the connection weight with the hidden layer, and then becomes θ
(sj) by the activation function of θ(s) of the hidden layer node, where sj represents the output gen-
erated by the jth node of the hidden layer, which will generate the output layer by the connection
weight between the hidden layer and the output layer. After the same processing as the hidden layer,
the output yj is generated at the output layer. Here, the specific formula of the activation function of
θ(s) mentioned above is as follows:

u(s) = 1
1+ e−s

.

For the prediction performance of the model, we mainly use the training sample set to learn the
weight value to minimise the root-mean-square difference and the boosting algorithm. First, the
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loss function is defined as follows:

L(e) = 1
2

∑k
j=0

e2j =
∑k
j=0

(�yj − yj)
2.

4. Results

In this section, we present the experimental results in three aspects. After collecting and prepro-
cessing the particulate matter emission data and supply chain statistics, we firstly perform the
correlation analysis between supply chain statistics and particulate matter concentrations to
reveal their associations. Secondly, we employ the boosting neural network approach combining
the neural network algorithm and boosting algorithm to perform particulate matter concen-
tration prediction. Finally, we analyse the overall sustainability between particulate matter con-
centrations and supply chain statistics after acquiring the particulate matter concentration
results.

4.1. Experimental setup

In this work, SPSS modeller 18.0 and SPSS 25.0 are used as software tools for prediction and
correlation analysis modelling. The parameter settings are presented in this subsection. (1) Par-
ticulate matter emission prediction: firstly, PM2.5 is set as the target variable and other as the
input by using the type node in SPSS modeller to complete the field role definition; secondly,
the data are divided into a training set and test set according to the ratio of 7:3; then 10
MLP (multi-layer feedforward neural network) are selected as component models, and the boost-
ing neural network prediction model is created by boosting; then SPSS is used to create the
boosting neural network prediction model. The modeller automatically calculates the optimal
number of hidden layers; in order to prevent the prediction model from overfitting, the overfi-
tting prevention set is set to 30%. (2) Correlation analysis: SPSS was used to calculate the Pearson
correlation coefficient among variables under the hypothesis test significance level of 0.05, and
the correlation between the total volume of posts and telecommunications, total passenger trans-
portation, total freight transportation, passenger turnover, freight turnover and PM2.5 content
was explored, respectively.

The supply chain statistics of Beijing from 1 January 2016 to 31 December 2019 are col-
lected monthly from Beijing Municipal Bureau Statistics and Survey Office of the National
Bureau of Statistics in Beijing (http://tjj.beijing.gov.cn/). Typical supply chain statistics includ-
ing the volumes of post and telecommunication, passenger transport, freight transport, passen-
ger turnover and freight turnover are collected and used for the experiments. The data of air
pollutant emissions used for the experiments come from 1598 effective air quality data entries
of the Beijing area from 1 January 2016 to 31 December 2019, obtained from China’s online air
quality monitoring platform (https://www.aqistudy.cn/historydata/). The platform is recog-
nised by the state and its data are judged to be authoritative and authentic. Each data entry
includes the concentration values of PM2.5, PM10, SO2, Co, NO2 and O3 of Beijing on the
same day.

4.2. Correlation analysis for air pollutant emissions and supply chain

We employ the Pearson correlation coefficient to measure the strength of the association between
air pollutant emissions and supply chain data. The Pearson correlation coefficient formula between
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variables X and Y are given as

rX, Y =
∑

XY −
∑

X
∑

Y
N������������������������������������������∑

X2 −
∑

X
( )2

N

( ) ∑
Y2 −

∑
Y

( )2
N

( )√√√√
,

where n is the number of variable values. This formula returns a value between −1 and 1. A higher
absolute value of the correlation coefficient represents a stronger correlation between target vari-
ables. The result of correlation analysis between air pollutant emissions and supply chain data in
Beijing of China from 2016 to 2019 is shown in Table 1.

From Table 1, it is evident that the post and telecommunication volume in the year 2016 has a
strong positive correlation with PM2.5. The PM2.5 emission in 2016 is the highest amongst these
four years, suppressing transportation volumes other than posts and telecommunications. From
the year 2017 to 2019, the volumes of passenger and freight transport exhibit a negative correlation
with PM2.5. Moreover, the passenger, freight and passenger turnover volumes in the year 2019 have
a strong negative correlation with PM2.5. It can be attributed to the reduction of air pollutant emis-
sions continuously.

4.3. Particulate matter concentration prediction using boosting neural network

In order to acquire particulate matter concentration prediction results with high precision, we com-
bine the boosting ensemble meta-algorithm and neural network method to train a set of individual
subnets for the training set of samples, and then the output results of individual subnets are
weighted average to get the final prediction results.

Table 2 summarises the detailed statistical distribution of each air pollutant. Using the
PM2.5 data of Beijing, the experiment is carried out, and the results of PM2.5 prediction
employing the boosting neural network method are shown in Figure 2. Each learner of a
neural network used for integration is a three-layer MLP neural network structure. The num-
ber of hidden layer units is calculated automatically by the SPSS modeller according to the
optimal performance.

In order to further verify the effectiveness of the proposed method, we compare it with the cur-
rent prominent machine learning methods, including classic neural network, linear regression,
C&R and CHAID decision tree, and SVM; the corresponding experimental results are shown in
Table 3. These methods are used extensively for data classification and prediction. Here, we use
R-squared (R2), mean squared error (MSE), root-mean-squared error (RMSE), and mean absolute
error (MAE) as evaluation metrics.

Table 1. Correlation analysis for PM2.5 emissions and supply chain in Beijing, China.

Year Post and telecom Passenger transport Freight transport Passenger turnover Freight turnover

2016 0.627 −0.81 −0.003 −0.21 0.463
2017 0.607 −0.206 −0.560 −0.202 −0.435
2018 −0.141 −0.525 −0.334 −0.18 −0.251
2019 −0.293 −0.721 −0.703 −0.793 −0.277
2016–2019 −0.269 −0.293 −0.227 −0.563 −0.191
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Table 2. Variable statistical distribution.

Count Minimum Maximum Mean Standard deviation

PM2.5 1598 0 454 54.11 49.955
PM10 1598 0 512 78.87 56.450
SO2 1598 0 84 6.67 7.123
CO 1598 0 8.0 0.891 0.6929
NO2 1598 0 155 41.13 20.784
O3_8h 1598 0 311 95.26 60.787

Figure 2. The result fitting curve of competing methods for PM2.5 prediction.
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The formulae for calculating R2, MSE, RMSE, MAE are given below:

MAE = 1
m

∑m
i=1

| fi − yi|,

MSE = 1
m

∑m
i=1

( fi − yi)
2,

RMSE =
�����������������
1
m

∑m
i=1

( fi − yi)
2

√
,

R2 = 1−
∑m

i=1 ( fi − yi)
2∑m

i = 1 (yi − yi)
2 .

The R2 is used to represent the quality of a fitting through the change of data. The MSE can be
used to evaluate the change degree of data; it can be used to denote how accurate the prediction
model can describe the experimental data. The RMSE is used to measure the deviation between
the observed value and the true value. TheMAE can reflect the actual situation of prediction error.

In order to further verify the effectiveness of the proposed method, we compare it with the cur-
rent prominent machine learning methods, including classic neural network, linear regression,
C&R and CHAID decision tree, and SVM; the corresponding comparison results are shown in
Table 4. Here, we use R-squared (R2), mean squared error (MSE), root-mean-squared error
(RMSE), and mean absolute error (MAE) as evaluation metrics.

We can observe from Table 3 and Figure 2 that the enhanced neural network prediction model
achieved the best results, followed by the classic neural network model. Compared with the other
four methods, our method achieved the largest R2 value, meaning that our method can better cap-
ture the features between the PM2.5 concentration and other variables. For MSE, RMSE and MAE,
our method obtained the smallest results, indicating that the best quality of PM2.5 concentration
prediction, which will bring greater help to the actual air pollutant control and management. In
addition, it is evident that the enhanced neural network model is better than other methods in
the closeness of fitting between the predicted value and the actual value obtained by each model.
Therefore, the effectiveness of the proposed prediction model of PM2.5 is demonstrated.

Table 3. The performance comparison for PM2.5 prediction.

Methods R2 MSE RMSE MAE

Boosting neural network 0.921 195.99 14.00 10.03
Neural network 0.894 265.43 16.29 11.13
Linear regression 0.861 346.92 18.63 12.53
C&R decision tree 0.845 385.60 19.64 12.36
CHAID decision tree 0.796 509.78 22.58 12.65
SVM 0.612 968.33 31.12 18.69

Table 4. The performance comparison for PM10 prediction.

Methods R2 MSE RMSE MAE

Boosting neural network 0.654 1091.42 33.04 20.62
Neural network 0.654 1092.16 33.05 20.62
Linear regression 0.630 1230.44 35.08 22.60
C&R decision tree 0.474 1744.16 41.76 26.75
CHAID decision tree 0.555 1523.79 39.04 24.97
SVM 0.242 1748.91 41.82 25.90
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We also utilise the boosting neural network method to perform PM10 concentration predic-
tion using air pollutant emission data of Beijing. The prediction results are shown in Figure 3,
and the performance comparison is presented in Table 4. Similar to the results for PM2.5 predic-
tion, our method obtained the highest R2 value, and lowest MSE, RMSE and MAE value, denot-
ing the highest quality of PM10 prediction. Moreover, our method also achieved the best fitting
closeness amongst all methods. Therefore, the effectiveness and applicability of our method on

Figure 3. The result fitting curve of competing methods for PM10 prediction.
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multiple particulate matter prediction are verified. Just like e-commerce, our proposed method
can formulate recommendations for predicting air pollutant emissions (Pan et al. 2019; Pan
and Wu 2019).

4.4. Sustainability analysis between particulate matter concentrations and supply chain
statistics

We perform the sustainability analysis through overall trend evaluation between air pollutant
emissions and supply chain statistics after acquiring the particulate matter prediction results.
The quarterly volume changes of PM2.5 concentration prediction, post and telecommunication,
passenger transport, freight transport, passenger turnover and freight turnover are denoted as
a line chart in Figure 4. It is evident that the PM2.5 prediction is declining steadily from 2016
Q4 to 2019 Q3. Meanwhile, a slow upward trend is identified for the supply chain statistics
including post and telecommunication, passenger transport, passenger turnover and freight turn-
over. Even though the freight transport volume fluctuates periodically, it is not affected by the
decrement of PM2.5 concentration. In sum, the sustainable increment of supply chain statistics
has been realised from 2016 to 2019; in other words, the development of supply chain operations
is not achieved at the cost of rising air pollutant emissions. The downward trend of PM2.5 emis-
sion can be ascribed to the effectiveness of the legislations and regulations for air pollutant con-
trol in China.

The Air Law in China was issued firstly in 1987 and has undertaken several revisions. The latest
major revision took place in 2015 and became effective on 1 January 2016 (Feng and Liao 2016).
This revision stresses the air pollutant control induced by industrial production, coal burning,
dust, motor vehicles, motor vessels, and agricultural activities. It establishes an explicit goal of
enhancing the quality of air. It has detailed regulations for constraining greenhouse gases and
atmospheric pollutants, specifically particulate matter, such as PM2.5 and PM10 volatile organic
compounds, nitrogen oxides, ammonia, and sulfur dioxide.

Figure 4. Sustainability analysis between particulate matter concentrations and supply chain statistics.
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5. Conclusions

In this paper, an integrated analytical framework targeting sustainability analysis of supply chain
management through particulate matter emissions prediction has been proposed. Specifically, we
firstly collect and preprocess the particulate matter emission data and supply chain statistics in Beij-
ing of China, then we conduct correlation analysis between air pollutant concentrations and supply
chain statistics to uncover the intrinsic associations. Secondly, we combine the boosting ensemble
meta-algorithm and neural network method for particulate matter concentration forecasting. The
boosting algorithm is used to train a set of individual subnets to improve the efficiency of predic-
tion, and afterwards, the output results of individual subnets are weighted for acquiring the final
prediction results. Finally, we perform an analysis on sustainability between air pollutant emissions
and supply chain statistics after obtaining the particulate matter prediction results.

This analytical framework is able to perform sustainability analysis with accuracy and provide
reliable insights for the legislation and implementation of green supply chain management. The
forecasting of particulate matter emissions conveys basis and justifications for policy-makers to
enforce the environmental protection measures associated with air pollution and design efficient
policies with the aim of improving the air pollutant management of the supply chain, which will
further lead to an improved public health environment, especially in economically developed
areas. Because this study mainly targets the prediction of PM2.5 and PM10 concentrations, it cannot
comprehensively reveal the geographical distribution of air pollution. There are various factors that
affect air quality, and a regression model can be established to predict PM2.5 and PM10 distributions
more comprehensively and to determine the key influential factors, which would be important for
formulating economic development strategies and implementing environmental protection
mechanisms.
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