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A B S T R A C T

Determining the relationship between the cause of damage and the subsequent structural behavior of
infrastructure systems requires an accurate characterization of the propagation of cracks, which represents
the evolution of the damage state. When no information about the cause of damage is available, kinematic
approaches can be used to describe the motion of crack contours. Current image-based approaches to derive
crack kinematics use digital image correlation (DIC) on a set of sequential images as the crack propagates.
However, DIC is invasive in that the structure surfaces must be painted with random speckle patterns, limiting
its use primarily to controlled experiments. In this paper, we propose a novel image-based methodology
for computing crack opening in Mode I or Mode II. As an input, this method takes a binary image from
a semantic segmentation of an image of a crack pattern. This binary image is used to detect the opposite
edges along the crack, which are then registered using an optimization algorithm based on the Euclidean
transformation model and non-linear least squares. As a final output, this method produces displacement maps
in the tangential and normal directions to the crack skeleton. To demonstrate its performance, we validate our
methodology first with synthetic crack patterns and then with real crack patterns. Because this methodology for
determining crack openings requires only simple data (just a binary crack pattern image), it is straightforward,
robust, and adaptable, thus contributing to the development of structural image-based damage assessments.
The computational codes and datasets are available to the public for future research and benchmarking on
https://github.com/eesd-epfl/crack_kinematics and https://doi.org/10.5281/zenodo.6632071.
1. Introduction

Structural inspections of existing buildings and infrastructure com-
prise localizing and classifying damage features in the structure. These
engineering inspections are conducted on a regular basis, as is com-
mon for infrastructure, as well as after extraordinary events, such as
earthquakes. Among the various manifestations of damage that engi-
neers evaluate, cracks are the most common feature in quasi-brittle
structures, such as concrete and masonry [1].

The likely causes of damage and the mechanical properties of the
damaged structural element (e.g., stiffness, strength) can be estimated
from the crack pattern and kinematics of a crack. Crack kinematics
describes how two crack surfaces move in relation to each other,
and provide important information about the stress state that caused
the damage. A Mode I crack opens normal to the crack surface and
is typically associated with normal stresses. A Mode II crack opens
parallel to the crack surface and is associated with shear stresses in
the plane of the element [2]. Shear stresses acting in the crack plane
cause Mode III deformation as well, but in this case the deformation
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is out-of-plane [2]. Concrete and masonry elements that fail in shear
(Mode II) have a lower deformation capacity than elements that fail
in flexure (Mode I). Therefore, identifying cracks in structures and
classifying their opening mode is important for preventing potential
failures through timely interventions designed to minimize economic
losses, future deterioration, and even loss of human life [3].

Existing image analysis methods for detecting and identifying cracks
and their patterns can be classified as heuristic feature extraction,
change detection, and deep learning techniques [4]. Heuristic feature
extraction employs a hand-crafted filter on the image, the output of
which is post-processed using value thresholds or a machine learning
classifier [5–7]. Change detection compares an image of the considered
structure (baseline) to later images of the damage evolution [8–10].
Finally, the current state-of-the-art here employs deep learning tech-
niques, in which a system is trained to automatically detect cracks in
images using known data [11–13].

A common output of image-based crack detection is a binary mask
image, in which the foreground pixels show the positions in the original
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image corresponding to cracks [14]. Post-processing of these binary
masks is necessary to learn the characteristics of the cracks and their
influence on the mechanical properties of structural elements. As one
of the state-of-the-art applications of this technique, Rezaie et al. [15]
used digital image correlation (DIC) data from damaged stone ma-
sonry walls to generate binary masks representing cracks, which were
then post-processed to extract features like crack width. Today, the
crack kinematics can be obtained using methodologies based on DIC
data [15–20], but to the best of our knowledge, no existing method
can evaluate the kinematics of a crack using only the binary mask as
input data.

In this paper, we present a novel methodology to determine crack
kinematics from a binary mask based on the registration of 2D point-
clouds (or point-sets) along the length of a crack. To this aim, a binary
mask with crack information is post-processed to extract its opposite
contour as a 2D point cloud that can be registered via Euclidean
transformation and optimization. Therefore, the information about the
crack kinematics is encoded by the transformation obtained in the
registration step. That transformation is then used to calculate the
relative crack movement between opposing crack contours in terms of
normal (Model I) and tangential (Model II) displacements.

In the following, we state the problem and provide a general de-
scription of our approach. We then describe the methodology and
its components, beginning with the nonlinear least squares method,
which forms the core of our method, and its adaptation to our specific
problem. Furthermore, we describe some aspects of crack patterns and
how we considered them in our algorithm, such as kinematic variability
along the crack and multi-crack and multi-branched patterns. To vali-
date and demonstrate the efficacy and robustness of our methodology,
we present experiments taken from synthetic data and real data (in-
cluding a building damaged due to an earthquake). To demonstrate the
stability of our method and to provide guidance on the proper selection
of the hyper-parameters involved in the algorithm, we run Monte Carlo
simulations. The robustness of our code is evaluated by adding noise to
the crack edges, which simulates material detachment from the crack
edges. Experiments are carried out using real-world data, including
a damaged stone masonry wall tested under shear compression loads
and a building damaged by an earthquake. Finally, we present the
conclusions reached during the methodology development process as
well as future developments that can further improve the damage
characterization research.

2. Problem statement

There are three different modes of crack propagation differentiated
by analytical solid mechanics [21], as shown in Fig. 1. In Mode I,
tensile stresses acting perpendicular to the crack plane cause the crack
to open. Modes II and III are caused by perpendicular shear stresses
acting parallel to the crack plane, causing in-plane deformation in the
former case and out-of-plane deformation in the latter. In this paper,
we will develop an approach to determine the kinematics of Mode I
and Mode II cracks using only a binary image of the crack as input.

From previously developed approaches, an image of a crack pattern
(Fig. 2a) can be segmented to obtain the crack as a binary mask image
(Fig. 2b). In this binary mask, all pixels that belong to the crack are
white and all other pixels are black. We herein develop a method to
determine the crack mode and its change along the crack axis using
only this binary mask. To accomplish this, we detect the two edges
of the crack as 2D point-clouds (Fig. 2c). We divide one crack edge
into smaller sets of points and determine the Euclidean transformation
(rotation and translation) required to register this set of points onto
a set of points that belongs to the second crack edge. The rotation
and translation required to register the two point-clouds (point-sets)
are then used to decompose the crack opening into a normal and a
tangential component (Mode I and Mode II). The fracture mode is
determined by the dominant deformation of these two movements.
2
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Mode III is not considered herein because the images only contain 2D
information, and no out-of-plane shear deformation can be captured.
Future work could use stereo images to include the determination of
the crack motions for Mode III.

3. Methodology

This section describes the framework used to determine the crack
kinematics from a binary crack mask. In this mask, the foreground
pixels (white) in this segmentation correspond to the segmented crack,
while the background pixels (black) are related to the material. Note
that while the examples in the text show crack patterns on speckled
surfaces, our methodology works for any situation for which a binary
crack map can be obtained.

3.1. Nonlinear least squares

Nonlinear least squares is an optimization algorithm for fitting a
nonlinear model to an observed dataset [23]. This method aims to find
the parameters 𝜶 = [𝛼1,… , 𝛼𝑛] of a model 𝑓 (𝑥;𝜶) that minimize a loss
unction 𝐿(𝑥;𝜶) (Eq. (1)) defined as the mean squared error (MSE) of
residual function 𝑟𝑖(𝜶) = 𝑓 (𝑥𝑖;𝜶) − 𝑦𝑖 at 𝑁 discrete points 𝑥𝑖 in the

omain, where 𝑦𝑖 is the observed data corresponding to 𝑥𝑖:

(𝜶) = 1
2

𝑁
∑

1
𝑟2𝑖 (𝜶). (1)

Therefore, the optimization problem can be written as

𝜶𝑜𝑝𝑡 = argmin
𝜶

𝐿(𝜶), (2)

here 𝜶𝑜𝑝𝑡 is the set of parameters minimizing 𝐿(𝜶). To solve the
inimization problem in Eq. (2), the Gauss–Newton method is com-
only used. In this method, the optimal set of parameters 𝜶𝑜𝑝𝑡 is found

hrough variations of the elements of 𝜶 in the direction determined by
he step 𝛥𝜶, obtained iteratively as shown in Eq. (3) (for iteration 𝑛+1).
ore detailed information is presented in Betts et al. [24].

𝑛+1 = 𝜶𝑛 − 𝛾𝛥𝜶, (3)

here 𝛾 is the learning rate controlling the step size, and the step 𝛥𝜶
s given by

𝜶 = 𝐇[𝐿(𝜶)]−1∇𝐿(𝜶), (4)

here 𝐇[𝐿(𝜶)] is the Hessian of the loss function, and ∇𝐿(𝜶) is its
radient.

.2. Solving for the crack kinematics

In this section, we solve the 2D point-set registration problem by
ransforming one set of points that belongs to one crack edge to
it over another set of points that belongs to the other crack edge.
he contours are detected from the binary mask using the marching
quares method [25], and they are divided into two sets of points, each
epresenting one edge of the crack, as shown in Fig. 2c. The pixels
elected here as crack contour belong to the image background rather
han the crack, meaning they are part of the set of black pixels in
ig. 2b. The two edges of a crack segment are represented by the sets of
oints 𝐄0 = [𝑒(0)0 ,… , 𝑒(0)𝑁 ] and 𝐄1 = [𝑒(1)0 ,… , 𝑒(1)𝑛 ], respectively. Further,
ach element 𝑒𝑖 is a coordinate point in R2.

The method developed herein assumes that a crack contour pos-
esses three degrees-of-freedom (DOF), which are associated with a
ertical and a horizontal translation 𝐭 = (𝑡𝑥, 𝑡𝑦)𝑇 and a rotation 𝜃. Thus,
ur goal is to find the parameters 𝐓 = [𝑡𝑥, 𝑡𝑦, 𝜃] transforming the edge
0 ⇒ 𝐄′

0, such that the Euclidean distance between the translated set of
oints 𝐄′

0 and a set of points on the second crack edge 𝐄1 is minimized.
′
0 is given by

′ = 𝐑(𝜃)𝐄 + 𝐭, (5)
0 0
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Fig. 1. Fracture propagation modes [22].
Fig. 2. Image of a single crack (256 × 256 px) considering the (a) crack pattern image, (b) detected binary mask, (c) identified crack edges in red and blue, and (d) transformed
edge (blue) after applying Euclidean transformation (green). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
where 𝐑(𝜃) is the rotation matrix defined as

𝐑(𝜃) =
[

𝑐𝑜𝑠(𝜃) −𝑠𝑖𝑛(𝜃)
]

, (6)
3

𝑠𝑖𝑛(𝜃) 𝑐𝑜𝑠(𝜃)
and 𝐭 is the translation vector. Next, the residual function is defined
as
𝑟(𝐓) = (𝐑(𝜃)𝐄0 + 𝐭) − 𝐄1. (7)
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Fig. 3. Displacements maps for crack transformations using full edges: (a) rotation 𝜃, (b) horizontal translation 𝑡𝑥, and (c) vertical translation 𝑡𝑦.
Fig. 4. Finite segment edge registration: (a) crack skeleton, (b) the finite edge elements corresponding to 𝐄0 (blue) and 𝐄1 (red) determined from a single pixel (yellow dot) of
the crack skeleton, and (c) the finite edge segment of 𝐄0 after the optimal transformation over a finite edge segment of 𝐄1. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
Herein, the nonlinear least square method is used to find the
transformation 𝐓 = [𝑡𝑥, 𝑡𝑦, 𝜃] that determines the crack kinematics.
Fig. 2d shows the results after applying the transformation defined
by the optimal parameters 𝐓 = [𝑡𝑥, 𝑡𝑦, 𝜃] to 𝐄0. Additionally, Fig. 3a–
c show the numerical values of the transformation 𝐓 = [𝑡𝑥, 𝑡𝑦, 𝜃] =
[22.25 px,−8.18 px, 6.61 × 10−3 rad] as displacements maps along the
crack skeleton, which is obtained by the skeletonization methods
developed previously [26,27]. Note that the image coordinates (global
coordinates) of the edges are different from the coordinates used in the
transformation (local coordinates), whose origin we place at the mean
of the coordinates of the point set 𝐄0. To determine their local coor-
dinates, we subtract this mean coordinate from the global coordinates
of 𝐄0 and 𝐄1. Fig. 2c shows the origin of the edges’ local coordinate
system with respect to which the transformation is performed.

3.2.1. Variability of kinematics along the crack
As the crack edges are not rigid, the translation and rotation that

registers the crack edge segment of one edge onto the other edge is
not always constant along the crack axis. To account for this effect, we
decompose the crack edges into edge segments composed of a reduced
set of points. To define these edge segments, we find the 𝑘-neighboring
points in 𝐄0 and 𝐄1 for each point 𝐱𝑠𝑘 of the set of crack skeleton points
𝐗𝑠𝑘 (Fig. 4a). Fig. 4b depicts a single pixel (yellow dot) of the skeleton
in Fig. 4a and its 𝑘-neighbor points in 𝐄0 and 𝐄1 for 𝑘 = 50. The same
optimization methodology described in the preceding section is then
applied to the finite edge segments (Fig. 4b,c) to find the local crack
edge translation and rotation.

After repeating this procedure for each skeleton pixel, the non-
constant movement of the crack is found, as shown in Fig. 5a–c. In this
4

example, the mean values of all three DOFs are 𝜃 = 53.03 × 10−2 rad,
𝑡𝑥 = 20.17 px, and 𝑡𝑦 = −10.87 px, which differ from the values obtained
using full edges and demonstrate the localized behavior of the crack
movement.

Next, we represent the local crack movement using only two DOFs,
namely 𝑡′𝑥 and 𝑡′𝑦. The axes 𝑥′ and 𝑦′ correspond to the local crack
coordinate system and are parallel to the 𝑥 and 𝑦 global axes. The
displacements corresponding to 𝑡′𝑥 and 𝑡′𝑦 are estimated from the mean
of the difference in coordinates of the 𝐄0 𝑘-neighbors before and after
the transformation:

𝐭′ =
(

𝑡′𝑥
𝑡′𝑦

)

= 1
𝑘

𝑘
∑

𝑖=1

[

𝐞′(0)𝑖 − 𝐞(0)𝑖

]

. (8)

Later in this paper, 𝑡′𝑥 and 𝑡′𝑦 will be used to find the displacements
parallel and orthogonal to the crack surface, which define the crack
kinematics and determine the opening mode of the crack (Mode I, Mode
II, or mixed mode—Mode I and Mode II combined).

3.2.2. Edge registration over an extended region of 𝐄1
If the crack opening has a significant Mode II component, the 𝑘

points on 𝐄0 that are the 𝑘-nearest neighbors to a selected point 𝐱𝑠𝑘
on the crack skeleton will not correspond to the 𝑘-neighbor points on
𝐄1. In this case, we must register 𝑘 points of 𝐄0 on a segment of 𝐄1 that
contains more than 𝑘 points. In the following, we use a greedy approach
to register the selected 𝑘 points from 𝐄0 on all the possible groups of
𝑘 consecutive points in 𝐄1. The transformation with the lowest error
is then selected as the correct transformation. However, this procedure
is computationally expensive. To overcome this limitation, we propose
two solutions. In the first, we define two hyper-parameters, 𝜇 and 𝜆,



Construction and Building Materials 343 (2022) 128054B.G. Pantoja-Rosero et al.
Fig. 5. Displacement maps indicating the movement of finite segments of crack edges: (a) crack rotation map 𝜃, (b) crack horizontal translation map 𝑡𝑥, and (c) crack horizontal
translation map 𝑡𝑦.
that describe the selection of groups of 𝑘 points in 𝐄1 registered with
the 𝑘 points in 𝐄0. First, 𝜇𝑘 is the size of 𝐄1 in which we search for the 𝑘
points of 𝐄0 (Fig. 6a). In this case, we select various groups of 𝑘 points
(𝑀 groups in total) from the 𝜇𝑘 points of 𝐄1, where the first group
composed of the first consecutive 𝑘 points (the initial point is one of the
extremes of the 𝜇𝑘 points; Fig. 6b). The initial point of the second group
of 𝑘 consecutive points is placed at the 𝜆th position (Fig. 6c). The third
group starts at the 2𝜆th point, and so on, for the other groups until all
the 𝜇𝑘 fractions of 𝐄1 have been covered. Thus, 𝑀 transformations are
obtained from which we select the one with the lowest value in the loss
function. Fig. 6d shows the optimal registration of 𝑘 points of 𝐄0 with
𝜇𝑘 points in 𝐄1. It can be seen here that the optimal registration did not
occur with the 𝑘-nearest neighbor points in 𝐄1, but instead occurred
after considering a group of 𝑘 points located close to the end of the
chosen fraction 𝜇𝑘 of 𝐄1.

The second solution we propose for registering the 𝐄0 edge segment
on the extended 𝐄1 is the use of heuristic algorithms to find the optimal
transformation among the various possibilities. We specifically employ
the global optimization algorithm proposed in Shaqfa et al. [28], which
is based on Pareto-like sampling. This sampling algorithm selects a
number of uniformly distributed random samples from the variable
domain 𝜆 (we select 5% of the discrete domain as samples) in which
the loss function is evaluated. The sample that produced the lowest loss
value generates a tentative smaller interval inside the variable domain
where the optimal value might be placed with a defined probability
(90% for our problem). The remaining chances of containing the op-
timal solution are assigned to the rest of the domain. The algorithm
runs a defined number of iterations (five in our case), selecting one of
the two intervals following the assigned probabilities, generating new
random samples, evaluating the loss function in them, and selecting the
best variable value.

3.2.3. Multiple branches and cracks—hyper-parameter 𝜂
In this section, we propose a methodology to assess the crack

kinematics for more complex patterns. To ensure that the 𝑘-neighbors
points come from two opposing crack edges, endpoints and junctions
are used to segment edges of cracks with multiple branches and/or
multiple isolated cracks in the same image. Fig. 7a,b,e,f show two
different cracks with the described typology and their corresponding
contour detection. As the developed algorithm considers each pixel in
the skeleton to detect the two closest contours and take the 𝑘-neighbors
points, it is necessary to divide those contours into multiple edges.
To that end, we detect junctions and endpoints in the skeleton using
the Mahotas hit and miss algorithm [29] with kernels of the main
typologies of junctions and endpoints as shown in Fig. 7c,g. Then, the
closest edges to each of these points are halved at the closest point, as
shown in Fig. 7d,h.

Because the size of the segmented edges varies, the 𝑘 parameter
should be chosen accordingly. Instead of 𝑘, we propose using a related
5

hyper-parameter 𝜂, which represents a fraction of the full length of
a segmented edge and is related to 𝑘 as follows: 𝑘 = 𝐿𝑒𝑛𝑔𝑡ℎ(𝐄𝑖)∕𝜂.
Through this parameter, we ensure that the number of neighbors 𝑘
adapts to the edge size when the pattern contains multiple branches
and/or isolated cracks.

3.2.4. Crack kinematics—normal and tangential deformations for Modes I
and II

To determine the opening in Mode I and Mode II, it is necessary
to express the crack opening in tangential and normal movements in
relation to the local crack axis. However, the information about crack
kinematics contained in the horizontal displacement 𝑡′𝑥 and vertical
displacement 𝑡′𝑦 is not meaningful from a mechanical point of view
because it is expressed in the horizontal and vertical coordinate system
of the image, as shown in Fig. 8a. To translate this to the local crack
axis, we begin by determining the normal and tangential directions
along the length of the skeleton (given by the angle 𝛽), defining a local
coordinate system for each of its pixels (parallel and perpendicular axes
with respect to a skeleton pixel; Fig. 8b). We use principal component
analysis (PCA) in 𝑘-nearest neighbor points (ten neighbors for our ex-
periments, 𝑘𝛽 = 10) to determine both tangential and normal directions
for each skeleton pixel. Note that when computing the normal angles
for the skeleton, we force them to fall into either the first or the second
Cartesian quadrants (0 ≤ 𝛽 ≤ 𝜋; if angles fall in other quadrants, we add
or subtract 𝜋) and assign this as the positive direction of the normal
axis 𝑛. Then, the axis 𝑡 is selected to be perpendicular to 𝑛 following
the right-hand rule and after determining the direction of the local axis
(𝛽) for each pixel, as shown in Fig. 8c,d, the normal and tangential
movements (𝑡𝑛, 𝑡𝑡) of the crack can be calculated using 𝑡′𝑥 and 𝑡′𝑦 as
follows:

𝑡𝑡 = −𝑡′𝑥 sin(𝛽) + 𝑡′𝑦 cos(𝛽), 𝑡𝑛 = 𝑡′𝑥 cos(𝛽) + 𝑡′𝑦 sin(𝛽). (9)

After computing the normal and tangential deformations of the
crack along the axis of the skeleton, we obtain the displacement maps
presented in Fig. 9.

3.2.5. Interpreting displacement maps
We use displacement maps to display the relative tangential and

normal movement of the cracks, and for a better interpretation of the
results, we propose a sign convention for their values. Here, we define a
positive normal displacement when the crack opens and a positive tan-
gential displacement when the relative movements of the crack edges
rotate counterclockwise. This can be visualized in Fig. 9, where the
displacements along the crack are represented with oriented vectors.
For positive values of normal displacements, the oriented vectors align
and point towards opposite directions (Fig. 9a). For positive values of
tangential displacements, the oriented vectors placed at the opposite
sides of the crack show counterclockwise rotation; negative values show
clockwise rotation. (Fig. 9b).
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Fig. 6. Registration using a larger set of points of 𝐄1 with the hyper-parameters 𝑘 = 50, 𝜇 = 2.0, and 𝜆 = 5: (a) 𝑘-neighbors in 𝐄0 and 𝜇𝑘-neighbors in 𝐄1 for a skeleton point
(pixel), (b) first 𝑘 group (𝑚 = 1) of points from 𝐄1 (magenta), (c) second 𝑘 group (𝑚 = 2) of points from 𝐄1, and (d) 𝑘-neighbors points from 𝐄0 registered over a larger set of
points of 𝐄1 (green) after applying the optimal transformation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
4. Experiments

In this section, we present several examples to demonstrate the
effectiveness of the developed technique. First, the algorithms are
validated using two different types of synthetic examples (line-based
and crack-based), in which pre-defined translations and rotations are
applied to a given edge to simulate the binary mask of a crack.
Following that, a Monte Carlo simulation evaluates the sensitivity of
the method to the involved hyper-parameters and provides guidance
on their selection. Later, by adding Gaussian noise to the edges, the
robustness of the algorithm is tested on cases where there is material
detachment from the crack contours. To further demonstrate the ca-
pabilities of the approach, the semantic segmentation of real cracks,
as presented by Rezaie et al. [14], is used as input data. Next, we
make a qualitative comparison between the DIC pipeline presented
previously [16,17] and our full pipeline, which begins with semantic
crack segmentation using the deep learning model published in Rezaie
6

et al. [14]. Finally, we demonstrate the versatility of our method for
various engineering applications by applying it to a building damaged
by seismic loads.

4.1. Synthetic crack patterns with linear contour

The synthetic crack patterns shown in Fig. 10a–c are based on
linear segments created with a pre-defined edge 𝐄0 and a Euclidean
transformation (𝜃, 𝑡𝑥, and 𝑡𝑦). In this regard, we defined the vertices and
created the line segments between them to create the synthetic edge
𝐄0. Next, a pre-defined transformation was applied to 𝐄0 to obtain 𝐄1
(observe blue and red edges in Fig. 10a–c). Columns 2 to 4 of Table 1
contain the parameters of the transformation used to create 𝐄1 from
𝐄0.

Applying the technique developed herein for estimating the crack
kinematics of the synthetic data generated the results presented in
columns 5 to 7 of Table 1. These columns show the prediction values
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Fig. 7. Patterns with multiple branches and isolated cracks: (a) binary mask of detected crack (pattern 1), (b) contours detected using the marching squares method (pattern 1),
(c) endpoints and junctions found in the skeleton (pattern 1), (d) group of edges found using detected contours together with endpoints and junctions (pattern 1), (e) binary mask
of detected crack (pattern 2), (f) contours detected using the marching squares method (pattern 2), (g) endpoints and junctions found in the skeleton (pattern 2), and (h) group
of edges found using detected contours together with endpoints and junctions (pattern 2).

Fig. 8. Crack skeleton and directions of interest: (a) image and local coordinate systems, (b) local tangential 𝑡 and normal 𝑛 axes for a pixel/point of the skeleton with corresponding
direction 𝛽, (c) local horizontal displacement component 𝑡′𝑥 decomposed into tangential and normal components, and (d) local vertical displacement component 𝑡′𝑦 decomposed into
tangential and normal components.
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Fig. 9. Displacement maps for the tangential 𝑡 and normal 𝑛 directions: (a) normal displacement map 𝑡𝑛 and (b) tangential displacement map 𝑡𝑡.
Fig. 10. Synthetic binary masks for a line-based crack. Edge 𝐄0 (blue), edge 𝐄1 (red) and registered edge 𝐄0 over edge 𝐄1 (green) for: (a) pattern 1, (b) pattern 2, and (c) pattern
3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 1
Pre-defined and predicted Euclidean transformation parameters for synthetic crack patterns with linear contour using full edges approach.

Pre-define parameters Predicted parameters Absolute difference

𝜃 [rad] 𝑡𝑥 [px] 𝑡𝑦 [px] 𝜃 [rad] 𝑡𝑥 [px] 𝑡𝑦 [px] 𝛥𝜃 [rad] 𝛥𝑡𝑥 [px] 𝛥𝑡𝑦 [px]

Pattern 1 4.91𝑒−2 10.00 5.00 4.91𝑒−2 9.84 4.77 0.00 0.16 0.23
Pattern 2 0.00𝑒−2 10.00 2.50 −0.05𝑒−2 9.30 3.08 0.05𝑒−2 0.70 0.58
Pattern 3 4.91𝑒−2 5.00 −5.00 4.91𝑒−2 5.35 −4.77 0.00 0.35 0.23
for rotation and displacements. In this example, the straight nature of
the cracks renders the use of finite segments of 𝐄0 and 𝐄1 irrelevant, as
fitting 𝐄0 on 𝐄1 cannot guarantee correct placement (e.g., a small linear
segment of 𝐄0 will be identical to numerous small linear segments of
the 𝐄1). Thus, we used the full edges of opposite sides as 𝐄0 and 𝐄1

for the optimization of this set of synthetic data. The green edges in
Fig. 10a–c show the transformation of 𝐄0 overlying 𝐄1 for the optimal
parameters obtained from the optimization process. These figures also
demonstrate the proper functioning of the present technique because
the two edges match all along the crack length. This is confirmed by
comparing the obtained and target values through the small absolute
difference values presented in columns 8 to 10 of Table 1.
8

4.2. Synthetic real-contour crack patterns

In this example, the edge 𝐄0 is transformed with pre-defined pa-
rameters 𝜃, 𝑡𝑥 and 𝑡𝑦 to create the edge 𝐄1, and consequently the crack
pattern. The difference in this case is that the edge 𝐄0 in each pattern is
retrieved from the binary mask representing the semantic segmentation
of a real crack (Fig. 11a–c). Fig. 11d–f show the binary patterns created
after applying the transformation with the parameters presented in the
columns 2 to 4 from the Table 2 to the edge 𝐄0, which is presented
together with the edge 𝐄1.

Here, we initially ran our algorithms using the full edges, as for
the line-based patterns, and then we used the general approach de-
scribed in the methodology section to calculate the kinematics of each
skeleton pixel using finite segments of 𝐄 and 𝐄 . The qualitative and
0 1
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Fig. 11. Synthetic real-contour crack patterns. Crack pattern image: (a) pattern 1, (b) pattern 2, and (c) pattern 3. Edge 𝐄0 (blue), edge 𝐄1 (red) and registered edge 𝐄0 over
edge 𝐄1 (green) for synthetic real-contour crack: (d) pattern 1, (e) pattern 2, and (f) pattern 3. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
Fig. 12. Simulating loss of contour material by adding Gaussian noise to crack edges 𝐄0 (blue) and 𝐄1 (red). The registered noisy edge 𝐄0 (green) for: (a) pattern 1 with 10%
noise, (b) pattern 2 with 50% noise, and (c) pattern 3 with 100% noise. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
quantitative results for full edges, presented in Fig. 11d–f and in the
columns 5 to 7 from the Table 2, validate the performance of our
method. Fig. 11d–f show the match between 𝐄0 and 𝐄1 when the
optimal transformation is applied with the parameters presented in the
columns 5 to 7 from the Table 2. Moreover, when that table of optimal
transformation parameters is compared to the pre-defined (columns 2
to 4 of Table 2), the differences in parameter values are noticeably
small, which confirms the qualitative observation.
9

Next, we performed the registration by considering finite edge
segments in this synthetic data; the means of the absolute values of
the three obtained DOFs are presented in the columns 8 to 10 from
the Table 2. The results here slightly differ from those obtained using
full edges, which quantitatively shows that the presented method is
performing properly. This can be visualized properly in the Table 3
where the absolute difference for the predictions using full and finite
segment edges is presented.
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p

Fig. 13. Absolute difference in pixels between ground truth and predicted values for transformation parameters using two DOFs (𝑡′𝑥 and 𝑡′𝑦). Using full edge approach for: (a)
attern 1, (c) pattern 2, and (e) pattern 3. Using finite segment edge approach for: (b) pattern 1, (d) pattern 2, and (f) pattern 3.
Table 2
Pre-defined and predicted Euclidean transformation parameters for examples with synthetic real-contour crack patterns using full and finite edge segment approach. Finite segment
edge approach uses 𝜂 = 1.5, 𝜇 = 1.5, 𝜆 = 4. .

Pre-defined parameters Predicted parameters full edges Predicted parameters finite segment edges

𝜃 [rad] 𝑡𝑥 [px] 𝑡𝑦 [px] 𝜃 [rad] 𝑡𝑥 [px] 𝑡𝑦 [px] 𝜃 [rad] 𝑡𝑥 [px] 𝑡𝑦 [px]

Pattern 1 0.00 10.00 0.00 −7.54𝑒−12 10.00 2.68𝑒−7 5.17𝑒−5 10.00 4.08𝑒−3

Pattern 2 0.00 −5.00 5.00 5.07𝑒−3 −3.26 5.01 5.35𝑒−3 4.20 5.03
Pattern 3 4.91𝑒−2 10.00 10.00 4.85𝑒−2 8.18 11.28 5.13𝑒−2 8.19 11.03
10
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Fig. 14. Real crack patterns. Crack pattern image: (a) pattern 1, (b) pattern 2, and (c) pattern 3. Binary mask of real crack: (d) pattern 1, (e) pattern 2, and (f) pattern 3.
Table 3
Absolute difference for predictions of Euclidean transformation parameters for synthetic
real-contour crack patterns using full and finite segment edges approach.

Full edges Finite segment edges

𝛥𝜃 [rad] 𝛥𝑡𝑥 [px] 𝛥𝑡𝑦 [px] 𝛥𝜃 [rad] 𝛥𝑡𝑥 [px] 𝛥𝑡𝑦 [px]

Pattern 1 −7.54𝑒−12 0.00 2.68𝑒−7 5.17𝑒−5 0.00 4.08𝑒−3

Pattern 2 5.07𝑒−3 1.74 0.01 5.35𝑒−3 0.80 0.03
Pattern 3 0.06𝑒−2 1.82 1.28 0.22𝑒−2 1.81 1.03

4.3. Robustness against noise

As the crack is exposed to weathering, cyclic loading or abrasion
within Model II cracks, some material loss may occur along the two
crack edges. In our algorithm, this will result in point sets of the
segmented edges 𝐄0 and 𝐄1 that are not 100% similar. To simulate
this and demonstrate the robustness of our method in such situations,
we took the three synthetic crack patterns with real crack contours
presented in Section 4.2 and added different levels of random Gaussian
noise ( (𝜇𝑛𝑜𝑖𝑠𝑒, 𝜎2𝑛𝑜𝑖𝑠𝑒)) to the coordinates of both edges: 𝐱𝑛𝑜𝑖𝑠𝑒 = 𝐱 +
𝜖𝐫(𝜎2𝑛𝑜𝑖𝑠𝑒, 𝜇𝑛𝑜𝑖𝑠𝑒) with 𝐫 ∼  (𝜇𝑛𝑜𝑖𝑠𝑒 = 0, 𝜎2𝑛𝑜𝑖𝑠𝑒 = 1) and 𝜖 the fraction of
noise added. Fig. 12 shows some of the noisy edges overlaid over the
original binary crack pattern and the result after registration of edge 𝐄0
over edge 𝐄1 which qualitatively validates the robustness against noise.

We ran these experiments by adding random Gaussian noise of 1%,
3%, 5%, 10%, 15%, 20%, 30%, 50%, and 100% to the three crack
patterns. The results in terms of the two DOFs (𝑡′𝑥 and 𝑡′𝑦) using our
method with full and finite segment edge approaches are presented
in Fig. 13. Comparing those quantitative results against the ground
truth values showed that the noise addition did not substantially af-
fect the outcome, especially when the finite segment edge approach
was applied. It should be noted that, while the absolute difference
11
values appear to be increased, such values are acceptable from a
practical standpoint. As demonstrated in the following examples with
real damaged conditions, those percentages are equivalent to fractions
of mm, which are irrelevant because standard physical measurements
with crack gauges can lead to similar errors. Furthermore, due to the
simple required input and the lack of the need for sophisticated set-
ups to capture image information, the algorithm accuracy is valuable
in real-world applications, such as damage inspections.

4.4. Real crack patterns

In this section, the performance of the developed method is assessed
using real crack patterns as presented in Fig. 14a–c retrieved from
Rezaie et al. [30]. The binary masks representing the crack segmen-
tation are presented in Fig. 14d–f. As stated in Section 3, though
the patterns presented in this paper have speckled surfaces, we can
obtain similar results in any material by relying solely on the binary
representation of the crack.

The results obtained for the following hyper-parameters 𝜂 = 1.5,
𝜇 = 1.5, and 𝜆 = 4 are presented in Fig. 15. The detected crack
contours were divided into edges, shown in Fig. 15a–c, and these were
used for selecting edges 𝐄0 and 𝐄1 to compute the optimal transforma-
tions. The normal and tangential displacement maps are presented in
Figs. 15d–f and 15g–i, respectively. Here, the predicted opening and
shear-sliding movements agree with the pathology of the crack, even
when considering multiple branches and isolated cracks.

Expectedly, some irregularities in the crack segments were observed
near the image borders, as some points of edge 𝐄0 can be missing in
corresponding edge 𝐄1, and vice-versa. Moreover, irregularities were
also observed near crack junctions, which was also expected because
the algorithms occasionally confuse the selections of edges 𝐄 and
0
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Fig. 15. Results for real crack patterns using 𝜂 = 1.5, 𝜇 = 1.5, and 𝜆 = 4. Group of edges found using detected contours, endpoints, and junctions for: (a) pattern 1, (b) pattern 2,
and (c) pattern 3. Normal displacement maps (𝑡𝑛) for: (d) pattern 1, (e) pattern 2, and (f) pattern 3. Tangential displacement map (𝑡𝑡) for: (g) pattern 1, (h) pattern 2, and (i)
pattern 3.
𝐄1 among the available options. Furthermore, the present technique
divides contours into multiple edges based on junctions and endpoints,
which can influence the regularity of the results due to ambiguities in
the distances from the skeleton to the edges. Regardless, the mechani-
cally more relevant information is found between junctions where the
algorithm performs well.

The means of the absolute value of normal and tangential move-
ments ([𝑡𝑛, 𝑡𝑡]) for each of the three crack patterns are: pattern 1:
[22.57, 7.74], pattern 2: [4.99, 2.26] and pattern 3: [9.29, 16.04]. From
the magnitude, it is clear that the crack represented by pattern 1
propagates in Mode I (crack opening). Conversely, the other two cracks
are governed by propagation in combined Modes I and II.

To quantitatively validate the results, we manually select two op-
posite edge points (red line end-points in Fig. 4a–c) and measure the
kinematics of the crack by decomposing displacements in the direction
of the correspondent skeleton point. The measured values and results
obtained by our algorithm in pixels and mm are shown in Table 4. Note
that the image resolution for the used dataset is 0.43 mm∕px, according
12
to Rezaie et al. [30]. The small absolute differences in the table allow
us to evaluate the proper performance, accuracy, and robustness of the
methodology presented herein under real-world conditions.

4.5. Comparison with DIC pipeline

We present qualitative and quantitative comparisons of two
pipelines for predicting crack kinematics in damaged structures. The
first is based on the principal strain maps obtained using DIC, while
the second is based on binary semantic segmentation of the crack,
i.e., the new method presented in this paper. Despite the fact that the
required input data varies significantly between approaches, we extract
comparable parts from crack patterns to benchmark our methodology
quantitatively. The structure that was analyzed is a plastered stone
masonry wall tested in an experimental campaign published in Rezaie
et al. [15] and shown in Fig. 16.

The first pipeline, presented previously in two papers by Gehri
et al. [16,17], post-processes the principal strain maps between two
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Table 4
Comparison of measured normal and tangential displacements (𝑡𝑛 and 𝑡𝑡) with results using finite segment edges approach.

Measured Algorithm Absolute difference

𝑡𝑛 [px] ([mm]) 𝑡𝑡 [px] ([mm]) 𝑡𝑛 [px] ([mm]) 𝑡𝑡 [px] ([mm]) 𝛥𝑡𝑛 [px] ([mm]) 𝛥𝑡𝑡 [px] ([mm])

Pattern 1 20.30 (8.73) 15.05 (6.47) 19.59 (8.42) 15.34 (6.60) 0.71 (0.31) 0.29 (0.13)
Pattern 2 6.28 (2.70) 0.90 (0.39) 6.07 (2.61) 0.88 (0.38) 0.21 (0.09) 0.02 (0.01)
Pattern 3 9.79 (4.21) 8.44 (3.63) 9.59 (4.12) 8.32 (3.58) 0.20 (0.09) 0.12 (0.05)
Fig. 16. Damaged stone masonry wall used to predict crack kinematics: (a) wall without damage (time instant 𝑡0), (b) wall with damage after applying the load (time instant 𝑡1)
and (c) segmented crack overlaid over damaged wall image using deep learning segmentation.
time instants (𝑡0 and 𝑡1) that were developed using DIC, which detects
cracks by establishing a strain threshold and then deduces their kine-
matics. Fig. 17 shows the results that we obtained using a two-sided
threshold for the principal strain 1 mm∕m ≤ 𝑇 𝜖1 ≤ 4 mm∕m, a subset
size 𝑠𝑠 = 29, and filter size 𝑓 = 15 (refer to [16,17] for a deeper
understanding of the parameters).

The second pipeline uses the approach put forward in this paper, be-
ginning with the use of a deep learning model to semantically segment
the cracks as a binary mask developed by Rezaie et al. [14] (Figs. 16c
and 18a). This binary mask is then used by our algorithm to generate
a crack kinematics map. In Fig. 18, we present the results obtained
using this pipeline. Aside from analyzing the entire wall, patches can
be extracted from the full prediction binary image and then analyzed
by the algorithms for more detailed and comparable results. Figs. 18a
and 19, show the patches of sizes 256 × 256 px and 512 × 512 px that
we selected and Figs. 20 and 21 present their crack kinematic results
using both methodology pipelines in terms of 𝑡𝑡∕𝑡𝑛 and 𝑡𝑛 respectively.

When comparing the results obtained with the two approaches,
the first aspect to notice is the significant difference in the number
of detected cracks (Figs. 17c and 18a). The DIC approach relies on
the strain map produced by the most recent load increment and the
thresholds applied to it; as a result, the number of detected cracks
is strongly dependent on the threshold values applied [15]. Our ap-
proach, on the other hand, only requires the use of a segmentation
technique of the structure’s current damaged state for the required
input. Despite the clear differences in the detected cracks, the values of
the relation 𝑡𝑡∕𝑡𝑛 are close between methodologies for most commonly
detected cracks, as shown in Figs. 17d and 18b for the full wall, or in
the Figs. 20 and 21 for extracted image patches with detected crack
patterns that are similar. For a better quantitative assessment of our
method, we select a skeleton crack point for each extracted patch, as
shown in the Fig. 19a–c, and their kinematic displacements in mm are
13
calculated and presented in the Table 5 (considering image resolution
of 0.43 mm∕px [14]). Both methodologies produced similar numerical
results, according to the table. The distinctions are justified because
the two methodologies require different input information, which is
then post-processed according to different criteria during execution.
For instance, to detect cracks using DIC, it is necessary to consider the
previous loads steps and accumulate the cracks detected for each step.
As our purpose is not to further develop that methodology [16,17], we
restricted our example to the use of only two load steps.

Because improving the accuracy of the prediction using DIC-based
algorithms might be laborious in its requirement for more complete
data, our approach has an advantage because the algorithm only re-
quires the use of a segmentation technique of the current damaged
status of the structure for the required input. In addition, the results
differ because the two methods compute the kinematics using different
reference points from the two crack sides. While our algorithm selects
points that are exactly over the segmented crack edges, the DIC method
selects reference points that are measured outside of the crack contours
and where displacement values are available [16,17]. As a result, when
the kinematic is computed using the DIC method, the crack width
may be overestimated, as shown in Table 5 where the width values
are generally larger in comparison to our results. Furthermore, when
comparing DIC-based methodology to the technique hereby developed,
it should be noted that DIC requires significant preparations, such as
applying speckle patterns to the specimen and calibrating the cameras.
The current technique, on the other hand, is designed to work in the
field with conventional cameras and in harsh environmental condi-
tions. The work presented in this paper demonstrates that the current
technique is adaptable and that the level of error is acceptable.
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Fig. 17. Comparing pipelines for predicting the crack kinematics of a damaged stone masonry wall. DIC pipeline reported in previously published works [16,17]: (a) principal
strain map 𝜖1, (b) detected crack using thresholds of the strain map, (c) detected crack skeleton, and (d) crack kinematics, relation 𝑡𝑡∕𝑡𝑛.
Table 5
Comparison of normal and tangential displacements (𝑡𝑛 and 𝑡𝑡) computed by our
binary-mask-based and DIC-based approaches.

DIC-based [16,17] Ours Absolute difference

𝑡𝑛 [mm] 𝑡𝑡 [mm] 𝑡𝑛 [mm] 𝑡𝑡 [mm] 𝛥𝑡𝑛 [mm] 𝛥𝑡𝑡 [mm]

Pattern 1 1.07 1.02 1.08 1.88 0.01 0.82
Pattern 2 10.65 4.74 9.13 4.97 1.52 0.23
Pattern 3 11.40 0.87 9.96 0.82 1.44 0.05

4.6. Damaged beam

As another validation example, we use our methodology on a
cracked beam with dimensions 135 mm×15 mm×8 mm presented in the
Fig. 22. The two visible cracks were caused by vertical loads applied in
two load steps at midspan, moving the location of the supports between
the two load steps. The results obtained using the pipeline proposed in
this paper are displayed in Fig. 23.

To quantitatively assess our method with this example, we used
a metric gauge to measure the crack width (normal displacement) at
various points in both crack patterns, as shown in the Fig. 24a,c and
14
compared these values to our results. We limited our validation to
the Mode I crack opening because manual measurement of tangential
crack displacements is not feasible. Fig. 24b,d show the patches of
256 × 256 px extracted from the original image crack patterns centered
on the selected measured points (red points) and from which the
normal displacement 𝑡𝑛 (crack width) is extracted from the results
(Fig. 22b,c depict the location of patches in the crack patterns).

Table 6 shows the measured width values as well as the extracted
results from our method for the same locations. To compute the results
in mm of our methodology, we previously determined the image reso-
lution for the image crack patterns to be 0.0419 mm∕px for pattern 1
and 0.0425 mm∕px for pattern 2. When the reference measurement of
the gauge for the different crack points is compared to the results of
our method, we can observe appropriate performance, accuracy, and
robustness. Among the error factors to consider are the subjectivity of
measuring crack properties with a gauge and crack edge segmentation,
the latter of which can be improved if better methodologies are used.
Despite this, the results are satisfactory and validate our methodology.
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Fig. 18. Comparing pipelines for predicting the crack kinematics of a damaged stone masonry wall. Binary-mask-based pipeline—crack kinematics using our approach with 𝜂 = 1.0,
𝜇 = 1.5, 𝜆 = 4: (a) Binary mask output from deep learning prediction and location of extracted patches sized 256 × 256 px, and (b) crack kinematics—relation 𝑡𝑡∕𝑡𝑛.
Fig. 19. Three extracted patches of 256 × 256 px and 512 × 512 px analyzed using both methods. Binary mask patches with selected skeleton points (red) where kinematic was
exported to compare methodologies for: (a) 256 × 256 px pattern 1, (b) 512 × 512 px pattern 2, and (c) 512 × 512 px pattern 3. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
Table 6
Beam experiment: Comparison of normal displacements (𝑡𝑛—crack width) computed by our binarymask-based approach to physically measured
displacements with metric gauge for the points shown in Fig. 24b,d.

Pattern 1 Pattern 2

Gauge 𝑡𝑛 [mm] Ours 𝑡𝑛 [mm] 𝛥𝑡𝑛 [mm] Gauge 𝑡𝑛 [mm] Ours 𝑡𝑛 [mm] 𝛥𝑡𝑛 [mm]

Point 1 0.40 0.41 0.01 1.80 1.78 0.02
Point 2 1.40 1.23 0.17 4.00 3.67 0.33
Point 3 1.60 1.48 0.12 0.60 1.21 0.61
Point 4 2.00 1.50 0.50 1.80 2.28 0.48
Point 5 2.00 1.43 0.57 4.00 3.91 0.09
4.7. Post-earthquake damage assessment

To conclude the experimental work, we used another example of a
building that was damaged during the 2020 Petrinjia earthquake [31,
32]. To identify the cracks, we used a deep learning model that builds
on the work presented by Rezaie et al. [14], as shown in Fig. 25. We
ran our code on the binary mask that represents the cracks over the
building (Fig. 26a). The kinematics results for the crack pattern are
presented in Fig. 26b–d.

We extracted and analyzed a 512 × 512 px patch that corresponds to
the pier shown in Figs. 25b and 26a. In Fig. 27, we can see a region with
a predominant crack propagating in Mode II with shear displacements
from the crack kinematic results. This makes mechanical sense because
shear loads generated during earthquake acceleration are expected to
cause the diagonal cracks observed in that building pier.
15
The results obtained from the use of complex patterns and real-
world structure cases (DIC wall and damaged building) demonstrate
the applicability and adaptability of our methodology to real-world
situations. As a result, we believe that the simplicity and robustness
of our approach make it an useful contribution for damage assessment
when crack characterizing is required.

5. Conclusions

In this paper, we proposed a novel methodology for determining
the propagation of cracks in structural elements caused by unknown
forces (crack kinematics). This procedure takes as inputs binary images
obtained by semantically segmenting a crack from an image of a crack
pattern. To the best of our knowledge, this is the first method to solve
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Fig. 20. Comparing pipelines for predicting the crack kinematics of a damaged stone masonry wall. Binary-mask-based and DIC pipelines—crack kinematic for three extracted
patches of 256 × 256 px and 512 × 512 px analyzed using both methods: (a–c) crack kinematic—relation 𝑡𝑡∕𝑡𝑛 using our binary-mask-based pipeline for patterns 1–3, and (d–f)
crack kinematic—relation 𝑡𝑡∕𝑡𝑛 using DIC pipeline patterns 1–3 [16,17].

Fig. 21. Comparing pipelines for predicting the crack kinematics of a damaged stone masonry wall. Binary-mask-based and DIC pipelines—normal displacement for three extracted
patches of 256 × 256 px and 512 × 512 px analyzed using both methods: (a–c) normal displacement 𝑡𝑛 [mm] using our binary-mask-based pipeline for patterns 1–3, and (d–f)
normal displacement 𝑡𝑛 [mm] using DIC pipeline for patterns 1–3 [16,17].
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Fig. 22. Crack kinematics for damaged beam—beam crack patterns: (a) beam set up, beam crack pattern with position of extracted patches of 256 × 256 px to measure the crack
for (b) Pattern 1 and (c) Pattern 2.
Fig. 23. Crack kinematics for damaged beam—Binary-mask-based pipeline segmenting crack: (a) segmented crack overlaid over beam crack pattern 1, (b) crack kinematics—relation
𝑡𝑡∕𝑡𝑛 for crack pattern 1, (c) segmented crack overlaid over beam crack pattern 2 and (d) crack kinematics—relation 𝑡𝑡∕𝑡𝑛 for crack pattern 1.
the crack kinematics determination problem based on single images,
significantly advancing the state-of-the-art in the field.

The first step of our developed technique consists of detecting the
contours of a crack pattern as a 2D set of points that are divided into
opposite edges along the crack length. Next, the edges are registered
using Euclidean transformations encoding both normal and tangential
displacements, which are used to determine whether the cracks prop-
agated in Mode I or Mode II. Additional normal features are included
in our loss function to improve the results of the registration problem.
We validated our method with synthetic data based on lines and real
crack contours, where pre-defined rotation and translation were used to
generate crack patterns, obtaining an absolute error of less than a pixel.
17
Monte Carlo simulations were used to demonstrate the stability of our
method as well as to guide the selection of hyper-parameters. Then, we
put our methodology to the test with challenging crack patterns that
contained multiple cracks and branches, including two real structural
applications (damaged wall during laboratory testing, damaged beam
and damaged building due to an earthquake event). Extra validation of
the performance, accuracy and robustness of our methodology is made
comparing results with a DIC-based method and manual measurements
with metric gauge. The results of both validation and test experiments
showed that the developed approach has the potential to deduce the
crack kinematics simply from spatial features (2D edges coordinates)
extracted from a binary input image.
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Fig. 24. Crack kinematics for damaged beam—comparison with measured crack widths: (a) measured crack widths for Pattern 1, (b) extracted patches of 256 × 256 px around
measured crack points for Pattern 1, (c) measured crack widths for Pattern 2 and (d) extracted patches of 256 × 256 px around measured crack points for Pattern 2.
Although we demonstrated the effectiveness of our approach, there
are some aspects that require further investigation. First, we iden-
tified the need to investigate alternative approaches to automating
the calibration of the hyper-parameters, namely 𝑘 (or 𝜂), 𝑚𝑢, and
𝑙𝑎𝑚𝑏𝑑𝑎, in the selection of the transformed edges. This calibration
should assign different values based on the features of the branches
(e.g., size, curvature) that make up the crack pattern. Additionally,
further improvements to the algorithm can be made using features
other than 2D coordinates, such us features generated from gradient-
based descriptors. Furthermore, we believe that combining the binary
image with the original crack pattern image will be beneficial in
future developments. Finally, including information about depth of the
surface, either using depth instrumentation (e.g., RGBD cameras, lidar)
or stereo configuration (two cameras), would allow the inclusion of
Mode III crack propagation to our methodology.
18
We believe that our work will have a significant impact in the field
of image-based damage assessment because of its simplicity, robustness,
and adaptability and that it can extract valuable information, such
as crack kinematics, from simple data. Moreover, it will allow for
more research in a variety of applications, such as the prediction of
mechanical properties of damaged structural elements or studies to
understand why damage occurred.
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Appendix A. Pseudo-code of the technique

The pseudo-code is summarized in Algorithm 1. The input param-
eters are 𝑘, 𝜇, and 𝜆, and the output contains the crack kinematics in
Fig. 25. Crack kinematics for post-earthquake damage assessment—Binary-mask-based pipeline segmenting crack with deep learning model: (a) damaged building image due
seismic activity and (b) segmented crack overlaid over damaged building image with 512 × 512 px patch location.
Fig. 26. Crack kinematics for post-earthquake damage assessment—crack kinematics using our approach with 𝜂 = 1.0, 𝜇 = 1.5, 𝜆 = 4: (a) binary mask output from deep learning
prediction with 512 × 512 px patch location, (b) crack kinematics—relation 𝑡𝑡∕𝑡𝑛, (c) normal displacement map (𝑡𝑛), and (d) tangential displacement map (𝑡𝑡).
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Fig. 27. Crack kinematics for post-earthquake damage assessment—crack kinematic for extracted patch 512 × 512 px: (a) binary mask, (b) crack kinematics—relation 𝑡𝑡∕𝑡𝑛, (c)
normal displacement map (𝑡𝑛), and (d) tangential displacement map (𝑡𝑡).
terms of rotation and displacement maps. Note that the parameter 𝑘 can
be replaced by 𝜂, and the parameter 𝜆 can be replaced by the Pareto-like
optimization algorithm [28].
Algorithm 1 Binary Image Crack Kinematics (BICK) algorithm
Input: 𝑘, 𝜇, 𝜆
Output: Crack Kinematic

Crack Kinematics ← {}
Crack Mask ← read(crack image path)
Crack Contours ← find_contour(Crack Mask)
Skeleton ← skeletonize(Crack Mask)
Skeleton End Points ← get_end_points(Skeleton)
Skeleton Junction Points ← get_junction_points(Skeleton)
Crack Edges ← find_crack_edges(Crack Contours, Skeleton End Points,
Skeleton Junction Points)
for 𝑥, 𝑦 in Skeleton do

𝐄0 ← get_edge_0(k, Crack Edges)
𝐄1(1),… ,𝐄1(𝑀) ← get_M_edges_1(𝑘, 𝜇, 𝜆, Crack Edges)
for i in {1,… ,𝑀} do

𝜃𝑖, 𝑡𝑥𝑖 , 𝑡𝑦𝑖 , loss𝑖 ← get_euclidean_transformation(𝐄0, 𝐄1(𝑖))
end for
𝜃, 𝑡𝑥, 𝑡𝑦 ← get_best_transformation(𝜃𝑖, 𝑡𝑥𝑖 , 𝑡𝑦𝑖 ,loss𝑖)
𝑡′𝑥, 𝑡

′
𝑦 ← get_2DOF_movement(𝜃, 𝑡𝑥, 𝑡𝑦)

𝑡𝑛, 𝑡𝑡 ← get_2DOF_normal_and_tangential(𝜃, 𝑡′𝑥, 𝑡′𝑦)
Crack Kinematics ← update_status(𝜃, 𝑡𝑥, 𝑡𝑦, 𝜃, 𝑡′𝑥, 𝑡′𝑦, 𝑡𝑛, 𝑡𝑡)

end for
20
Appendix B. Validation and selection of hyper-parameters—
Monte Carlo simulation

To assess the robustness of our herein-developed technique, syn-
thetic crack-like datasets were created as in Section 4.2 that generated
the transformed edge by considering random translations and rotations.
The experiments presented in this section consider both full and seg-
mented edges and are composed of 50 binary masks of a crack pattern.
Furthermore, the error measure considered in this analysis refers to the
absolute error of the mean value of the translations 𝐭′ (Eq. (8)), which
is given by

𝜖 = |

|

|

0.5(𝛿𝑡′𝑥 + 𝛿𝑡′𝑦)
|

|

|

,
(

𝛿𝑡′𝑥
𝛿𝑡′𝑦

)

= 1
𝑘

𝑘
∑

𝑖=1

[

𝐭′𝑔𝑡 − 𝐭′
]

. (B.1)

The first analysis performed here used full edges, for which we
obtained an average absolute error of 0.83 px and standard deviation
of 0.68 px for 50 images. For the mean absolute error, the probability
density function calculated using the Silverman bandwidth method is
shown in Fig. B.28. The low error and variance obtained for these
quantitative results indicate the potential of our methodology to solve
the crack kinematic problem.

To verify the stability of our method, to perform a sensitivity analy-
sis of the hyper-parameters used in our methodology, and to provide a
guide on how to choose them, we ran Monte Carlo simulations for the
finite edge segment approach considering four scenarios. In the first
scenario (𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1), we used the hyper-parameters 𝑘, 𝜇, and 𝜆. For
the second (𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2), we used the hyper-parameters 𝜂, 𝜇, and 𝜆.
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Fig. B.28. Probability density function for mean absolute error calculated using a
kernel density estimation (KDE) and full edges for the 50 synthetic contour-based crack
patterns.

Table B.7
Monte Carlo simulations of probability density functions. Mean and standard deviation
(std) for the absolute error and registration time for four different scenarios.

Mean absolute error Registration time

mean [px] std [px] mean [s] std [s]

𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1 1.30 1.55 0.42 0.85
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2 1.32 1.40 0.40 0.69
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3 1.87 3.83 0.59 0.81
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4 2.27 5.29 0.57 0.77

The third and fourth scenarios (𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3 and 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4) used the
same hyper-parameters as the first two scenarios except for 𝜆 (not an
input hyper-parameter in this scenario), which was selected via the
heuristic Pareto-like optimization algorithm. We randomly selected the
hyper-parameter values for the four scenarios in the following intervals:
𝑘 = [30, 250], 𝜇 = [1.0, 3.0], 𝜆 = [1, 10], and 𝜂 = [1, 5]. To assess the
influence of the hyper-parameters on the analysis results for the four
scenarios, we performed a Monte Carlo simulation with a total of 5000
samples for each scenario, which represent different combinations of
hyper-parameters and crack segments. To select the crack segment, we
randomly sampled one point on the skeleton of one of the 50 synthetic
contour-based crack patterns and registered the 𝑘-nearest neighbors of
the edge 𝐄0 over the edge 𝐄1. We then determined the error for this
sample according to Eq. (B.1).

For each of the four scenarios presented in Fig. B.29, the probability
density functions for the mean absolute error and registration time were
calculated using the Silverman method for the bandwidth. The mean
and standard deviation for the absolute error and registration time
obtained in terms of pixels and seconds respectively are presented in
Table B.7. These values together with the distribution shape shown in
Fig. B.29 of the probability density functions affirms that our method-
ology is stable and that the variation of the parameters in general
does not significantly alter the final result. As expected, 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3 and
𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4 had the largest error and variance, as the use of heuristics
oes not always result in the best solution. Nonetheless, the use of
euristics reduces computational costs as compared to the use of 𝜆 = 1

such that the application of our algorithm requires consideration of
the trade-off between computational cost and accuracy. Note that the
probability density functions show that some samples had a large error
in comparison to the mean value. This occurs where the skeleton points
are sampled from regions close to the image borders and one of the two
opposite edges lays outside the patch. In this case, the finite segment
edge will be registered incorrectly, producing the large errors observed
in Fig. B.29.

Next, we clarified the sensitivity of our algorithm to the hyper-
21

parameters, which guided the selection of appropriate values. This 𝜇
Fig. B.29. Probability density functions calculated using KDE for 5000 random samples
in multidimensional spaces of hyper-parameters and using finite segment edges applied
to the 50 synthetic contour-based crack patterns: (a) mean absolute error and (b) mean
registration time.

was done using the variation of the mean of the absolute error and
registration time as a function of the hyper-parameters for each sce-
nario, presented in Figs. B.30 and B.31, respectively. Reasonably, the
algorithms tend to produce smaller registration errors with a larger
finite segment 𝐄0 (the larger 𝑘 or smaller 𝜂; Fig. B.30a,b), as the
larger the segment, the more features it will contain and therefore the
better the registration. Despite this, larger finite segments increase the
computational time, as shown in Fig. B.31a,b. In relation to the size
of the segment 𝐄1 to which 𝐄0 is registered, the figures show that
selecting a 50% bigger segment generally improved the results (𝜇 ≈ 1.5;
Fig. B.30c). For 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1 and 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2, selecting values of 𝜇 ≥ 1.5
esults in approximately constant error values, as would be expected
f the optimization result was the same every time. Predictably, this
as not the case when a Pareto-like optimization algorithm was used
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3 and 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4), because the algorithm can easily find a
ocal minimum rather than a global minimum when the edge 𝐄1 is
arger. In terms of computational cost, larger edge segments 𝐄1 (larger
) proportionally increase registration time (Fig. B.31). Finally, for the
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Fig. B.30. Mean of the absolute error during the Monte Carlo simulation for hyper-parameters used in the finite segment edge approach under the defined four scenarios: (a) 𝑘,
(b) 𝜂, (c) 𝜇, and (d) 𝜆.

Fig. B.31. Mean of the registration time during the Monte Carlo simulation for hyper-parameters used in the finite segment edge approach under the defined four scenarios: (a)
𝑘, (b) 𝜂, (c) 𝜇, and (d) 𝜆.
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Fig. B.32. Comparison between Pareto-like optimization algorithm and greedy ap-
proach with 𝜆 = 1. Probability density functions calculated using KDE on 500 random
amples in multidimensional spaces of hyper-parameters and with the finite segment
dge approach applied to the 50 synthetic contour-based crack patterns: (a) mean
bsolute error and (b) mean registration time.

wo first scenarios that use 𝜆, Figs. B.30d and B.31d predictably show
he best error values when this hyper-parameter tends to unity, though
his is at the expense of longer computation times. When 𝜆 = 1, the
lgorithm looks for all the possibilities of registering 𝐄0 over 𝐄1 and
akes the best. Therefore, the use of heuristics is important for finding
n appropriate solution that runs faster without sacrificing significant
ccuracy.

To test the efficiency of the Pareto-like algorithm, we ran four new
onte Carlo experiments with 500 samples under nearly identical con-

itions as in the previous four scenarios. The only difference between
𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1 and 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2 was that the hyper-parameter 𝜆 was always
qual to unity, which makes for a fair comparison of the improvement
hat the heuristic algorithm achieves in contrast to the greedy optimiza-
ion approach, in which all registration possibilities between the edges
0 and 𝐄1 are examined (𝜆 = 1). Fig. B.32 shows the probability density

unctions for the mean absolute error and registration time. The mean
nd standard deviation for the absolute error and registration time in
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Table B.8
Monte Carlo simulations of probability density functions to measure the efficiency of
the Pareto-like algorithm. Mean and standard deviation for the absolute error and
registration time for four different scenarios.

Mean absolute error Registration time

mean [px] std [px] mean [s] std [s]

𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1 1.11 0.99 1.23 2.16
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2 1.15 1.61 1.24 1.80
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3 2.29 5.94 0.52 0.71
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4 2.27 6.47 0.57 0.83

terms of pixels and seconds, respectively, are presented in Table B.8.
This result demonstrates an improvement in computational cost with
the heuristic algorithm, though at the cost of increasing the error in
the results. This again indicates the trade-off between processing time
and precision that must be considered when deciding on an approach.

As shown in [15], displacement prediction using DIC information
may achieve errors of less than a pixel. When such numbers are
compared to those in Tables B.7 and B.8, the accuracy of the approach
provided here may be questioned. Nonetheless, our methodology’s
error acceptance is justified since it is intended to be employed in
real-world applications where the environment is nearly impossible to
control, as is the case with DIC approaches. As is well known, in order
to employ DIC, certain circumstances, such as proper camera setup,
controlled lighting, and speckle surfaces, are necessary. Furthermore,
DIC achieves sub-pixel resolution through polynomial optimization and
interpolation on a domain defined by pixels in integer positions. To
achieve sub-pixel resolution, our technique would need to improve its
optimization processes, which will be the subject of future research.
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