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A B S T R A C T

Today, Artificial Intelligence (AI) is poised to take on Industry 4.0. Machines have conquered the human 
interface in complex board games like chess and Chinese games. AIcan now writes poetry, make predictions 
about decisions, interact with humans in real-time, analyze trillions of data points, and offer solutions in mil
liseconds. Customer Relationship Management (CRM) is one sector benefiting the most from AI. AI-driven 
customer relationship management (AI-CRM) technology is proposed in this article. Scholars developed a 
research method to evaluate product quality, performance, and commitment to AI-enabled technologies. The 
proposed model is designed with system-level architecture, process-level architecture, and mathematical models 
to correlate the input and output. A dataset was utilized to obtain primary data acquired by investigators using a 
survey technique. Data assessment revealed that customers are aware of AI-enabled technologies, that the 
technique under investigation is successful, and that customers are loyal to them.   

Introduction to customer relationship management 

Small and medium-sized companies (SMEs) reap the benefits of 
customer relationship management (CRM) in respect of both consumer 
knowledge maintenance (CKM) and creativity [1]. Because of this 
convergence of motivations and advantages, CRM is a vital component 
for business transformation, pushing SME initiatives toward economic, 
financial, and environmental sustainability [2]. Small and medium-sized 
businesses hold over 99 percent of all Chinese companies and two-thirds 
of private-sector jobs [3]. Caused by the social and economic importance 
of this industry, the effect of CRM on SMEs is of particular concern. 

The administration of consumer research and technology are two of 
the most important factors in a firm’s existence, expansion, and devel
opment plans. They improve company efficiency and productivity and 
provide long-term competitive advantages [4,5]. According to the 
World Economic Forum, Wissen is the most significant economic 
resource and even a core component of sustainable competitor benefit 
[6]. It has been argued that knowledge is necessary for both innovation 
and competition. According to the experts, information and innovation 
are intertwined [7,8]. 

In this context, functioning Consumer Organizational Learning 
Management (COLM) through innovation activities demonstrates an 

effective path for information sharing [9]. Academics indeed see con
sumer cooperation as a contemporary anchor for Consumer Information 
Management (CIM) and organizational performance and as a system 
that allows sustainable companies to teach their consumers how to 
satisfy their requirements and enhance performance [10]. As both a 
management weapon and a successful business, CRM aimed to address 
this call to consolidate and integrate consumer cooperation and 
customer relations [11]. 

During the 1970s, CRM developed a new tool for corporations to 
manage and optimize their sales operations [12]. It is heavily used for 
marketing and advertising and more efficient customer engagement and 
organizational learning. Understanding organizational culture has 
become the most prominent organizational Knowledge Management 
(KM) [13]. According to academics, the best potential knowledge of a 
company’s consumers is sought by integrating procedures, human re
sources, and technologies. 

On the other hand, CRM is the most current integrational technique 
accessible for relationship management if it concentrates on client 
retention and customer engagement [14,15]. Collaborative and experi
mental innovation is essential to a firm’s survival and market posi
tioning, notwithstanding the organizational conflicts that emerge from 
both tendencies [16]. As the heart of modern and dynamic enterprises, 
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sustainable organizational models are based on a mix of present 
exploitation and future discovery [17]. Positioning your brand or 
product in the minds of your customers is an important part of any 
marketing strategy. Promotion, pricing, location, and product are all 
part of the four Ps. Your positioning plan should be detailed when 
defining the Ps to be as effective as possible. Resource-Based view holds 
that a company’s ability to build different skills helps it adapt to a 
shifting competitive landscape and thus increases its chances of survival 
in the long run. 

So the purpose of this research is to show CRM as a technical solution 
that can assist firms in maximizing their current economic development 
and investigate and develop in all areas that contribute to sustainable 
business and market progress. As a result of predicting, objective 
knowledge of the nature and law of events is gained. 

By assessing many factors that influence the sustainable industry and 
rational models, sales trends, production and consumption changes, and 
future growth laws are predicted to arrive at a scientific assessment of 
the state of sales. A time series can estimate and illustrate the trend of 
overall sales and selling amount for a certain product in the future. The 
contributions of this paper are as follows:  

• To predict the market share prediction, sales goal planning, product
pricing planning, etc.

• This study analyses commodities’ market income forecast and error
assessment using fuzzy logic and artificial intelligence techniques.

• It anticipates the future sales volume using neural network archi
tecture, understands the market’s trajectory, and maximizes profits
for the clients by using this model to estimate upcoming sales
volume.

The rest of the paper is as follows: Section 2 illustrates the back
ground to customer relationship management. The proposed AI-driven 
customer relationship management (AI-CRM) technology is designed 
and implemented in section 3. The software analysis and performance 
evaluation are done in section 4. Section 5 deals with the conclusion and 
future scope of the proposed model. 

Background to the customer relationship management 

The nation has been amid a period of rapid technological advance
ment. Electronic commerce took the next step of fast expansion and 
intense development [17]. Consumer demand was stimulated, old in
dustries were upgraded, and current financial services developed [18]. 
Mobile smart connectors were popular, and internet infrastructure was 
constantly improving [19,20]. It paired with the e-commerce system’s 
ability to provide quick payment methods, insurance, financing, micro- 
loans, or other service providers, people’s internet shopping prices have 
skyrocketed, resulting in the rapid growth of online department stores 
[21,22]. While obtaining more accessible goods product offerings and a 
larger market atmosphere, businesspeople faced significant obstacles. 
Predicting price trends and determining how high or low prices will rise 
or fall is done by charting prices (typically futures). When it comes to 
analyzing commodities markets, both fundamental and technical ana
lyses are put to the test. There are two main ways that commodity prices 
are considered a leading signal of inflation. Often, economic de
velopments can be seen in leading indicators before the overall economy 
feels them. Price inflation is expected to take hold by the time it reaches 
the end-user. 

As per the market’s circumstances, retailers must usually develop 
acceptable sales strategies to avoid oversupply or supply–demand 
mismatch, which might jeopardize their commercial concerns and 
possibly their existence, suggested by Guha et al.[23]. These plans were 
generally based on sales prediction, although they are not always. As a 
result, whether or not the commodity sales estimate was correct directly 
impacted the enterprise’s revenue and expenses and its existence and 
growth. 

Recently, sustainable businesses have begun to adopt computational 
and scientific forecasting technologies, using previous sales data to es
timate future short-term or long-term product demand [24]. Market 
strategies that redefine service were becoming increasingly essential as 
traditional advertising gives way to customer relationships. For a com
pany to be successful, it must master advanced forecasting technologies 
to address issues and take the initiative to assist customers [25]. Ele
ments that contribute to a company success include preparation is the 
first step toward success, tenacity, the knowledge that one’s achieve
ment or failure isn’t final, a sense of camaraderie and a common purpose 
motivation, making full use of the given resources, understanding of 
time, money, and resources is essential. 

To make a product’s marketing plan, evaluate all future elements, 
use a matured prediction approach and use quantitative statistics to 
estimate how the company can sell in the coming years suggested by Al- 
Weshah et al. [26]. In conventional analytics, companies relied mostly 
on qualitative predictions and basic regression analysis for predicting. 
The fundamental flaw of qualitative forecasting is that it relies too 
heavily on subjective and lacks facts backing it up [27]. 

Although the regression analysis approach was well-established in 
classical statistics, its versatility was limited, and its predictive precision 
was not particularly high. Thenon-stationary data analysis techniques 
and system identification were used to anticipate the issues and relied on 
standard mathematical and statistical methods with limited flexibility 
[28,29]. An early warning system based on non-stationary data analysis 
and system identification was put in place to identify potential problems 
before they even arose. As a rule, it is impossible to model or predict 
non-stationary data. Using non-stationary time series can lead to find
ings that show a correlation between two variables that do not exist, 
which can be misleading. 

In CRM, customer satisfaction was created via proactive efforts to 
establish and sustain long-term consumer relations. An important part of 
CRM’s concept was to make the whole organization customer-centric, 
which means that encounters with consumers must be regarded in the 
perspective of remains consistently suggested by Hargreaves et al. [30]. 
It was suggested that long-term relationships are maintained by struc
turing the firm around consumers, responding to their changing re
quirements, and delivering value to them as those needs change. 

They defined CRM as a complete plan and strategy for gaining and 
keeping customers and building partnerships to produce greater value 
for the business’s and consumers’ interests. As part of this, the com
pany’s sales managers worked together with customer service repre
sentatives and supply-chain managers to improve customer value 
delivery efficiency and productivity [31]. As demonstrated in this 
research, the responsible member of CRM aimed to improve business 
performance and increase mutual value for the stakeholders associated 
with the connection. 

Because organizations only have scarce resources, CRM emphasized 
the need to allocate resources depending on the business’s lifetime 
worth of each client, suggested by Guerola-Navarro et al.[32]. This 
strategy process involved identifying the consumers that a corporation 
can economically service and structure the relationship between the 
organization and these consumers, to maximize the business’s present 
and future value from consumers. 

According to scholars, consumers’ lifetime profit margins were used 
to assess and prioritize consumer connections, who recommended that a 
business’s profit margins be increased by evaluating and prioritizing 
customer connections based on consumer profit margins [2]. Strategic 
CRM focused less on establishing and retaining connections and creating 
the right interactions that increase financial performance. 

CRM was not just a technology or technique that helped firms 
develop customer connections. CRM is much more than just a part of 
technology. CRM configurations failed when CRM techniques were 
viewed as a limiting factor. And therefore, the effectiveness of CRM 
initiatives was not guaranteed by incorporating CRM technologies into 
an organization’s processes or procedures.CRM was not just an IT 
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solution used to recruit and develop a consumer base, suggested by 
Winer et al. [33]. According to scholars, CRM needs to be seen as an 
integral part of a larger strategic framework, and customer value must 
be enhanced in a planned and comprehensive manner. 

Several additional experts were working in this field. Individuals’ 
commodity choices and consumer habits were rapidly evolving. For 
example, the retail business saw increased prices for items and a wider 
range of modifications, speeding the sales revenue development pattern 
[34]. In the operation of commodities prediction, these new conditions 
lead to the effect of various elements, such as the fast change in business 
need, popular tendency, market prices, etc. It was important to consider 
promotional strategy and comments from data evaluations on different 
selling platforms when selling online. 

To encourage transactions and improve production performance, it 
was crucial to anticipate the sales position of items, understand the 
production and consumption position, and create dependable ap
proaches for business economic decision-making and business strategies 
correctly and reliably. A solution must be found quickly to assess all 
types of sales affecting variables and efficiently use past sales informa
tion to determine accurate predictions of future sales revenue. Variable 
pay is the portion of sales compensation based on an employee’s per
formance. Bonuses, incentives, or commissions can be given to em
ployees when they meet or exceed their targets. If an employee doesn’t 
accomplish their goals, they will still receive their base income. This 
research, therefore, proposes an AI-CRM technology to address the 
challenges found from this comprehensive literature study [35]. 

Proposed AI-driven customer relationship management (AI- 
CRM) technology 

CRM ideas have emerged due to declining customer loyalty in many 
sectors. The definition of CRM is it is an interaction strategy that bridges 
the gap between business investments and consumer pleasure to maxi
mize profitability. To do so, it needed to: 

• It acquires and updates knowledge about client requirements, in
centives, and behaviour throughout a relationship.

• By learning from mistakes and successes, consumer knowledge can
be used to enhance performance constantly.

• An organization’s advertising, marketing, and service operations are
coordinated toward a shared objective.

• The installation of suitable systems supports consumer knowledge
gathering, sharing, and evaluation.

CRM needs a strong connection of customer-facing business opera
tions to merge marketing, selling, and support services into one inte
grated system. Because these CRM procedures are semi-structured, they 
could be largely computerized and not formally specified. As a result, 
their productivity is heavily impacted by their information about goods, 
marketplaces, and consumers. Processes involving CRM might be char
acterized as knowledge demanding. CRM procedures require Knowledge 
Maintenance (KM) to handle the gathering, storing, and dissemination 
of specific knowledge. Their productivity is greatly influenced by their 
knowledge of the marketplace’s items, markets, and consumers. CRM 
software also boosts sales floor efficiency by allowing staff to learn 
faster, respond more quickly, and sell more effectively. Incorporating a 
company’s marketing efforts into the checkout process using CRM retail 
software is possible. 

To satisfy current demands and generate new possibilities, Infor
mation Management involves identifying and utilizing knowledge re
sources that have already been obtained and existing assets acquired. 
The next section covers CRM and KM procedures to maximize CRM’s 
capabilities and the closed information loop that should be 
accomplished. 

Processes 

As part of a collaborative research effort with numerous German and 
French financial institutions organizations, the structure described here 
further evolves from previous architecture. Six financial institutions 
participated in seminars in which the design was debated and verified in 
four-team sessions involving eight CRM and KM specialists. 

The process architecture of the proposed AI-CRM technology is 
illustrated in Fig. 1. It has performance management and customer 
process. Operations are included on the application layer since they are 
considered important to CRM in most reviewed research. The system- 
level illustrates CRM-relevant information technology and its in
terrelationships.CRM’s focus on customer interactions is a key compo
nent. When a customer has to complete a series of activities to fulfil a 
demand or address an issue, such as constructing a bridge, this is called 
the customer procedure.CX and CRM technology, like AI, augmented 
reality, virtual reality (AR and VR), and the Internet of Things, can be 
utilized to your advantage. More than ever before, CRM systems have 
grown to be more accurate and precise. Incorporating CRM and Pre
dictive Analysis allows companies to understand better their customers’ 
wants, needs, and habits. Gartner forecasts the CRM industry will rise at 
a compound annual growth rate of 13.7 percent (CAGR). 

For a resource provider to fully cover a customer procedure, a cli
ent’s process determines the necessary goods and resources. Coopera
tion with other resource providers who offer similar products or 
activities is important since most service suppliers cannot or don’t want 
to handle the complete customer experience. CRM procedures can be 
divided into three classifications:  

• Processes for the supply of CRM

Customers are directly involved in marketing campaigns, client
services, managed services, and complaint strategic planning.  

• CRM support procedures

Direct customer-contact operations that are not intended to cover a
customer transaction and assist other CRM activities, such as market 
analysis and loyalty administration.  

• Processes for analyzing CRM data

Processes that aggregate and evaluate client information gathered
through other CRM operations are known as CRM knowledge manage
ment operations. The research findings enhance customer score and lead 
administration, customer profiling and classification, comments, and 
information sharing. Maximize sales and marketing synergy, decide on a 
persona for the buyer and one for the consumer, determine a threshold 
for lead scoring, recognize good behaviour by customers by awarding 
them points. Here, the inclusion of flaws improves. 

Processes for the supply of CRM 
In contrast to marketing relationships, relationship management is 

focused on interactive, personalized connections. In relational market
ing, the main marketing procedure is campaign admin
istration—marketing operations directed towards existing or potential 
consumers that are planned, carried out, monitored, and controlled. 
Advertising campaigns are personalized (one-to-one advertising) or 
segment-specific, employ different methods and enable recipients to 
provide comments through at least one communications platform.  

• Marketing campaigns are designed to produce lucrative prospects or
leads that are subsequently qualified via lead administration and are
employed in sales. In the consumer process, instructional design
handles articulating client needs.
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• Client demands are best understood by consulting with a present or
potential (but recognized) consumer and then submitting an offer
and closing a contract. Consumer process steps of articulation,
assessment, and purchase are covered by digital marketing.

• When it comes to customer processes, services and feedback man
agement are complementary. Service administration is the process of
designing, implementing, and monitoring services. After-sales ac
tivities such as contract administration and informational services
are samples.

• Complaint administration is receiving, processing, and communi
cating customers’ expressed discontent inside an organization. By
immediately resolving concerns, the short-term goal is to enhance
consumer satisfaction, and however, the goal is to prevent problems
through a comment management procedure in the long term. This
step of the consumer process is where complaints are most likely to
occur.

CRM support processes 
As a corporate marketing situation changes, the market experiment 

is intended, collected, analyzed, and reported. Managing client loyalty 
includes designing, implementing, controlling, and evaluating methods 
to maximize consumer connections’ length and complexity. For 
example, regular flyer programs, loyalty programs, and churn moni
toring detect consumers at risk of transferring to rivals at a preliminary 
phase. 

CRM analysis processes 
In lead management, interactions with prospective consumers are 

consolidated, qualified, and ranked in priority order. Campaign 
administration or other sources, such as the project management pro
cedure, contact it with information. To give sales personnel a verified 
and prioritized list of potentially important prospective clients to be 
handled accurately and efficiently in the sales administration procedure. 
On the other hand, consumer scoring aims to compile a list of existing 
consumers interested in a certain product and service instead of lead 

administration. Asking the right questions will give you a better idea of 
whether or not a potential client is a suitable fit. Find out if they fit your 
target demographic and if the person talking to has the authority to 
make purchasing decisions. Use lead scoring to sort your sales prospects 
into several categories. Lead scoring is used to score prospects based on 
their perceived value to the business. The premise is the same, regardless 
of the method used by a particular firm. 

That allows for cross-selling opportunities with current consumers 
and a more targeted approach to reducing contact expenses and 
enhancing consumer satisfaction. In consumer profiling, existing 
knowledge about consumers is analyzed to categorize and describe each 
client, their worth to the firm, commitment, interests for goods and 
interaction methods, and other characteristics. 

Consumer profiling is used in marketing campaigns, sales gover
nance, managed services, complaint handling, and loyalty managerial 
procedures. The fragmentation aims to create homogeneous client seg
ments with different product and service requirements, and a business’s 
customer requirements portfolio is based on customer segmentation. A 
company’s clients are segmented so that they are comparable to one 
another, a procedure called customer segmentation. To get the most out 
of each client, a company should segment its customers to determine 
how best to interact with the various types of customers. In terms of 
time, money, and other resources, segmentation helps marketers be 
more effective. Market segmentation enables businesses to learn more 
about their consumers. 

As part of CRM delivery procedures, including complaint adminis
tration, feedback managerial consolidates and analyses client knowl
edge. The goods, operations, and procedures of a firm are continually 
improved due to the outcomes. That is a cross-functional operation 
accountable for synchronizing CRM delivery and support operations. It 
is the integrated creation and management of goods and information 
transfers to and from consumers through various technology and 
communication platforms. 

Implementing a tight information loop is crucial to good CRM. The 
CRM delivery and service operations must transfer consumer experience 

Fig. 1. Process architecture of the proposed AI-CRM technology.  
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to the research methods. The analysis takes place there, and suggestions 
are provided to the distribution and support procedures. Information 
should only be gathered and evaluated if it is required to make 
suggestions. 

All CRM procedures are managed through organizational perfor
mance, part of the overall CRM project management. It allows for in
tegrated assessment, management, and allocation of resources to CRM 
operations. Based on activity-based costs (ABC), effectiveness moni
toring determines the profit contributions produced by consumers and 
actions within CRM procedures. 

Systems 

CRM platforms, knowledge maintenance systems, enterprise re
sources planning (ERP), and national telecommunication are divided 
into three groups at the hardware level. CRM platforms, according to 
toMetaGroup, are divided into three divisions. 

Implementing operational CRM systems increases the effectiveness 
of the distribution and supporting procedures for CRM services. 
Advertising, sales, and service automated solutions such as campaign 
administration systems and consumer engagement centres are included. 

Quantitative CRM systems collect, store, and analyze consumer in
formation to understand each client’s behaviour better. The use of these 
tools consequently aids the CRM analysis procedures. Database, online 
analytic processors (OLAP), and data gathering platforms are examples 
of such systems. Customers’ connection points and online communica
tions are managed and synchronized by CRM systems that work in 
collaboration (e.g., telephones, email, and website). 

The system-level architecture of the proposed AI-CRM technology is 
shown in Fig. 2. It has three CRM modules: analytical, operational, and 
collaborative CRM. Data such as client contact details and master data is 
processed by CRM systems. Documentation (formal information) and 
workers’ implicit understanding are examples of less organized infor
mation KM systems allow to gather, share, and apply. The CRM distri
bution process relies heavily on this information to meet client demands. 
To provide consumers with efficient counsel, the sales manager must 
thoroughly understand the items provided. Document used by com
panies to track and complete a customer purchase Data capacity and 
user count can be scaled up without sacrificing performance. CRM 
software that uses social media and social media strategies to engage a 
company’s client base is social CRM. 

Four types of knowledge management systems are distinguished: 
Content: The technologies in this category include document man

aging software (DMS) and content managing software (CMS). 
Competence: Systematic management of workers’ knowledge 

acquisition falls under this classification. Workers’ competencies can be 
identified and made accessible via skill administration software and 
expert directory to assist the usage and growth of knowledge 
acquisition. 

Collaboration: The employee cooperation module includes commu
nication, processing, virtual community systems, and groupware 
software. 

Composition: Systems, such as enterprise data retrieval platforms or 
gateways that structure, present, and locate knowledge fall under this 
technology area. ERP and transactional systems are extremely important 
to customer relationship management. Today’s relationship marketing 
research encourages an examination of the effects of future behaviours, 
such as loyalty, performance, word-of-mouth collaboration, and 
communication, on factors of satisfaction, commitment, and trust 
through the study of these effects. Literature on customer relationship 
management (CRM) identifies three independent variables. Knowl
edgeability and two-way communication are the three most important 
factors to consider here. A bank employee’s attitude toward their 
employment is referred to as their attitude in this paper for the sake of 
clarity. They collect and store organized customer information, such as 
consumer and contract data management, financial transactions, and 
other business observations. These data are required in CRM analytic 
procedures to have a comprehensive image of a client. However, CRM 
distribution and support procedures require access to all corporate in
formation about clients to speak to them personally and better meet 
their demands. 

Algorithm for optimizing neural networks components 

The backpropagation-based neural network model is used in the 
proposed model. The AI-based learning techniques are used in the pro
posed model to enhance performance and reduce error. 

Neural networking theory 
That is a feed-forward system without response, called the neural 

network. Each level of neurons in the system is connected to the next 
layer through a link. Work is separated into two phases: learning and 

Fig. 2. The system-level architecture of the proposed AI-CRM technology.  
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testing. As a result of this mechanism, errors are propagated backwards 
in time. 

3.3.2A neural network based on the Back Pressure (BP) model 
The back pressure model is used in this section. A neural network 

model with three layers, namely input, hidden, and output layers, is 
present in the architecture. 

The schematic view of the neural network is illustrated in Fig. 3. It 
has three layers, namely input, hidden, and output layer. This type of 
network depends on the complexities of the structure to handle the data. 
It can self-learn, and self-adapt.x, y, andz represent the input level, hid
den level, and output level neurons. Input standard function for each 
neuron’s hidden level and output level are denoted in Eqs. (1) and (2). It 
is recommended that the number of hidden neurons be equal to 2/3 of 
the input layer’s size and the size of the output layer. It is recommended 
that the number of hidden neurons be less than two times the input layer 
size. 

ny =
∑n

x=0
byxOx (1)  

nk =
∑n

y=0
bkyOy (2) 

Each neuron’s outcome in the input level and output level are 
denoted OxandOk. The correlational weight present between input and 
hidden layer is denoted byx and the correlational weight present between 
hidden and output layer is denoted bky. To calculate the correlation 
coefficient, first, determine the variables’ covariance and then divide the 
product of those variables’ standard deviations by the correlation co
efficient. A correlation factor is calculated for each layer to determine its 
effect on overall trustworthiness using a powerful correlation factor 
technique. A + 1 or a − 1 indicates a perfect correlation between any two 
variables. Correlation is positive when one variable rises in connection 
to the other, and it is negative when one falls in proportion to an increase 
in the other. Equations (3) and (4) express the input and hidden layer 
output. 

Ox = f (ny) (3)  

Ok = f (nk) (4) 

The number of neurons present in the hidden and output layer is 
denoted nyandnk. Eq. (5) describes the unipolar Sigmoid variable acti
vating feature f(t). 

f (t) =
1

1 − exp(t)
(5) 

The error function is denoted in terms of exp, and the variable input 
of this function is denoted t. 

3.3.3Calculate the error of the system 

As a result Ok of errors in learning, the platform’s average error is 
greater than the network’s outputs Yk. The error present in a layer is 
denoted in Eq. (6) 

Er =
1
2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[Ok + Yk]
2
− [Ok − Yk]

2
√

(6) 

The outcome of the output layer is denoted Ok and the outcome of the 
hidden layer is denoted Yk. Eq. (7) shows the network’s overall error. 

Et =
1
2
∑n

k=0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[Ok + Yk]
2
− [Ok − Yk]

2
√

(7) 

Ok denotes the output layer outcome and Yk denotes the hidden layer 
outcome. The goal value of the BP neural networks is calculated. The 
error back-propagating technique minimizes the optimal solution during 
training. 

Each layer weight of the system 
Each level of the correction weights bkl is a reversed operation, with 

the real output value Yl and the real error message lis contrasted to both 
the hidden and output levels. Eq. (8) shows the particular layer’s error 
message, and the respective correlation weight is shown in Eq. (9). 
Weight is a metric unit used to measure the strength of a link between 
two objects. Neuron 1 exerts a higher impact over neuron two if the 
weight from node 1 to node 2 is bigger, and weight reduces the relevance 
of the input value. 

βl =
[Yl − Ol]Ol

[1 − Ol]
(8)  

bkl(i) = bkl(i − 1) − φβlOl + τΔbkl(i − 1) (9) 

The correlational weight is denoted bkl and the error message is 
denoted βl, the output message is denoted Ol. φ is denoted the training 
speed, and τ is denoted the velocity component. The hidden level error 
message l is communicated back to the input level, and the input leve
l error message βl is produced. Eq. (10) denotes the error message pre
sent in the input layer; the neural network contains too many weights, 
according to the error notice (i.e. the combination of variable levels is 
too high). Increasing the maximum number of weights in the model in 
the tool will allow you to modify the model’s weights. And Eq. (11) 
denotes the correlational weight of the hidden and input layer. Cosine 
similarity between neurons’ weight vectors is used to measure correla
tion in fully-connected layers, whereas filter matrices’ cosine similarity 
is used in convolutional layers to measure correlation in weight. 

βl =
Ol(1 − Ol)
∑n

k=0Okbyx
(10)  

byx(i) = byx(i − 1)+φβyOx + τΔbyx(i − 1) (11) 

φ is the training speed, and τ is the velocity component, which im
proves the training pace of the BP neuronal networks and maintains a 
certain sense of predictability. The input layer outcome is denoted Ol 

and the output layer outcome is denoted Ok. The correlational weight 
between the hidden and input layer is denoted byx. The error message 
present in the hidden layer is denoted βy. As a result of the training 
process, the connectivity weights among the network’s components are 
fully defined, and the entire BP network has undergone an excellent 
learning experience. 

Model building 

The design of the proposed model using the BP model is done in this 
subsection. Each layer’s weight and working procedures are explained 
below. 

Fig. 3. Schematic view of the neural network.  
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BP neuronal network variables determination 
The three levels in the common BP neurological network are 

described below. Actual data in input and output layers and the number 
of nodes in hidden layers can be ascertained by the concept: the cell in 
hidden layers is greater than half of the incoming and outgoing layer
neuron quantity and less than the input and output level neuron amount. 
In terms of training effectiveness, the learning rate φ ∈ (0, 1) and the 
movement term are important τ ∈ (0,1). 

Learning the network to determine the weights of the connections between 
each level 

It’s time to train the samples after selecting the model’s variable. All 
training data must be re-trained to get network parameters between 
input and hidden levels and a connecting weight among the hidden and 
output levels. 

The workflow of the AI-driven learning model is depicted in Fig. 4. 
The proposed AI-CRM model is trained using the dataset, and then the 
output/outcome is calculated. Using reverse calculation model error 
present in each layer is found. Based on the error, correlational weights 
are updated. An efficient learning approach for multilayer neuronal 

networks, the BP algorithm is among the most used learning algorithms. 
The major characteristic is forward signal transfer and reverses error 
propagation. It’sfeasible to achieve the learning goal by constantly 
changing the network’s weight values. The BP algorithm is one of the 
most widely utilized methods for learning new things. In the chain rule, 
the backpropagation algorithm calculates the gradient of the loss func
tion concerning each weight by iterating backwards from the last layer 
to eliminate unnecessary computations of intermediate terms in the 
chain rule. 

Computation of the weight 
The correlational value of the input and output is found in this 

subsection. Equation (12) and (13) shows the correlation rate present 
between input and hidden layer. Common representations can be 
learned using correlational neural networks (CorrNet). In terms of 
design, it’s very similar to a traditional single-view deep autoencoder in 
many respects. Only one encoder-decoder pair is needed for each type of 
data to be encoded and decoded. For the hidden layer nodes, the sum of 
all input node values multiplied by their weights is used to calculate the 
hidden layer node values. The phrase “transformation” describes this 

Fig. 4. The workflow of the AI-driven learning model.  
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phenomenon. When the summing is done, it includes the bias node with 
a weight of 1. Bias nodes can be used or not used. 

rxy =
∑K

k− 1

bkx(1 − exp(t) )
(1 + exp(t))

(12)  

t = byk (13) 

The data given to the input layer is denoted as t, and the value 
directly related the correlational weight present in the hidden and the 
output layer byk. 

Eqs. (14) and (15) give the input and hidden layer correlation indi
cator. To determine the degree of connection between two or more 
measurements, one can use the Correlation Coefficient indicator. There 
is a stronger positive correlation when two instruments are trending in 
the same direction, whether up or down. 

Rxy = ‖1 −
exp(s)

1 + exp(s)
‖ (14)  

s = ryk (15) 

The correlational variable is denoted s. The correlation present be
tween hidden and output layers is denoted ryk. Eq. (16) gives the 
fundamental influencing factor. 

Sxy =
Rxy

∑n
i=1Rxy

(16) 

The fundamental correlation indicator is denoted Rxy. The powerful 
correlation factor technique is used to calculate each layer’s correlation 
factor to determine the effect of each indicator on universal trustwor
thiness. As a result of normalizing the link between input and output, the 
weight matrix of attribute B can be obtained. Eq. (17) shows the 
normalized weight matrix. 

B =
Rxk

∑n
k=1Rxk

(17) 

Rxk is the correlation variable present between the input and output 
layer. The linear relationship between input and output can be obtained 
from this value. Some of the character descriptions are given below,  

Ox Input level 

Ok Output level 
f(t) Sigmoid variable activating feature 
Yk Hidden layer outcome 
bkl Correlational weight 
βl Error message 
φ Training speed 
τ Velocity component  

The proposed model is designed using a system model and process 
model. The relationship between input and output and the error present 
in each layer is found, and the errors can be reduced using the BP model. 

Software analysis and evaluation 

From April to August 2013, three Switzerland and German financial 
services businesses were studied. The location was chosen based on 
cooperation and the function and use of consumer information in CRM. 
That is why we concentrated on CRM in the consumer banking area of 
each company to assure consistency. Surveys with key respondents and 
content analysis of yearly reports, organizational charts, and systems 
graphs were used in all three situations to gather data. 

Figs. 5(a) and 5(b) indicate the customer buying pattern analysis of 
the proposed AI-CRM model based on quantity and price, respectively. 
The analysis is done by considering the given dataset. Randomly 700 
customer invoice is chosen from the dataset, and the respective quantity 
they have ordered and the price of the good are analyzed and plotted. 

The results indicate that the majority of the consumers buy average price 
products with higher quantities, and consumers don’t prefer higher 
prices or larger quantities of products simultaneously. 

Table 1 denotes the consumer buying pattern analysis of the 

Fig. 5a. Customer buying pattern analysis based on quantity.  

Fig. 5b. Customer buying pattern analysis based on price.  

Table 1 
Consumer buying pattern analysis of the proposed AI-CRM model.  

Customers invoice ID Quantity Price ($) 

1 900 80 
2 41 280 
3 360 340 
4 90 680 
5 15 180 
6 460 60 
7 20 20 
8 60 60 
9 90 370 
10 30 260 
11 20 160 
12 230 80 
13 30 20 
14 90 70 
15 120 130  
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proposed AI-CRM model. From the given dataset, 15 consumer invoices 
are taken for testing purposes. The entire dataset is used to train the 
proposed AI-CRM model. The respective quantity and the price of those 
products are analyzed and tabulated. The results infer that most con
sumers’ presser medium quantity items with lower prices, and very few 
prefer higher price products. So the proposed AI-CRM model is designed 
to produce cheaper products using AI technology. 

The proposed AI-CRM model’s training and testing error analyses are 
shown in Figs. 6(a) and 6(b). Ten samples were taken randomly for the 
training and testing in the given dataset. The respective predicted con
sumer behaviour is compared with the actual purchase of the same 
consumer, and the error between these are calculated and plotted. With 
the help of AI and the Backpressure model, the proposed AI-CRM model 
produces less error in both training and testing. The performance of the 
testing analysis is better than the training analysis. 

Table 2 depicts the error analysis of the proposed AI-CRM model. A 
sample of ten customer invoices is taken from the given dataset, and the 
particular samples are used for training and testing. The predicted 
output of the proposed AI-CRM model is compared with the actual 
consumer buying pattern, and the error is calculated based on the de
viation between these two values. Learning and testing are the project’s 
two main components, and errors are sent to the beginning of time 
because of this system. The results indicate the proposed model pro
duces higher accuracy with lower error because of the artificial intelli
gence and reverse error propagation model. 

Figs. 7(a) and 7(b) show the training computation time and testing 
computation time analysis of the proposed AI-CRM model, respectively. 
The computation time is calculated as the total time required to produce 
the final consumer buying pattern. The simulation results show that the 
training needs more computation time than the testing model. Because 
the proposed AI-CRM models have the train, update the correlational 
weights, and based on the output, it has to update the correlational 
weights again once the initial setup is done. In contrast, testing the 
proposed AI-CRM model produces less computation time. 

The proposed AI-CRM model is analyzed, the simulation outcomes 
are evaluated in this section. With the help of artificial intelligence and a 
fuzzy-based back pressure model, the proposed AI-CRM model produces 
higher results with lower computation time for the sustainable 
enterprise. 

Conclusion and future scope 

The current research aims to evaluate the customer experience (CX) 
for five AI-enabled products, including Product Recommendation 

systems, Virtual Agents, Email Marketing, Voice Recognition, and Visual 
Detection in terms of customer awareness, efficacy, and loyalty. It was 
found that: 

Fig. 6a. Training error analysis of the proposed AI-CRM model.  

Fig. 6b. Testing error analysis of the proposed AI-CRM model.  

Table 2 
Error analysis of the proposed AI-CRM model.  

Customer ID Training errors (%) Testing errors (%) 

1 19 21 
2 48 46 
3 81 72 
4 86 76 
5 47 42 
6 24 21 
7 46 39 
8 41 31 
9 63 54 
10 18 12  

Fig. 7a. Training computation time analysis of the proposed AI-CRM model.  
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a) People are aware of the AI-enabled technologies they utilize on their
different corporate sites.

b) AI-enabled technologies provide a pleasant customer experience
(CX).

c) As a result, they remain loyal and continue to use these products,
suggesting them to others.

AI-driven customer relationship management (AI-CRM) technology
is proposed in this article. Academics and businesses are working 
together to discover and apply AI to benefit future commercial pros
pects. Potential business volumes can be improved by businesses 
delivering AI-enabled services to customers. As a result of AI, the studies 
suggest that current business can take on a new aspect in the coming 
years. Many businesses can struggle to survive due to AI’s development, 
while many new businesses emerge. 

Further studies might examine certain AI technologies and compare 
them to one other. In addition to AI-enabled techniques, such as the 
Internet of Things (IoT), CX researched using these methods. It is 
possible to study the demographic effect and connection in the future. 
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