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ABSTRACT
This article proposes the individual data privacy during collaborative com-
putation in data mining method using an optimization model. The pri-
vacy problem is solved using different methodologies. The solution for
individual privacy is considered as a multi-objective optimization model.
Practically, the requirement for privacy varies from user to user. There-
fore, it generates inherent vagueness for individual privacy. In this article,
the vagueness is considered and the privacy problem is solved by a fuzzy
optimizationmethod. The fuzzy multi-objective optimizationmodel is pro-
posed to be used as a supplementary privacymethod to address individual
privacy issues. The fuzzy constraints are generated to solve the models on
the basis of the privacy requirements of users. The fuzzy set domain for the
optimization problem is used to fulfil the individual privacy requirements
in a computing environment. The proposed solution allows data owners to
choose their own privacy level on demand, with maximum flexibility.
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Notation Explanation

f1, . . . , fM scalar objectives with fi : Rm → R,
Pj and Qk mapping Rm → R for both constraint functions, g, h ∈ R
xli and xui variables in a precisely bounded solution
Ui(x) respective dimensions of the utility function
UHP maximization of privacy
UCC minimization of computational cost
CHP, CCC measurement costs
aHPi , aCCi weights of each individual utility component
C1 and C2 confidence limits
(α) amount of privacy satisfying the level of significance
[C1,C2] confidence interval
Z expected to lie in the interval
1 − α confidence coefficients depending on the desired precision
µ mean
σ 2 variance
v large, random-size sample from a large database
m, n set of integer numbers
xui, feasible solutions
w1 and w2 relative weights that a data miner uses for data privacy and cost
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x simplicity and prototype for optimization problem
s1 and s2 weights for scalar optimization problem
x∗ critical solution vectors
g1 and g2 invertible functions; the variation of weights lies between [g−1

1 (xl1), g
−1
1 (xu1)] and

[g−1
2 (xl2), g

−1
2 (xu2)]

≤DM data mining in conditional relationship
pi(t) degree of decision maker’s requirements on the ith objective
Pi(x) good compromise to solutions for the ith objective
vi(t) fuzzy function
mi andMi independent optimal value of the ith objective
(x′) optimal compromise solutions
Pk(α) α-cut of the kth constraint
gk(α) α-cut for fuzzy constraints
dk and (1 − α) maximum deviation from the original constraints, according to the demands of

participating users
Pf Pareto function
X non-dominated set
Y optimized value
P entire search space
P′ Pareto-optimal set
M objective function
K public key
vi information shared through site
S sum (vi)

1. Introduction and related works

Privacy-preserving datamining (PPDM) is an emerging field in data-mining research, where cost and
privacy are issues for secure computation in distributed data-mining systems (Kumar and Mohbey
2019). In such systems, the data owner and data miner are under well understanding for the data-
mining task during the release of private data by the data owner (Mendes and Vilela 2017). In many
cases, they maintain their monolithic (common/unique) privacy where the data owner does not
choose their own privacy during distributed computation (Shajin and Rajesh 2020). Under these cir-
cumstances, several options are available to the data owner regarding the privacy of their own private
data (Rajesh and Shajin 2020). Therefore, this type of data-mining problem can be considered as an
optimization problem to solve individual privacy issues (Zhao et al. 2018). Sin et al. (2020) analyze
General Model for Privacy-Preserving Data Mining which helped to privacy model of data during
mining. Purohit and Bhargava (2017) presented a data-mining approach to extract valuable data from
widemultiple-information sources. Jahan et al. (2018) presented a data-mining strategy which exam-
ines the patterns recognized in data, irrespective of individual secret information, and demonstrated
that the suggested model was better in securing secret information. Chen, Panahi, and Pourghasemi
(2017) suggested an innovative ensemble data-mining strategy depending on a geographical infor-
mation system, which included an adaptive neuro-fuzzy inference system, differential evolution and
particle swarm optimization for landslide spatial modelling. Lekshmy and Rahiman (2020) applied
the ant bee colony algorithm for optimum key generation as well as encryption of huge amounts of
data. Langari et al. (2020) presented a combined approach depending on the k-member fuzzy cluster-
ing and firefly algorithm. To obtain individual privacy in data-mining applications, it is necessary to
propose a multi-objective optimization model (Transpire Online 2020). Each party will try to main-
tain the optimal data privacy, with a cost for preserving privacy. Here, the optimization model has
been developed based on (1) maximizing privacy and (2) minimizing the total computational cost
(Pellungrini et al. 2017).
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In multi-objective optimization models, identical objective functions with dissimilar constraints
are considered for each data owner according to their own interests (Bakhtavar et al. 2020). A detailed
description of this model is presented in Section 3 for better understanding of the proposed work.

To the best of the authors’ knowledge, fuzziness of data in real-world applications is dealt with for
the first time in the present model. Here, a theoretical framework of fuzzy sets is considered to find
the solution to extensive problems (Babaee Tirkolaee et al. 2020). Fuzzy constraints have been taken
into consideration for generating the optimal solution (Stojiljković 2017). The two cases of optimal
solution are: (1) themembership function that derives an independent optimal value on the objectives
and (2) the membership function that derives fuzzy constraints using the α-cut to generate a well-
optimized solution (Lamata, Pelta, and Verdegay 2018). Bhuyan et al. (2019) used optimal model for
sub-feature selection and analysis of cost.

Different solutions have been obtained for several data-mining problems using privacy techniques
(Christen et al. 2018). Bhuyan et al. (2011), have used ownmodel of privacy on distributed data. These
approaches treat PPDM as a special case of secure multi-party computation both for the preserva-
tion of individuals’ privacy and to prevent the outflow of any information except for the final result.
Similarly, Kamila, Jena, and Bhuyan (2016) used Pareto-based multi-objective optimization for clas-
sification in data mining. The certain interval of featured data was also considered to distinguish the
differentiated class from the existing class in data mining (Bhuyan and Reddy 2018). The privacy of
data was preserved with different techniques in quantifying differential privacy and privacy preserva-
tion in encrypted graphs (Sharma, Powers, and Chen 2018). Bhuyan et al. (2012) developed privacy
preservation for Sub-feature Selection in data mining.

PPDM is defined as a model as well as a concept of data mining that ensures that data are not
revealed to unauthorized users when receiving essential information from the data warehouse. Data
mining is a strategy that is used to deal with large data counts. The data diminution method reduces
the difficulty in dealing with large amounts of data. Bhuyan and Huque (2018) have developed sub-
feature selection model, where sub-feature data can be maintained for privacy under this model. The
main goal is to improve the storage efficiency and decrease the data storage and costs. A major chal-
lenge in execution is the ability to integrate conflicting or unnecessary data from various sources. To
overcome this problem, the fuzzy optimization algorithm is used. Cao et al. (2019) used quantifying
differential privacy in continuous data with correlation model.

The remainder of this article is organized as follows. Section 2 presents the problem state-
ment for the optimization model based on decision variable constraints. Section 3 illustrates the
multi-objective optimization framework based on the measurement of privacy and cost optimiza-
tion. Section 4 defines the challenging optimal model with the help of fuzzy constraints. Section 5
explains the Pareto-optimal set for multi-objective optimization. Section 6 presents the experimental
procedure and results of the proposed optimal model. Finally, Section 7 concludes the article.

2. Problem statement

Privacy is always an important issue in PPDM, for both data miner and data owner. The data miner
sometimes struggles to provide a solution through which the data owner can choose their own pri-
vacy settings during the release of data. Hence, privacy measurement plays a major role in choosing
the appropriate level of privacy for each data owner. Under these circumstances, the optimization
problem provides a good solution, in which the data owner can choose the maximum privacy for
their data, with minimum computational cost to pay to the service provider.

The multi-objective optimization model is developed based on multiple, possible diverging
objectives. Mathematically, it is expressed as:

Max f (x) = [f1(x), . . . , fM(x)]T (1)
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Under

Pj(x) ≤ g,∀j = 1 . . . .P

Qk(x) = h, ∀k = 1 . . . q

xli ≤ xi ≤ xui, ∀i = 1 . . .m

where f1, . . . , fM indicates M scalar objectives with fi : Rm → R, Pj and Qk denote mapping Rm →
R for both constraint functions, g, h ∈ R, and variables are precisely bounded between xli and
xui . The solution is considered as a vector x′ = {x1,x2, . . . , xm} ∈ Rm for the above multi-objective
optimization problem.

The following objectives are created by the data miner to fulfil the utility function: (1) maximize
the privacy UHP; and (2) minimize the computational cost UCC. The following decision variable
constraints are required to develop the utility function for the model.

2.1. Decision variable constraints

(1) IHP = length of interval for required privacy, i.e. high privacy (HP) or low privacy (LP).
(2) ICC = computational cost, i.e. high priority-based objective with low computational cost.

In this model, each data owner chooses their own strategies and decides on deterministic actions
to maximize their utility scores. According to the respective dimensions of utility function Ui(x),
Equation (1) can be rewritten as

MaxUi(x) =
[∑

CHPUHP,
∑

CCCUCC

]
(2)

where the usual notations have been defined successively along the required constraints. Theweighted
linear combination of the above dimensions of the utility function for multi-objective optimization
can be considered mathematically as

MaxUi(x) = aHPi
∑

CHPUHP + aCCi
∑

CCCUCC (3)

subject to
∑

I
HP
i (x) ≤ g

∑
I
CC
i (x) ≤ h

∑
aHPi +

∑
aCCi = 1

xli ≤ x ≤ xui, for all i = 1, 2, . . . . n

whereUHP,UCC are utility factors of privacy and computational cost; CHP, CCC are the measurement
cost (i.e. howmuch measured privacy and cost) of each individual utility factor; and aHPi , aCCi are the
weights of each individual utility component.

3. Multi-objective optimization framework

The multi-objective optimization framework is established in this section. This is a mathematical
approach to privacy protection in the process of data mining from distributed databases. Here, n par-
ties are involved in general transaction implementation. The parties calculate the data value in secure
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mode in a givenmanner: let n sites be included in communication through a distributed environment.
Moreover, a common public key K is shared. Every site contains objects to share with others.

x = sum(vi) (4)

where vi indicates data that are shared through the site along residual n− 1 sites. Here, siteA specifies
the initialization site, which also maintains the secret key. Site A determines the value S by modular
arithmetic as:

S = ((K + vA) mod N/K) (5)

where N denotes the range of site vi, and A can send the determined value to the subsequent site B.
Likewise, site B can determine the subsequent value in a similar form:

S =
⎛
⎝

⎛
⎝K +

n∑
j−1

vi

⎞
⎠modN

⎞
⎠ /k (6)

where site A knows the secret key K, it is simply recognized as sum S. This process is utilized in an
easy tool to secure data access with transfer while mining across distributed sites.

3.1. Measurement of privacy

Here, the estimation of privacy of each data owner is considered using confidence intervals. The
confidence interval is used for evaluating the amount of privacy satisfying the level of significance
(α).

Definition 1: An interval denotes a confidence interval if the estimation of this interval satisfies
the level of significance (α).

For example: Let the interval [C1,C2] be generated by two constants C1 and C2 at the level of
significance where the original data lie. This means that

P(C1 < Z < C2) = 1 − α (7)

where Z is the standard normal distribution which is expected to lie in the confidence interval and P
is the probability distribution. Here, the interval [C1,C2] is said to be the confidence interval, where
the unknown value of parameter Z is expected to lie within the interval. The amount of privacy on
the confidence limits using statistical data is discussed as follows.

A large, random-size sample v is considered from a large database along with mean µ and variance
σ 2; the samplemean is x̄ ∼ N(μ, σ 2/n), i.e. Z = x̄−μ

σ√
n

∼ N(0, 1). Using the Gaussian distribution, the

confidence interval is determined as

P
(
x̄ − C

σ√
n

≤ μ ≤ x̄ + C
σ√
n

)
= 1 − α for interval [−C,C].

where the interval
[
x̄ − C σ√

n , x̄ + C σ√
n

]
is called the confidence interval, using themean for individ-

ual data in the database. Individual data are used to identify the individual feature data in the database.
In particular, for a significance value of 1.96 and confidence coefficient of 0.95, the confidence interval
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can be determined as

P(−1.96 ≤ Z ≤ 1.96 = 0.95)

⇒ P
(
x̄ − 1.96

σ√
n

≤ μ ≤ x̄ + 1.96
σ√
n

)
= 0.95

where the 95% confidence limits for large data mean are x̄ ± 1.96 σ√
n ; σ is assumed to be known and

the interval
[
x̄ − 1.96 σ√

n , x̄ + 1.96 σ√
n

]
is the 95% confidence interval for estimating µ. The above

statistical data are utilized to measure the amount of privacy within certain confidence limits.

3.2. Privacy and cost optimization

The optimal cost for high privacy is always solicited for the proposed optimization model because
the computational cost is estimated by executing the algorithms for a system. Here, x ∈ Rm indicates
a multi-dimensional input vector to define the optimum privacy and cost identified by the computa-
tional costs for different levels of privacy. Based on the above objectives, the optimization problem is
stated as

Maxf (x) = [fHP(x), fCC(x)]T (8)

subject to

xli ≤ xi ≤ xui, for all i = 1 . . .m

where x ∈ Rm, and each xi is bounded between xli and x
u
i, for feasible solutions. The same optimization

problem can be reformulated into a scalar optimal problem:

Max F = wTf (x) = [w1fHP(x) + w2fCC(x)] (9)

under

xli ≤ xi ≤ xui ∀i = 1 . . .m

w1 + w2 = 1

w1,w2 ≥ 0

where w1 and w2 denote the relative weights that the data miner uses for data privacy and cost,
respectively. Using scalarization techniques, the above-mentioned optimization problem is converted
into a scalar objective function with identified weights. Assuming that x = (x1, x2) ∈ R2, which is
considered for simplicity and as a prototype for the optimization problem:

Fp = s1f1(x1, x2) + s2f2(x1, x2) (10)

where s1 and s2 are two weights for the scalar optimization problem. The derivative of the above
equation must be computed and set to zero. The solutions to the resulting equations provide critical
solution vectors x∗ = (x∗

1 , x
∗
2) using s. The first order derivatives are considered for solutions that

provide a mapping from the vector space to the weight space. Considering two possibly nonlinear
functions, g1 : Rm → R and g2 : Rm → R, that map from the weight to the objective variables, it can
be stated that:

x∗
1 = g1(s1, s2) (11)

x∗
2 = g2(s1, s2) (12)

By xli ≤ xi ≤ xui , the range of each s based on input objective variables can be generated. Here, the
functions g1 and g2 are invertible; then, the variation of weights lies between [g−1

1 (xl1), g
−1
1 (xu1)] and

[g−1
2 (xl2), g

−1
2 (xu2)], which provides the list of solutions in the Pareto-optimal set.
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4. Fuzzy constraints for multi-objective optimization

The data from different stakeholders have different characteristics, such as random, vague and fuzzy,
which are used in the optimization problem. The demands of stakeholders are also fuzzy. In this arti-
cle, the proposedmodel dealswith the fuzzymulti-objective optimization issuewith fuzzy constraints.
The complex fuzzy optimization problem is stated as:

MaxY = cx (13)

subject to

(Ax)i ≤ bi for all i = 1, 2, . . . .m

xj ≥ 0, xj ∈ N, j = 1, 2, . . . .n

wherem, n represents a set of integer numbers, c ∈ Rn, A = ∑
jaij, and aij,bi ∈ R.

Let the constraints defining the issue have a fuzzy nature where the decision maker/data miner is
willing to permit any change (≤DM) over restricted constraints:

MaxY = cx (14)

subject to

(Ax)i ≤ DMbi, i = 1, 2, . . . .,m

xj ≥ 0, xj ∈ N, j = 1, 2, . . . ., n

where ≤DM refers to the data-mining conditional relationship.
However, some typical approaches are required to solve multi-objective decision-making

(MODM) problems with supportive and conflicting objectives. It is very complicated to choose the
optimal decision with an increasing number of objectives.

Max{< Ci, x ≥ Yi} (15)

under

x ∈ X = {x ∈ Rn|Ax = b, x ≥ 0, b ∈ Rm|}

An innovative method is developed for solving MODM problems depending on the interdepen-
dences among the multiple objectives. Hence, the following two cases are considered.

Case 1
The optimization problem is defined on the multi-objective function:

Max{f1(x), f2(x), . . . .., fk(x)}, x ∈ X (16)

where fj : Rn → R is the objective functions, x ∈ Rn is a variable, then X ⊂ Rn.
Let a function pi(t) : R → [0, 1], where pi(t) determines the degree of the decisionmaker’s require-

ments on the ith objective of value t. The membership of x degree in the fuzzy set using p(x)
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is:

pi(x) = pi(Y(x)) (17)

wherePi(x) is considered as a good compromise solution for the ith objective. So, it is quite reasonable
to search for the solution of the following auxiliary problem:

max{P1(x), . . . PK(x)},
x ∈ X (18)

where Pi(x) ∈ [0, 1]. A single-objective problem:

maxT{P1(x), . . . PK(x)},
x ∈ X (19)

Now, the membership functions of the proposed functions can be considered as:

pi(t) =

⎧⎪⎨
⎪⎩
1 if t ≥ Mi

vi(t) if mi ≤ t ≤ Mi

0 if t ≤ mi

(20)

wheremi = min{Yi(x)|x ∈ X} andMi = max{Yi(x)|x ∈ X}with independentminimal andmaximal
values of the ith objective, and vi(t) is a fuzzy function. For the linear membership functions, Pi is
defined as

pi(x) =

⎧⎪⎨
⎪⎩

1 if Yi(x) ≥ Mi

1 − Mi − Yi(x)
Mi − mi

if mi ≤ Yi(x) ≤ Mi

0 if Yi(x) ≤ mi

(21)

Several objective functions are used to determine the optimal solutions, which are close to the inde-
pendent minima and maxima. For optimal compromise solutions, (x′) is efficient if: (1) x′ is unique,
(2) T is strict, and (3) 0 < Pi(x′) < 1, for i = 1, 2, . . . .k, and also with strictly increasing function on
[mi,Mi].

The application of fuzzy constraints makes a powerful tool available to determine the solution
of the complex fuzzy issue. The constraints are permitted to change the constraints for the user’s
satisfaction. The constraints are reformulated as

mi ≤
∑

IHPi (x) ≤ gi + Mi

mi ≤
∑

ICCi (x) ≤ hi + Mi

wheremi andMi are independent optimal values of the ith objective. This also makes the minimum
and maximum deviation from the original range according to the linear membership function.

Case 2
In the second case, the constraints are defined with a fuzzy nature for the violation of restrictions.

The constraints of the problem are derivedwithmembership functions by the decisionmaker to avoid
breaching the achievement of the constraints. The membership functions are considered with fuzzy
constraints, as follows:

μk : Rn → (0, 1], k ∈ I

where the degree is 1 for the actual constraint. When the violation increases, the degree is reduced to
0, accordingly. Finally, the degree is implied to be 0 in all cases of non-violations. Under this condition,
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the membership functions are stated as follows:

μk(bk) =

⎧⎪⎪⎨
⎪⎪⎩

1

1 − (Ax)k − bk
dk

0

(Ax)k ≤ bk
bk≤(Ax)k ≤ bk + dk

(Ax)k > bk + dk
(22)

For the above problem, each fuzzy constraint is defined as

Pk = {x ∈ Rn|(Axk) ≤ DMbkx ≥ 0, x ∈ N} (23)

where x ∈ P and P = ∩k∈IPk.

Max{Y = cx|x ∈ X}
It is obvious that for all α ∈ (0, 1], the α-cut of the fuzzy constraint set can be obtained, which is called
the classical set:

P(α) = {x ∈ Rn|μp(x) ≥ α} (24)

Hence, the α-cut of the kth constraint is denoted by Pk(α) for all α ∈ (0, 1]:

M(α) = {x ∈ Rn|cx = max cz, z ∈ P(α)

The fuzzy set defined by the following membership function is the fuzzy solution for all α ∈(0, 1]:

M(α) =
{

sup{α : x ∈ M(α)}
0

x ∈ UαM(α)

otherwise (25)

P(α) = ∩k∈I{x ∈ Rn|(Ax)k ≤ gk(α), x ≥ 0, x ∈ Rn} (26)

where gk(α) = bk + di(1 − α) is the α-cut for fuzzy constraints:

MaxY = cx (27)

s.t(Ax)k ≤ bk + dk(1 − α), k ∈ I,α ∈ [0, 1]

The above methodology can manage the fuzzy constraints to overcome the problem to provide a bet-
ter solution. The complete multi-objective fuzzy optimization problem using α-cut fuzzy constraints
is follows:

MaxUi(x) = aHPi
∑

CHP(UHP) + aCCi
∑

Ccc(Ucc) (28)

subject to
∑

IHPi (x) ≤ gi + (1 − α)di∑
ICCi (x) ≤ hi + (1 − α)di∑
aHPi +

∑
aCCi = 1

xli ≤ xi ≤ xui , ∀i = 1 . . . n

where dk and (1 − α) refer to the maximum deviation according to the demand of participating
users from the original constraints. The privacy of each party depends on dk and (1 − α) as per their
deviation. Similarly, utility factor UCC relates to the computational cost, which is determined by the
execution of different data-mining algorithms. The two terms aHPi and aCCi implicate weight factors,
which satisfy aHPi + aCCi = 1. Here, aHPi = 1 − aCCi or aCCi = 1 − aHPi is the appropriate design of
the optimal test.
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5. Pareto-optimal set for multi-objective optimization

This is an ideal methodology of the optimization problem for finding optimal solutions. As the prob-
lem contains multiple objectives, it provides a set of optimum solutions (Pareto-optimal solutions),
as opposed to a single optimum solution. The following definitions are required for solving the above
problem.

Definition 2 (Pareto function): This is a function from a non-dominated set of data to the
optimized value. Mathematically, it can be written as

Pf :X → Y

where Pf is the Pareto function,X is the non-dominated set, and Y is the optimized value. The Pareto
function can be assessed by different data sets.

5.1. Non-dominated set and Pareto-optimal set

Let M objective functions exist in the multi-objective problems. With the purpose of covering the
maximization andminimization objective functions, the operator � is used between the two solutions
g and h as g � h.

The given definition includesmixed complexity in bothmaximization andminimization objective
functions.

Definition 3: The x1 solution dominates the x2 solution, if two conditions are met:

(a) The x1 solution is better than x2 in all objectives of fj(x1) � �fj(x2) for all j = 1, 2 . . .M.
(b) The solution x1 is purely greater than x2 for at least one objective, or fj(x1) � fj(x2) for at least

one j ∈ {1, 2, . . . .,M}.

The solution x1 is not dominates the solution of x2 to violate the conditions. Conversely, it can
specify the following:

• x2 dominates by x1
• x1 dominates by x2
• x1 is non-inferior to x2.

The dominance property is analysed for the proposed optimizationmodel, where two objectives (pri-
vacy and computational cost) are focused on, with different solutions. An optimization problem with
two objectives, i.e. maximization andminimization (maximumprivacy andminimumcomputational
cost), with five different solutions, is considered here, as shown in Figure 1. Here, the dominant nature
decides the better solution of the objectives. From the observation solution 1 is considered as more
effectual than solution 2 in the first and second objective functions. According to the dominant nature,
it may be considered that solution 1 dominates solution 2. Finally, solution 5 dominates solution 1.

5.2. Pareto optimality

Figure 1 shows that solution 5 is greater than solution 3 for the first objective, and vice versa for the
second objective. These two solutions do not satisfy the first condition. Similarly, for both objectives,
the both solutions need not be dominated to each other. Based on this situation, solutions 3 and 5 are
the non-dominated set.

To compare a finite set of solutions, the performance is measured on the dominated and non-
dominated sets of solutions. If the comparison is not satisfied in dominant nature, then the set is
known as a non-dominated set for a given set of solutions. For example, solutions 3 and 5 are said
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Figure 1. Dominance among five solutions with two objectives.

to be a non-dominated set from the above five solutions. The definition of a set of non-dominated
solution is:

Definition 4(a) (non-dominated set): From any given set of solutions P, the set of solution P′ is
said to be the non-dominated set, if P′ solutions are not dominated by any member of set P.

Definition 4(b) (Pareto-optimal set): If set P is the total search space or P = S, the resultant non-
dominated set P′ is named the Pareto-optimal set.

Sometimes, the dominance is weak for a few solutions, so modification of Definition 1 is needed
for a strong dominance relation, as follows.

Definition 5: An x1 solution robustly dominates the x2 solution (or x1 ≺ x2), if the x1 solution is
purely greater than the x2 solution in every objective of the given problem.

Referring to Figure 1, it is observed that solution 5 does not strongly dominate solution 1, here
identified that the solution 5 weakly dominates solution 1. However, solution 3 strongly domi-
nates solution 1, because solution 3 is more proficient than solution 1 in both objectives. If solution
x1 robustly dominates solution x2, solution x1 does not weakly dominate solution x2. The strong
dominance operator has the same properties as the dominance relation.

The above definition of strong dominance can be used to define a weakly non-dominated set.
Definition 6: (weakly non-dominated set): In a set of solutions P, P′ represents the weakly non-

dominated set, if the solutions are not strongly dominated by any other member of set P.
For a given set of solutions, the cardinality of the non-dominated set is obtained usingDefinition 4.
Based on the above arguments, it can be seen that the Pareto-optimal set is identified from the

non-dominated set. But this is not always the case. The non-dominated solutions obtained by the
optimization approach may not be a proper Pareto-optimal set. The proposed method is sensitive to
the values of its main controlling parameter.

6. Computational experiments

Computational experiments are analysed in this section to find the solution to the multi-objective
optimization problem under the uncertainty demands of the data owner, based on both privacy and
computational cost. The privacy and computational cost are implemented using confidence intervals
and three classifiers, namely, the multi-layer perceptron (MLP), naïve Bayes (NB) and classification
and regression tree (CART), on a real-world data set. The real-world data set [i.e. the Adult Data
Set from the University of California, Irvine (UCI) machine learning repository] is analysed in the
experiments. A total of 16,281 instances is used for the experiment.
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Table 1. Execution time.

Method Execution time

IPDM-FO (proposed) 0.5 s
IPDM-NN 2.7 s
IPDM-SMC 3.9 s

Note: IPDM-FO = individual privacy in data mining and fuzzy
optimization; IPDM-NN = individual privacy in data mining
and neural network; IPDM-SMC = individual privacy in data
mining and secure multi-party computation.

Figure 2. Computational complexity and computational cost analysis. IPDM-NN = individual privacy in data mining and neural
network; IPDM-SMC = individual privacy in data mining and secure multi-party computation; IPDM-FO = individual privacy in
data mining and fuzzy optimization.

6.1. Computational complexity

The computational complexity of the fuzzy optimization algorithm is calculated by

o(t(d ∗ n + cof ∗ n)) (29)

where t is the number of iterations, d is the number of variables (dimension), n is the number of
solutions, and cof is the cost of the objective function.

Table 1 shows the execution time of the proposed and existing methods. From the table, it can be
seen that the execution time of the proposed method is low compared to the other two methods.

Figure 2(a) shows that the computational complexity of the proposed individual privacy in data
mining and fuzzy optimization (IPDM-FO) algorithm is 68.96%, which is 73.91% lower than the
existing algorithms, i.e. individual privacy in data mining and neural network (IPDM-NN) and
existing individual privacy in data mining and secure multi-party computation (IPDM-SMC).

Figure 2(b) shows that the computational cost of the proposed IPDM-FO algorithm is 74.68%,
which is 69.23% lower than the existing algorithms (IPDM-NN and IPDM-SMC).

6.2. Environment

The theoretical methods were tested on a personal computer with IntelTM core 2 Duo CPU, 2.92GHz,
2.00GB RAM, 32-bit Windows 7 OS with MATLAB� 7.0.1 development environment. The WEKA
data-mining tool was used to run three classifiers (NB classifier, MLP and CART) on the data set. The
experimental results are based on the amount of privacy measurement and computational cost.
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Table 2. Computational cost of different types of perturbed data.

Computational cost of perturbed data (using noise y)

Original data

Perturbed data using
uniform distribution

on (0,1)

Perturbed data using
uniform distribution

on (−1,1)

Difference between
perturbed data based
on distribution (0,1)
and original data

Difference between
perturbed data based
on distribution (−1, 1)

and original data

NB 0.13 0.08 0.06 −0.05 −0.07
MLP 34.58 38.59 36.67 4.01 2.09
CART 5.06 13.45 17.61 8.39 12.55

Computational cost of perturbed data (using noise y/16)
NB 0.13 0.08 0.06 −0.05 −0.07
MLP 34.58 38.59 36.13 4.01 1.55
CART 5.06 14.17 14.48 9.11 9.42

Computational cost of perturbed data (using noise 16y)
NB 0.13 0.08 0.19 −0.05 0.6
MLP 34.58 37.11 36.99 2.53 0.91
CART 5.06 15.83 14.94 10.77 9.86

Computational cost of perturbed data (using noise y/2)
NB 0.13 0.08 0.06 −0.05 −0.07
MLP 34.58 36.19 39.31 1.61 4.73
CART 5.06 13.64 15.11 8.58 10.05

Computational cost of perturbed data (using noise 2y)
NB 0.13 0.8 0.09 −0.05 −0.04
MLP 34.58 36.72 38.95 2.23 4.37
CART 5.06 14.14 16.31 9.08 11.25

Note: NB = naïve Bayes; MLP = multi-layer perceptron; CART = classification and regression tree.

6.3. Experimental results

The experiment was conducted based on both real and randomly generated data for both privacy
and computational cost. The computational cost was determined by different classifiers on differ-
ent perturbed data, as shown in Table 2. In Table 2, five different perturbed data were generated by
{y/16, y/2, y, 2y, 16y} using two uniform noise distributions, [0, 1] and [−1, 1]. The detailed descrip-
tion of the generated perturbed data is as follows. Let the original data x lie between [x − y] and
[x + y], where y is uniform noise distribution and the length of privacy is 2y, i.e. twice the noise dis-
tribution. If x lies between

[
x − y

2 , x + y
2
]
, then the length of privacy is y. If x ∈ [

x − y
n , x + y

n
]
, then

the length of privacy is 2y/n. When n → ∞, then y/n → 0 and
[
x − y

n , x + y
n
]
is very close to x.

In this case, there is no requirement for adding or subtracting noise with original data. So, a certain
limit of noise distribution with multiplication of the real value can be considered as privacy preserva-
tion; otherwise, the noise distribution is worthless. Hence, a decrease in the noise distribution value
indicates a loss of privacy.

Multiplying any natural number by the noise distribution increases the privacy, with an increase
in the interval length; for example, for x∈[x− 2y, x+ 2y], the length of privacy would be 4y, and so
on. Similarly, for x∈[x− ny, x+ ny] the length of privacy is 2ny. When n→∞, then 2ny→∞, and
the privacy length is very large. Under this circumstance, it is difficult to find the original data.

In other words, data robustness is increased. According to the above discussion, the different
perturbed data are used for the evaluation of computational cost, as shown in Table 2.

The experiments are carried out on the basis of the owner’s demand. Here, the optimization prob-
lem is solved by the owner’s required privacy level. The proposed optimal model is utilized with two
components: privacy and cost. These components are derived as follows.

(a) Privacy (UHP): This part defines how much privacy data are maintained by the data owner, as
presented in Table 3. Similarly, CHP is the measurement cost for preserved privacy determined
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Table 3. Interval length and privacy.

y/16 y/8 y/4 y/2 y 2y 4y 8y 16y

Interval length
(−1,1)

0.000101125 0.00020225 0.000404 0.000808 0.001616 0.003232 0.006464 0.012928 0.025856

Privacy 2.50E–06 0.000005 0.00001 0.00002 0.00004 0.00008 0.00016 0.00032 0.00064
Interval length
(0,1)

0.062506125 0.125012 0.250024 0.500048 1.000096 2.000192 4.000384 8.000768 16.00154

Privacy 0.001547475 0.003094 0.006188 0.012376 0.024752 0.049504 0.099008 0.198016 0.396032

Table 4. α-Cut value for noise data.

α-Cut value 0.2 0.4 0.6 0.8 1

Different noise data y/16 y/2 y 2y 16y

within the interval length. Here, privacy is measured by (Interval length)/(Original data). Table
4 displays the results of CHP∗UHP.

(b) Cost (UCC): The UCC is specified as computational cost on a priority basis, i.e. high priority
for low computational cost. Uniform distributions between (−1, 1) and (0, 1) for different per-
turbed data are generated. The computational cost is measured by fuzzy sets. The priority of
computational cost among classifiers based on perturbed data is recognized as a fuzzy set. The
membership function is described as follows:

μx =
⎧⎨
⎩

0.3 if HCC
0.6 if MCC
1.0 if LCC

where HCC is high computational cost, MCC is medium computational cost, and LCC is low com-
putational cost. Both original data and different types of perturbed data are considered for this
experiment, and the utility factor for computational cost (UCC) is considered on the basis of priority.

The evaluation of the optimization problem depends on fuzzy constraints related to privacy and
cost. However,α-cuts produce different deviations of constraints compared to the original constraints
according to the demands of the data owner. The α-cut values (α = 0.2, 0.4, 0.6, 0.8 and 1.0) are
considered for the optimization problem, corresponding to different levels of privacy. The value of
α-cut varies according to the demand of data owner (Table 4).

The computational cost can also vary as privacy varies. Thus, to find an appropriate solution, the
decision maker/data miner needs to make right decision to choose the amount of privacy in such a
way that computational cost can be balanced. A high computational cost carries attention of less/low
priority and vice versa; thus, the priority of cost is measured by 1/(computational cost), i.e. high
priority = 1/(less/low cost) or less/low priority = 1/(high cost).

The experimental results for the optimality test are presented in Table 5. The different experiments
were carried out based on α-cut values according to the demands of the data owner.

The fuzzy multi-objective optimization issue is solved based on privacy and cost, with uncertain
demands of the data owner by means of fuzzy sets.

Here, the two types of perturbed data are considered based on uniform distributions between
(0, 1) and between (−1, 1). The performance of the NB classifier is always better than the MLP and
CART classifiers (Figure 3). The performance of each classifier on different weight factors for the
optimality test at α = 1.0 is shown in Figure 4. For all different weight factors, the performance of
the NB classifier is better than the other classifiers in the optimality test. However, the performance
of all classifiers varies as the weight factors vary.

For the Pareto-optimal test, the solution for the proposedmodel is best atα = 1.0. As per the above
discussion, based on the uniform distribution between (0, 1), the best optimal solution is obtained.
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Table 5. Optimality test based on different α-cut values.

Optimal test value for α = 0.2

Weight factors (aHPi , aCCi )

Uniform
distribution

between (0, 1)
Computational

cost

Uniform
distribution

between (−1, 1)
Computational

cost

(0.3, 0.7) 0.0055 (for MLP) 38.59 0.0058 (for MLP) 36.13
0.0294 (for CART) 14.17 0.029 (for CART) 14.48
8.75 (for NB) 0.08 11.6667 (for NB) 0.06

(0.7, 0.3) 0.0024 (for MLP) 38.59 0.0025 (for MLP) 36.13
0.0128 (for CART) 14.17 0.0124 (for CART) 14.48
3.7501 (for NB) 0.08 5 (for NB) 0.06

(0.5, 0.5) 0.0039 (for MLP) 38.59 0.0042 (for MLP) 36.13
0.0212 (for CART) 14.17 0.0207 (for CART) 14.48
6.25 (for NB) 0.08 8.3333 (for NB) 0.06

Optimal test value for α = 0.6
(0.3, 0.7) 0.0129 38.59 0.0057 36.67

0.0386 13.45 0.0238 17.61
8.7574 0.08 11.6667 0.06

(0.7, 0.3) 0.0197 38.59 0.0024 36.67
0.0308 13.45 0.0102 17.61
3.7674 0.08 5 0.06

(0.5, 0.5) 0.0163 38.59 0.004 36.67
0.0347 13.45 0.017 17.61
6.2624 0.08 8.3333 0.06

Optimal test value for α = 1.0
(0.3, 0.7) 1.9067 37.11 0.0057 36.99

1.9276 15.83 0.028 14.94
10.6511 0.08 3.6842 0.19

(0.7, 0.3) 4.4383 37.11 0.0025 36.99
4.4472 15.83 0.012 14.94
8.1859 0.08 1.5789 0.19

(0.5, 0.5) 3.1725 37.11 0.004 36.99
3.1874 15.83 0.02 14.94
9.4185 0.08 2.6316 0.19

Note: MLP = multi-layer perceptron; CART = classification and regression tree; NB = naïve Bayes.

Following the theory, the corresponding Pareto-optimal solutions including the Pareto-optimal set
are evaluated based on the best optimal solution being obtained for a uniform distribution on (0,
1) at α = 1.0. The Pareto-optimal solution (i.e. functional value of the utility function) is {1.9067,
1.9276, 10.6511, 4.4383, 4.4472, 8.1859, 3.1725, 3.1874, 9.4185} at α = 1.0. The Pareto-optimal sets
for privacy and computational cost are {0.396032} and {12.5, 0.0631712, 0.0269469}, which satisfy
the optimization model.

6.4. Statistical analysis of the results

The performance of the proposed IPDM-FO method is analysed by comparing various metrics, i.e.
the mean, variance and standard deviation, with the existing approaches (IPDM-NN and IPDM-
SMC).

Figure 5 shows a comparison of the results attained by the different methods in terms of the mean
values. Figure 6 compares the results attained by the different methods in terms of variance. Figure 7
displays the results attained by the different methods in terms of the standard deviation.

6.5. Discussion

The PPDMmodel is delineated according to the data phase, namely collection, publishing, distribu-
tion and output of data. The estimation of this model is addressed by analysing metrics to estimate
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Figure 3. Optimal test for different classifiers. NB = naïve Bayes; MLP = multi-layer perceptron; CART = classification and
regression tree.

Figure 4. Optimal test value on weight factors. NB = naïve Bayes; MLP = multi-layer perceptron; CART = classification and
regression tree.
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Figure 5. Comparison of the mean using the proposed and existing approaches. IPDM-FO = individual privacy in data mining
and fuzzy optimization; IPDM-NN = individual privacy in datamining and neural network; IPDM-SMC = individual privacy in data
mining and secure multi-party computation.

Figure 6. Comparison of variance using the proposed and existing approaches. IPDM-FO = individual privacy in data mining and
fuzzy optimization; IPDM-NN = individual privacy in data mining and neural network; IPDM-SMC = individual privacy in data
mining and secure multi-party computation.

the privacy and quality levels of data, and the complexity of the proposed PPDMmodel. This model
can anonymize the data in such a way and hide a specific individual data to an unauthorized person.
Hence, sensitive data are anonymized, so that background attacks can be eliminated while transform-
ing the data. Even if a cyber-attack occurs in the system, storing anonymized data can prevent the
retrieval of personal sensitive information. The PPDMmodel provides a safe way to store, exchange
and publish information. In the case studies, the PPDM model is applied to assess several param-
eters, namely: (1) performance, determined depending on the time needed to attain the privacy



18 H. K. BHUYAN ET AL.

Figure 7. Comparison of standard deviation using the proposed and existing approaches. IPDM-FO = individual privacy in data
mining and fuzzy optimization; IPDM-NN = individual privacy in datamining and neural network; IPDM-SMC = individual privacy
in data mining and secure multi-party computation.

components; (2) data utility, which is fundamentally the calculation of information loss or loss of
data processing in delivering outcomes, created by the lack of a PPDM model; (3) uncertainty level,
i.e. the level of uncertainty with which the sensitive information that is hidden can still be pre-
dicted; and (4) resistance, i.e. the level of tolerance displayed by the PPDM model against various
data-mining approaches. The aforementioned criterion requires to be scaled for optimum evalua-
tion of the privacy preserving method. But, the two significant criteria are quantification of privacy
and information loss. The quantification of privacy, or the privacy metric, is a measure that implies
how closely the attribute’s original value can be assessed. If it is assessed with greater confidence,
the privacy is reduced and vice versa. Inaccuracy in estimating the original data set is called loss of
information, which can lead to failure of the purpose of data mining. Therefore, a balance must to
be achieved between privacy and information loss. Comparison of the case studies shows that the
proposed method attains a good balance among disclosure, utility and costs.

7. Conclusion

In this article, a multi-objective fuzzy optimization model was proposed for individual privacy with
fuzzy demands in datamining. As well as the optimality, the performance was verified using real-time
data sets from the UCI machine learning repository. The results of this work can be used in real-time
applications to include personal safety, security and privacy. These data can be vulnerable in terms
of people’s safety and a company’s reputation. This method has some limitations, such as more time
being needed to implement the data during the privacy method for the digital construction data and
there being a possibility of loss of information during implementation. Thus, future work on this
method will aim to reduce the execution time and retrieve the lost information.
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