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Abstract
Large numbers of incomplete, unclear, and unspecific submissions on idea platforms hinder organizations to exploit the full 
potential of open innovation initiatives as idea selection is cumbersome. In a design science research project, we develop a 
design for a conversational agent (CA) based on artificial intelligence to facilitate contributors in generating elaborate ideas 
on idea platforms where human facilitation is not scalable. We derive prescriptive design knowledge in the form of design 
principles, instantiate, and evaluate the CA in two successive evaluation episodes. The design principles contribute to the 
current research stream on automated facilitation and can guide providers of idea platforms to enhance idea generation 
and subsequent idea selection processes. Results indicate that CA-based facilitation is engaging for contributors and yields 
well-structured and elaborated ideas.
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1  Introduction

Organizations face challenges in discovering and develop-
ing innovations due to limited internal resources (Hansen 
& Pries-Heje, 2017) and the fact that “when focusing on a 
limited solution space, companies only apply the most obvi-
ous instead of the most efficient of all solutions in order to 
solve an innovation problem” (Lüttgens et al, 2014, p. 342). 
In this regard, open innovation approaches have been iden-
tified to be an effective strategy to improve the efficacy of 
organizations’ innovation capabilities (Chesbrough, 2003; 
Lüttgens et al., 2014). Digital platforms, e.g. idea platforms, 
enable organizations to apply idea sourcing by involving 
external contributors to access widely dispersed external 

knowledge and expertise beyond their boundaries (Boudreau 
& Lakhani, 2013; Cricelli et al., 2021; Di Gangi & Wasko, 
2009). However, organizations struggle to harness the poten-
tial of idea platforms (Piezunka & Dahlander, 2015), as 
such idea sourcing initiatives generate highly diverse input 
whose utilization and valorization remains a key challenge. 
In particular, the large quantity of contributions pose major 
challenges in terms of textually unstructured ideas with an 
insufficient level of detail and indistinct causalities (Barbier 
et al., 2012; Kipp et al., 2013). As a result, organizations 
invest a great expenditure of human capacity and time during 
idea selection to organize and evaluate ideas to select those 
with high potential (Blohm et al., 2013; Kittur et al., 2013; 
Merz, 2018). Nevertheless, familiar contributions or ideas 
with detailed information but little implementation potential 
might be selected over those with a lack of details and great 
potential (Bansemir & Neyer, 2009; Piezunka & Dahlander, 
2015).

Idea selection could be more efficient, if ideas followed 
a defined structure to create a common basis to compare 
them with each other and if they delivered a rich descrip-
tion to establish causalities. One possible way to reach 
this objective is facilitating external contributors’ idea 
generation process on idea platforms (Briggs et al., 1998; 
Dennis et al., 1990; Fjermestad, 2000). Previous research 
has shown that structured facilitation by a human leads to 
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favorable results for collaborative work practices in small 
teams (Bittner & Leimeister, 2014; Niederman et  al., 
1996). However, human facilitation reaches its bounda-
ries for large-scale, distributed idea generation on idea 
platforms as humans can hardly deal with many differ-
ent parallel work streams and are not constantly available 
in asynchronous collaboration settings. With the rise of 
the so-called “Facilitator-in-a-Box” paradigm (Briggs 
et al., 2013), an approach has been established to shift 
facilitation tasks from humans to system restrictions and 
prompts implemented in automated scripts. However, the 
implementation of such concepts for idea generation runs 
the risk of discouraging contributors. More specifically, 
filling various fields in a standard submission form might 
reduce contributors’ enjoyment and cognitive involve-
ment, as they usually do not receive direct rewards via the 
idea platform (Bretschneider, 2012). Therefore, the user 
interface and process flow should be designed in such a 
way that they are engaging for contributors (Attfield et al., 
2011) to increase the likelihood of continuing participa-
tion while diminishing the detrimental effect of declining 
motivation levels (Corney et al., 2009; Kim et al., 2013). 
As idea contributors participate voluntarily, it is therefore 
paramount to ensure an engaging idea generation process 
to counteract these adverse effects.

Previous studies have shown increased perceptions 
of social presence on web-based platforms with virtually 
embedded social cues (e.g., emotionally rich text, person-
alized greetings) that approximate face-to-face interactions 
(e.g., Cyr et al., 2007). In addition, several studies have dem-
onstrated that conversational user interfaces can be rich in 
social cues (e.g., Pütten et al., 2010). Therefore, contribu-
tors’ level of engagement and willingness to invest cogni-
tive effort during idea generation could be fostered by the 
deployment of automated conversation-based facilitation 
(Schuetzler et al., 2020). To leverage this conversation-
based logic, the design of artificial intelligence (AI) involv-
ing machine learning (ML) to process natural language can 
provide an increased level of reactivity and proactivity in 
comparison to pre-defined time-based sequences of system 
prompts and state changes. However, the interaction between 
humans and AI requires more than intelligent algorithms in 
order to solve specific problems collaboratively and effec-
tively (Harper, 2019; Seeber et al., 2020). In this vein, schol-
ars have recently pointed out that AI-based agents, i.e., in 
the form of conversational agents (CAs), can be designed to 
serve the role of a facilitator to support individuals during 
task execution (Bittner et al., 2019a; Seeber et al., 2018). 
Moreover, initial research has shown that CAs can guide 
contributors on idea platforms to generate and submit their 
ideas in task-oriented conversations (Tavanapour & Bittner, 
2018). However, prescriptive design knowledge on how to 
develop such a solution is still scarce (Bittner et al., 2019b; 

Diederich & Brendel, 2019; Seeber et al., 2018). Therefore, 
the following research question is addressed:

RQ: How should a CA be designed and instantiated to 
facilitate contributors’ idea generation and foster their 
engagement on idea platforms?

Consequently, the aim of this study is to enhance organi-
zations’ idea generation via external contributors with a CA 
as a facilitator and to lay the foundation for improved subse-
quent organizational idea selection. Therefore. the AI-based 
facilitation on idea platforms should result in an engaging 
process to support individuals in voluntarily generating a 
contribution to an “open call” (Chesbrough & Brunswicker, 
2014; Lüttgens et al., 2014) and yield idea submissions 
with a common structure comprising specific and detailed 
descriptions. To investigate the potential of the proposed 
AI-based facilitator for idea generation on idea platforms, 
the CA concept needs to be instantiated with a software pro-
totype. Thereby, the implementability of the derived design 
knowledge can be tested with state-of-the-art CA technol-
ogy. Furthermore, potential effects of facilitation support 
by CAs during the idea generation process can be explored. 
Accordingly, in this study, we present a multi-cycle design 
science research (DSR) project that addresses the stated 
challenges and research gap with the following structure. 
First, we present related work about facilitation of idea gen-
eration on idea platforms and CAs as facilitators. Second, we 
outline the research approach by delineating the steps of the 
DSR project. Third, derived design requirements (DR) and 
design principles (DP) are described followed by an instanti-
ation of the CA design with a full-featured CA incorporating 
insights from previous DSR steps. Subsequently, we present 
the results of the ex-ante and ex-post evaluation stages. Last, 
we discuss the findings of the study, its limitations, and pre-
sent an outlook before closing with a conclusion.

2 � Related Work

2.1 � Facilitation of Idea Generation on Idea 
Platforms

By applying the outside-in process, organizations access 
and utilize external ideas, technologies and/or know-how 
in one or more of the four phases of open innovation (1) 
idea generation, (2) experimentation, (3) manufacturing, 
and (4) marketing and sales (Lazzarotti & Manzini, 2009). 
In the early phase of organizational innovation processes, 
idea generation and selection constitute fundamental steps 
(Hansen & Birkinshaw, 2007; Kornish & Hutchison-
Krupat, 2017). To generate ideas, organizations involve 
external contributors to source their ideas and knowledge 
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(Hilgers & Ihl, 2010; Poetz & Schreier, 2012). Subse-
quently, a small number of promising ideas are identi-
fied and selected to enhance the quality of organizational 
innovation initiatives (Chesbrough, 2003; Chesbrough & 
Bogers, 2014; A. King & Lakhani, 2013). To support and 
improve organizations’ process of gathering ideas, well-
designed and adequately managed information and com-
munication technology (ICT) can be utilized to provide 
external contributors the means to share their valuable 
input with organizations (Bogers et al., 2018; Chatter-
jee et al., 2021; Gassmann, 2006; Kornish & Hutchison-
Krupat, 2017). An established technology to acquire ideas 
across organizational boundaries represents web-based 
idea platforms (Di Gangi & Wasko, 2009; Holle et al., 
2016). However, despite the benefit of rapidly gathering 
and exploiting innovation ideas, organizations face several 
challenges in managing this ICT to fuel their innovation 
processes.

First, the lack of knowledge about mechanisms to 
enhance contributors’ motivation has led to research about 
user engagement (Füller et al., 2008; Kosonen et al., 2013). 
This concept is defined as “a quality of user experience (UX) 
that is characterized by the depth of an actor’s cognitive, 
temporal, and/or emotional investment in an interaction with 
a digital system” (O’Brien & McKay, 2018, p. 73). With 
user engagement, a continuing participation can be estab-
lished through involving and captivating individuals, which 
produces positive affective reactions, a focused attention, 
and motivation through novel experiences. In this regard, 
studies have shown that user engagement in open innova-
tion initiatives can be positively influenced by the design 
of an interface (Attfield et al., 2011), the presentation of a 
task (Benz et al., 2019), and the clarity of the task goal (T. 
de Vreede et al., 2013). Second, large amounts of collected 
ideas and the absence of strategies to systematically con-
verge them has provoked research about the idea selection 
step of innovation processes (Dellermann et al., 2018; Merz, 
2018; Seeber et al., 2017; G.-J. de Vreede et al., 2021). More 
specifically, research has identified the challenge for organi-
zations with limited absorptive power (e.g., time constraints, 
limited cognitive resources) to select valuable ideas from a 
large pool with varying attributes (e.g., specificity, compre-
hensibility) (Schulze et al., 2012), as an extensive proportion 
is incomprehensible and unstructured (Bjelland & Wood, 
2008; Blohm et al., 2013). In this respect, the investigation 
of organizational idea selection strategies in open innova-
tion initiatives has shown that several strategies involving 
different agents are applied (Haller et al., 2017; Merz, 2018). 
Ideas can be selected either by (1) an external crowd, (2) a 
small team comprising different stakeholders, (3) a special-
ized algorithm, or (4) a hybrid team consisting of an algo-
rithm and crowd or a small team (Merz, 2018). However, 
regardless of the involved agents, a lack of mechanisms to 

make the selection process as efficient as possible to select 
the best idea(s) has been identified (Merz, 2018).

As the structure and richness of ideas in platform-based 
settings has been shown to be significantly lower compared 
to those generated in facilitated focus groups (Schweitzer 
et al., 2012), the structured guidance of individuals’ idea 
generation could provide more consistent idea attributes. 
Accordingly, idea selection could be improved, indepen-
dently of the involved agents, by guiding contributors during 
idea generation to gather contributions with a pre-defined 
set of required information. Thereby, contributors’ difficulty 
in providing relevant information and necessary details to 
increase the implementation likelihood of their idea can be 
counteracted (Li et al., 2016). Moreover, contributors could 
be assisted socio-emotionally, as constructive feedback and 
emotional support have been shown to positively affect indi-
viduals’ idea generation (Perry-Smith & Mannucci, 2017; 
Schweitzer et al., 2012). Consequently, to leverage these 
effects, facilitation can be utilized to enable structural guid-
ance while simultaneously considering socio-emotional fac-
tors and a systematic documentation of ideas.

The concept of facilitation is defined as interventions in a 
structured and dynamic process that are executed by a desig-
nated person with the main goal to guide members of a group 
towards efficiently achieving their common goal (Bostrom 
et al., 1993; Clawson & Bostrom, 1996; Kelly & Bostrom, 
1997). Facilitation has shown the potential to produce high 
quality group outcomes in face-to-face meetings (Bittner & 
Leimeister, 2014; Bowers et al., 2000; Langan-Fox et al., 
2004). Furthermore, with the raise of group support systems 
(GSS), the role of the facilitator has been extensively inves-
tigated in the context of ICT-mediated meetings (Clawson 
& Bostrom, 1996; Clawson et al., 1993; Kelly & Bostrom, 
1997). In the “Facilitation Framework” of Bostrom et al. 
(1993), previous findings have been consolidated to describe 
necessary actions of a digital facilitator. The framework dis-
tinguishes three sets of activities that are executed by a facil-
itator: (1) process, (2) task, and (3) relationship (Bostrom 
et al., 1993). Process related facilitation activities (How?) 
serve to support the accomplishment of tasks (What?) by 
individuals. Relationship facilitation (Feel about) influences 
the relational outcome during this process. As an extension 
to previous research, the “Facilitator-in-a-Box” paradigm 
has been developed to automate facilitation processes and 
substitute a human facilitator with a pre-defined sequence 
of system prompts and state changes (Briggs et al., 2013). 
However, this approach neglects the conversational nature 
of facilitation and socio-emotional dimensions of facilitative 
activities. In order to cover all facilitation dimensions (pro-
cess, task, and relationship), evolving ML-based AI technol-
ogy in the form of CAs represents an applicable solution to 
automate the facilitation of users’ idea generation (Seeber 
et al., 2018).
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Overall, an AI-based CA facilitation could meet organi-
zations’ requirement to effectively manage and implement 
emerging technologies to establish an approach to efficiently 
source and select external ideas (Kornish & Hutchison-
Krupat, 2017) by utilizing a structured and engaging idea 
generation process.

2.2 � Conversational Agents as Facilitators

CAs are software systems that are capable of interacting 
with humans via natural language in a dialogical fashion 
(Araujo, 2018; Bittner et al. 2019b; Diederich & Brendel, 
2019). The concept of CAs is inspired by the idea to emu-
late naturalistic text- or speech-based conversations between 
intelligent machines and humans by analogy to human inter-
action (Elshan et al., 2022; Laumer et al., 2019; McTear 
et al., 2016). Different terms have been utilized for CAs 
(e.g., virtual or cognitive agent, dialogue system, and chat-
bot or chatterbot) referring to the modes of either spoken or 
written interaction and interactive or static forms of repre-
sentation (Gnewuch et al., 2017; Hill et al., 2015; Shawar & 
Atwell, 2007). The capabilities of CAs have steadily evolved 
over the years. The initial CA ELIZA responded with ques-
tions to requests by analyzing users’ input to find pronouns 
and turn them into the opposite (Weizenbaum, 1966). Since 
then, technological advancements in the fields of ML and 
natural language processing (NLP) have led to a significantly 
improved pattern recognition in human language which has 
elevated CAs’ capabilities to identify responses matching 
to users’ input (Io & Lee, 2017; Knijnenburg & Willemsen, 
2016). This technological progress enables more human-like 
interactions with CAs (Nguyen et al., 2021). Nevertheless, 
naturalistic interactions are not yet fully feasible due to the 
complexity of natural language conversations (Ashktorab 
et al., 2019; Schuetzler et al., 2021; Shah et al., 2016). Mis-
interpretation of user input, incorrect responses, and tedious 
interactions often fail to meet users’ high expectations of 
conversations with CAs (Luger & Sellen, 2016). To coun-
teract this potential dissatisfaction, dialogs are designed to 
be engaging in order to encourage users to continue a con-
versation despite erroneous interactions (Grudin & Jacques, 
2019; Schuetzler et al., 2020).

In research, two general streams focus on different types 
of CAs. On the one hand, studies concentrated on developing 
and investigating general CAs that should be capable of react-
ing to any utterance by a human counterpart with a suitable 
solution or answer (Gnewuch et al., 2017; Hill et al., 2015). 
On the other hand, a growing body of literature has evolved on 
domain-specific CAs. With a limited knowledge base, these 
CAs are used in specific application domains such as education, 
customer service, finance, human resources, and health care 
(Følstad et al., 2019; Janssen et al., 2020). In the latter research 
stream, domain-specific CAs have already been utilized to 

provide facilitation toward accomplishing specific goals or to 
structure conversations for well-defined, recurring tasks. For 
example, prior studies have shown that triggers in the form of 
questions posed by a CA induce favorable behavior in terms of 
reasoning and elaboration in computer supported cooperative 
learning (Kumar & Rosé, 2014; Tegos et al., 2014, 2015) and 
citizen participation (Ito et al., 2021). Furthermore, Wang et al. 
(2007) demonstrated that a virtual agent could support an indi-
vidual during idea generation, which resulted in more ideas in 
comparison to interactions between two humans. Louvet et al. 
(2017) proposed an interaction process model, where the agent 
is able to express requests for precision, reformulation, or ver-
balization in reaction to certain triggers. Complementing and 
extending these previous studies about automated facilitation, 
the study at hand focuses on facilitation by a CA that supports 
external contributors to submit an elaborated idea to an open 
call and structures their idea generation process on idea plat-
forms. Therefore, we introduce a definition for a CA facilita-
tor which bases on various related definitions. As Lieberman 
(1997) defines an agent as a program that acts as a facilitator 
rather than a tool and Bailenson and Blascovich (2004, p. 65) 
refers to it as “a perceptible digital representation whose behav-
iors reflect a computational algorithm designed to accomplish a 
specific goal or set of goals”, a CA facilitator can be defined as 
an intelligent artificial agent that is capable of guiding through 
a structured process utilizing natural language to support an 
individual or group to achieve a common task goal.

With the objective of developing an AI-based CA with a 
static representation that interacts via written language serv-
ing the role of a facilitator, the presented study aims to con-
tribute to the stream of research about domain-specific CAs 
(Bittner et al., 2019b). To achieve this, the design of a CA 
facilitator needs to be informed with meaningful insights 
from research on behavioral aspects that affect its facilitation 
capabilities. Studies in this field have, inter alia, shown that 
social cues which mimic human behavior are beneficial to 
support task- and productivity-related aspects (Medhi Thies 
et al., 2017; Morrissey & Kirakowski, 2013; Nunamaker et al., 
2011). Moreover, recent research derived application-oriented 
design knowledge to guide research attempts in developing 
CAs as facilitators for idea generation processes (Strohmann 
et al., 2018; Tavanapour & Bittner, 2018). Apart from these 
preliminary investigations, the design and development of 
CAs in the domain of idea sourcing has not been extensively 
addressed and needs to be intensified (Diederich & Brendel, 
2019).

3 � Research Approach

In order to address the research aim of assisting and engag-
ing contributors during idea generation to lay the foundation 
for a systematized selection of submitted ideas, we conduct 
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a DSR project with multiple consecutive design cycles (see 
Fig. 1) (Gregor & Hevner, 2013; Vom Brocke et al., 2020). 
With the design and development of an artifact in the form 
of a full-featured CA facilitator incorporating insights from 
previous design cycles, we intend to provide a novel and 
innovative solution to the prevalent real-world problem of 
unsystematized and insufficiently engaging idea generation 
processes that are commonly deployed for open innovation 
initiatives. To ensure research rigor and generate substantial 
prescriptive design knowledge, we follow the established 
iterative six-step approach by Peffers et al. (2007).

Two preceding design cycles were completed to itera-
tively approach the identified problem. The scope of the first 
cycle was to gain exploratory knowledge about automated 
facilitation for idea generation with a CA. Correspondingly, 
micro and macro scripts were defined to generate tentative 
design knowledge in the form of interaction scripts (Gregor 
& Hevner, 2013). The macro script serves to define the pro-
cess sequence and conversation flow, whereas the micro 
script specifies relationship-related aspects (e.g., affirma-
tive statements, motivational explanations) for the CA 
facilitation. To assess the potential of the interaction design 
for a CA facilitated idea generation process, a Wizard-of-
Oz (WoO) experiment was performed (Kelley, 1983). For 
this purpose, uninformed participants interacted with an 
undisclosed human wizard, who used the micro and macro 
scripts to facilitate the idea generation process. The wiz-
ard controlled the system to make the participants believe 
that they are interacting with a CA. The results of the WoO 
experiment, on the one hand, served as a proof-of-concept 

for follow-up investigations. On the other hand, the findings 
were used to inform the improvement of the conceptual CA 
design. The first cycle was completed by communicating the 
derived insights (Bittner et al., 2019a).

Guided by the validated micro and macro scripts, an ini-
tial CA prototype was developed for automated facilitation 
on idea platforms. Based on the conversation protocols from 
the WoO experiment, data was derived to train the open-
source NLP framework Rasa1 for the CA prototype. For the 
design, DRs were identified with a comprehensive literature 
search according to Webster and Watson (2002) drawing on 
justificatory knowledge from the fields of AI, NLP and ML. 
The prototypical CA was evaluated with a user test. The 
communication of initial design knowledge and evaluation 
results completed the second cycle (Tavanapour & Bittner, 
2018).

The third cycle represents the focus of this publication. 
The objective is to combine and extend insights from the 
first two cycles to address the joint problem identification 
of this DSR project. Step one (problem identification) has 
been addressed in the introduction and related work sec-
tion. In the second step objectives of a solution, previous 
tentative prescriptive knowledge is expanded by developing 
DPs, which are based on extended and refined preliminary 
DRs from cycle two. This revision builds on a literature-
based derivation of requirements and an analysis of results 
from the evaluation in the preceding cycle. In the third step 

Fig. 1   DSR approach based on Peffers et al. (2007) with current cycle in white

1  https://​rasa.​com/

https://rasa.com/
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design and development, the DPs are instantiated. Informed 
by derived DRs a revised and full-featured version of the 
CA facilitator is implemented. To this end, training data 
from cycle two is updated with refined intents and entities 
to improve the performance of the NLP module of Rasa. 
Moreover, micro and macro scripts from cycle two were 
utilized to construct the facilitation process sequence of the 
instantiated CA. Regarding steps four and five, an evaluation 
of the design comprising ex-ante (demonstration) and ex-
post stages (evaluation) is conducted (Venable et al., 2016) 
(see Table 1). With the ex-ante evaluation, the applicabil-
ity, operationality, and completeness of the designed artifact 
for the described problem statement of the DSR project is 
demonstrated (Sonnenberg & Vom Brocke, 2012). In this 
evaluation activity, exploratory focus groups (EFG) were 
conducted to obtain valuable input and modify the design 
and corresponding functionalities of the CA (Nielsen, 1997; 
Tremblay et al., 2010; Venable et al., 2016). Therefore, the 
DPs and their instantiation in the CA were presented, tested, 
and discussed in two focus groups with potential users (four 
participants, 59 min. duration) and researchers with different 
contextual knowledge (software developers, CA/AI experts) 
(five participants, 91 min. duration) (see Sect. 6). To per-
form a naturalistic ex-post evaluation, a two-fold strategy 
is applied to leverage an extensive set of empirical data and 
gain insights on the efficiency and feasibility of the instanti-
ated DPs (Venable et al., 2016). First, data on characteris-
tics of submitted ideas from real users was gathered. For 
this purpose, the CA was deployed on a website during a 
research project involving partners from research and prac-
tice in the field of public administration. After initiation of 
the open call by several project stakeholders, 40 external 
participants submitted an idea on the topic “Mobility of the 
Future”. Based on these submissions, the characteristics of 
the ideas were examined, on the one hand, in semi-structured 
interviews with four experts from, inter alia, the fields of 
innovation and product management. On the other hand, a 
computer-based analysis was conducted to investigate the 
linguistic attributes of the collected ideas to draw inferences 

about the affective and cognitive processes of the idea con-
tributors. Second, the CA facilitator and a standard submis-
sion form for idea generation were compared to assess the 
level of engagement and perceived social presence induced 
in potential idea contributors. Therefore, 221 participants 
were divided into two conditions to observe one animated 
mock-up simulating the respective idea generation process. 
Subsequently, participants completed a questionnaire-based 
evaluation of the simulation. Step six (communication) will 
be completed with the publication of this study.

Being part of a multi-cyclic DSR project (see Fig. 1), this 
research aims to make a two-fold contribution by providing 
prescriptive design knowledge and a corresponding design 
entity in the form of an instantiated CA facilitator (Drechsler 
& Hevner, 2018; Gregor & Hevner, 2013). Besides codi-
fying the functioning and construction of the artifact, the 
utility character of the generated design knowledge is estab-
lished via the comprehensive evaluation (Kuechler & Vaish-
navi, 2012; Venable, 2006). In the following sections, we 
elaborate on the delineated steps of the third cycle of the 
DSR project covered in this publication.

4 � Objectives of a Solution

4.1 � Design Requirements for a CA Facilitator

The development of CAs requires scientifically substanti-
ated design knowledge (Amershi et al., 2019; Diederich & 
Brendel, 2019). To determine characteristics and behaviors 
of a CA facilitator in the form of DRs to deduce DPs, extant 
literature was analyzed, and suitable theoretical insights 
were incorporated. The principal theoretical basis for the 
proposed design builds on the Social Response Theory (Nass 
& Moon, 2000) and Social Presence Theory (Daft & Lengel, 
1986; Gefen & Straub, 1997; Short et al., 1976). The Social 
Response Theory postulates that individuals unconsciously 
apply social rules to computers if they perceive social 
cues that are associated with human attributes or behavior, 

Table 1   Outline of the different phases of evaluation, purposes, methods, and participants, and references to the respective sections

Evaluation stage Evaluation purpose Applied method Participants Number of 
participants

Section

Ex-ante Evaluation of design and functionality of CA EFG EFG1:
Potential users
EFG2: Researchers

EFG1: 4
EFG2: 5

6.

Ex-post Evaluation of CA facilitated ideas Qualitative expert interview Experts in the 
domain of open 
innovation

4 7.1.1.

Computerized linguistic analysis - - 7.1.2.
Evaluation of CA facilitated idea generation 

process
Quantitative survey Potential users 221 7.2.
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whereas the Social Presence Theory refers to the percep-
tion of humanness in a medium determined inter alia by its 
communication richness. According to these theories, CAs’ 
anthropomorphic characteristics evoke unconscious social 
responses in users due to their virtual identity and capability 
to interact via natural language (Gong, 2008; Pütten et al., 
2010). These responses, combined with the application of 
social rules, fuel users’ expectations of human-like behavior 
toward CAs. Consequently, a design approach is required 
that affords CAs’ human-like facilitation behavior supported 
with current technological capabilities of AI. With regard 
to these principal theories, the derivation of DRs was struc-
tured with the “Facilitation Framework” of Bostrom et al. 
(1993), as this framework summarizes relevant facilitation 
skills categorized into several acts that are directed toward 
the task at hand, the process to achieve the associated goal, 
or the relationship between facilitator and participants.

With process and task, facilitative acts are addressed 
which refer to the capabilities of supplying instructions 
about the task, providing relevant information, and guid-
ing through a process (Clawson & Bostrom, 1996; Claw-
son et al., 1993). Therefore, a CA facilitator should pre-
sent the task and associated steps to initiate the process 
(DR1.1) (S. Kim et al., 2020). In addition, the CA facilitator 
should ensure that users follow the idea generation process 
and guide them with goal-oriented behavior to assure the 
achievement of an idea submission (Clawson & Bostrom, 
1996). In this regard, Morrissey and Kirakowski (2013) 
showed that CAs’ construction of engaging conversations 
leads to elevated levels of user acceptance and productiv-
ity, which leverages substantial input (Tegos et al., 2014). 
Accordingly, the CA should take initiative to actively direct 
and lead the conversation to support users in the process 
(DR1.2) (Jain et al., 2018; Montero & Araki, 2005; Morris-
sey & Kirakowski, 2013; Nouri et al., 2020). To ensure pro-
ductivity-oriented behavior that promotes users’ engagement 
and motivation (Brandtzaeg & Følstad, 2017; Medhi Thies 
et al., 2017), the CA has to prevent conversations from end-
ing at critical points by asking smart, suitable, and process-
relevant questions (DR1.3) (Montero & Araki, 2005). In 
extension to this, the CA should prompt users to edit initial 
or enrich missing input (DR1.4) (Morrissey & Kirakowski, 
2013; Tegos et al., 2014). Another relevant characteristic of 
facilitators referring to process-related acts is their ability 
to assure an optimal outcome by maintaining the focus on 
the defined task goal (Clawson & Bostrom, 1996). Thus, the 
CA should, on the one hand, prevent deviations from the 
conversation topic to avoid flops in dialog flow or process 
phases and be aware of the current task state by tracking 
users’ progress (DR1.5) (Liao et al., 2018; Nouri et al., 2020; 
Poser & Bittner, 2020). On the other hand, CAs should be 
capable of flexibly reacting to users’ utterances regarding 
the present phase of the process by providing information 

and explanations on demand about the current activity and 
specific terminology to ensure users’ understanding of and 
engagement with the task (DR1.6) (Schuetzler et al., 2018).

Regarding relationship-focused acts, facilitators provide 
an open and positive atmosphere to engage people in the 
process and task at hand (Bostrom et al., 1993; Clawson 
et al., 1993; Kelly & Bostrom, 1997). As the utilization of 
natural language increases users’ perception of artificial 
entities’ humanoid characteristics (Nass & Moon, 2000), 
the CA should emulate human-like and reciprocal conver-
sational behavior that is adjusted to a specific audience to 
strengthen users’ trust, enjoyment, and perceived usefulness 
(DR2.1) (Gefen & Straub, 1997; Hassanein & Head, 2007; 
Johannsen et al., 2018; Knijnenburg & Willemsen, 2016). 
In doing so, the CA should create a positive dialog environ-
ment by following a socio-emotional facilitation style. More 
specifically, the CA should foster engagement, confidence, 
and show sensitivity by making approving and motivating 
statements during the process (DR2.2) (Jenkins et al., 2007; 
Nimavat & Champaneria, 2017; Portela & Granell-Canut, 
2017; Poser & Bittner, 2020). To intensify the positive 
atmosphere and personalize the relationship with users, CA’s 
linguistic cues and style should increase friendliness percep-
tions (DR2.3) (Adams et al., 2012; Araujo, 2018; Medhi 
Thies et al., 2017; Verhagen et al., 2014). Accordingly, the 
CA should use informal language as well as typical dia-
logical cues such as greeting the user and wishing farewell 
(DR2.4) (Araujo, 2018). In addition, users’ names should 
be captured to reference it during the interaction (DR2.5) 
(Johannsen et al., 2018).

These facilitation-related design aspects need to be ena-
bled by CAs’ general technical capabilities. Therefore, a CA 
facilitator should be able to construct a conversation and 
recognize users’ intentions and deliver adequate reactions 
to ensure successful task accomplishment (DR3.1) (Ghose 
& Barua, 2013). As the interaction with users should imitate 
human conversational behavior, pre-set answers via buttons 
should not dominate the dialog and the CA should have a 
short, human-like response latency (DR3.2) (Acerbi et al., 
2010; Diederich et al., 2019; Gnewuch et al., 2018; Loftsson 
et al., 2010; Zamora, 2017). Furthermore, CA’s conversa-
tion texts should be short understandable, and character-
ized by correct grammar and spelling (DR3.3) (Morrissey 
& Kirakowski, 2013; Salomonson et al., 2013). Moreover, 
the CA should be equipped with intervention strategies to 
proactively trigger user actions in adequate situations, such 
as silent moments (DR3.4) (Morrissey & Kirakowski, 2013; 
Tavanapour & Bittner, 2018).

4.2 � Design Principles for a CA Facilitator

The identified set of DRs was utilized to derive four DPs 
(see Fig.  2). Following a supportive approach, 15 DRs 
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were elicited based on insights from the knowledge base 
to develop the DPs of the type form and function (Chandra 
et al., 2015; Möller et al., 2015). The resulting DPs are cat-
egorized according to the classification of facilitative acts 
by Bostrom et al. (1993) differentiating between process and 
task, or relationship.

Process and task: To facilitate users during the idea gen-
eration and submission process, the CA should be able to 
initiate a conversation by supplying relevant information 
about the task and steps to subsequently direct and lead users 
in a productivity-oriented and pleasant manner by posing 
questions and preventing deviations to other topics (DP1). 
The directed facilitation process should yield elaborated 
outcomes. Therefore, the CA requires capabilities to react 
to and motivate the user in different situations or offer sup-
port on demand by delivering explanations about the process 
steps and topic-related terms (DP2). To efficiently facilitate 
users through the idea submission process, the CA must be 
equipped with technical capabilities. The CA needs NLP 
capacity to correctly identify users’ intentions and respond 
with pre-defined, understandable, short messages with excel-
lent grammar and spelling in a short amount of time. Moreo-
ver, the CA requires a strategy to counteract silent moments 
by proactively offering support when users are inactive for 
a certain period of time (DP3).

Relationship: For the provision of a positive dialog envi-
ronment during the facilitated idea submission process, the 

CA should offer socio-emotional support by motivating and 
approving users’ input. In addition, to foster users’ accept-
ance, the CA should develop a personalized interaction, act 
friendly, polite, and utilize informal language (DP4).

5 � Design and Development

5.1 � CA Development

The development of the CA facilitator was guided by the 
micro and macro scripts from cycle one. The macro script 
served to determine the process sequence and conversation 
flow, whereas the micro script defines relationship-related 
aspects for the CA facilitation. Accordingly, the facilitative 
acts [1] introduction, [2] generate, [3] build consensus, 
and [4] closing from the macro script were implemented 
to develop the logic of the process and conversation flow. 
The CA follows the depicted sequence of steps in Fig. 3: In 
the [1] introduction the user is asked to indicate the desired 
form of address (name vs. anonymous), the number and con-
tent of process steps are explained, and the idea generation 
process is started, if desired. In [2] generate, the CA poses 
questions to record the ideas. To reassure the correctness 
of idea items and allow users to edit content, the CA shows 
a summary in [3] build consensus. Lastly, in [4] closing, 
the CA expresses farewell. In line with the micro script, 

Fig. 2   Design requirements (DR) and the corresponding design principles (DP)
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CA’s utterances across all macro script steps include affirma-
tive feedback (e.g., “Thank you very much!”), motivational 
explanations (e.g., “For others to understand your idea well, 
you should describe it as clearly as possible.”) and general 
reactions (e.g., “I’m sorry. Unfortunately, I do not have a 
suitable answer to your input.”).

To develop the CA according to the macro script logic, 
the open-source framework Rasa was used. This allowed 
to fulfill research-related constraints such as expandability 
and sovereignty over data. The Rasa framework is divided 
into the submodules Rasa Core and Rasa NLP. Rasa Core 
is responsible for administrating the dialog flow and Rasa 
NLU for processing natural language. The dialog structure is 
modeled by a finite set of intents, entities, and slots. Intents 
are utterances with which the user confronts the CA. Entities 
represent the information the CA extracts from the conver-
sation. Rasa NLU recognizes the intents and entities from 
the messages sent by the user. Rasa Core directs the dialog 
flow and triggers actions that correspond to the intents. 
The recognized entities are stored in the respective slots. In 
our case, the intents and corresponding training data were 
derived from previous studies in cycles one and two. The 
eight slots (S1-8) of the CA are filled sequentially during 

[1] introduction and [2] generate from the macro script (see 
Fig. 3). The first slot refers to the name of the participant, 
which is registered, if indicated by the user. The remaining 
slots (S2-S7) correspond to the seven previously identified 
relevant items of an idea: (S2) idea text, (S3) keywords, (S4) 
which problem is solved, (S5) novelty of idea, (S6) target 
audience, and (S7) title (Bittner et al., 2019a). To facilitate 
users and react to their input in a suitable manner, the CA is 
designed to identify different intentions in users’ input dur-
ing [2] generate (see Fig. 3). More specifically, the CA can, 
corresponding to DP2, differentiate between five different 
categories of questions posed by the user referring to the 
topic, task, or process by recognizing terms and vocabulary 
and reply with appropriate answers. In accordance with DP3, 
the CA can detect silent moments and react by offering sup-
port. The silent moment was set to trigger after five minutes 
of inactivity, which has proven to be a meaningful thresh-
old for activating users (Tavanapour & Bittner, 2018). In 
addition, the CA can detect users’ intentions of aborting the 
process and offers to end the process. Most importantly, the 
CA can actively lead the conversation by posing questions 
to fill the slots (S2-8) (see Figs. 3 and 4). If the CA was not 
successful in filling a slot due to a different intention of the 

Fig. 3   The logic of the CA facilitation in accordance with the macro script



	 Information Systems Frontiers

1 3

user (e.g., a question referring to specific terms), the CA 
repeats the question for that slot until it was successfully 
filled. In case users abort the facilitation process before it 
is completed, the input for the slots filled up to that point 
is saved.

5.2 � Instantiation of the CA Facilitator

For the implementation of the CA facilitator, the defined 
DPs were matched to artifact features that cover the speci-
fications of the prescriptive knowledge and the depicted 
architectural settings in Figs. 3 and 4. Once triggered by a 
user, the CA initiates a conversation in line with the DPs and 
facilitation acts of the macro script. The implementation of 
the dialog management was supported with pre-set response 
options to sustain the process logic of the CA facilitation. 
Figures 5 and 6 visualize several functionalities of the CA 
during an exemplary conversation (translated from the origi-
nal language) with a user. The conversation snippets show 
the CA a) introducing into the process, b) leading the con-
versation for the idea generation process, and c) reacting to 
a question regarding a specific term or to a silent moment. 
Furthermore, in d) the editable summary is depicted.

6 � Demonstration

The ex-ante evaluation episode focuses on the formative 
assessment of the created and instantiated design in the 
form of an automated conversation-based CA facilitation to 
purposefully address the identified real-world problem of 

unsystematized idea submissions due to limited support for 
contributors during the idea generation process (Sonnenberg 
& Vom Brocke, 2012; Venable et al., 2016). To evaluate the 
applicability, operationality, and completeness of the created 
and instantiated CA design, we utilized EFGs to leverage a 
rich qualitative data set.

Following the proposed steps by Tremblay et al. (2010), 
we conducted two EFGs to obtain profound feedback on 
design-related aspects as well as technical functionalities of 
the initial CA version. The first focus group (EFG1) lasted 
59 min and consisted of four participants, each of whom 
had participated at least once as a contributor in an open 
innovation initiative. Accordingly, the two female and two 
male participants represent potential CA users. The second 
focus group (EFG2), which comprised five male participants 
from research with expert knowledge in software develop-
ment of CAs and/or AI, lasted 91 min. Each focus group was 
recorded and followed a pre-defined procedure: (1) presenta-
tion, (2) demonstration, and (3) discussion. In the first phase, 
the context and objective of the study was presented. Subse-
quently, participants individually conducted a click-through 
and executed functional tests to evaluate the CA during the 
idea generation task. After that, a prepared guideline with 
open-ended questions based on the four DPs was utilized 
to validate and refine the design. Based on transcripts, a 
qualitative content analysis according to Mayring (2014) 
was individually conducted by two researchers and result-
ing codes were continuously harmonized to obtain insights 
about the DPs and derive opportunities for improvement.

In general, the analysis of qualitative data showed that 
participants of both focus groups rated the CA facilitator 

Fig. 4   The facilitation logic of the implemented CA
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as applicable and operational to record and select ideas in a 
homogenized format for further processing. The user inter-
action was described as flawless, intuitive, engaging, and 
human-like. The participants rated the interactive question-
ing process as detailed, coherent, and targeted. Furthermore, 
they reported that the submission of an idea was supported 
by the transparent progress in the process (e.g., “The process 
design is designed in such a way that it can be followed very 
firmly, and it is also developed in such a way that the process 
can be easily tracked” (EFG2)). With reference to DP1, the 
participants assessed the requirements to be clearly outlined, 
the posed questions by the CA to be very goal-oriented, and 
the process design to be easy to follow. The logical step-
by-step approach helped “writing things down, which is 
good when developing a spontaneous idea” (EFG1). There-
fore, participants had “the feeling of being guided toward 
reaching a goal” (EFG2). Moreover, the participants agreed 
that “CA’s utterances build upon each other” (EFG2) and 
are suitable for the task of facilitating the idea generation 

process. For DP2, participants valued the flexible interaction 
and possibility to ask questions, although only a few of them 
used this functionality. The CA’s intention to acquire elabo-
rated input was recognizable, e.g., “when he asked whether 
I would like to confirm or change specifications” (EFG2). In 
addition, participants considered the support with optional 
information about the topic at the beginning of the process 
to be valuable. The “definitions and further instructions dur-
ing the process steps were goal-oriented, when asked for” 
(EFG1). In relation to DP3, the user guidance was judged 
to be well-managed with clearly formulated, precise, and 
understandable statements and questions. According to 
the participants, the content of the messages had a suitable 
length and language level, keeping mental effort at minimum 
level. In this context, one participant affirmatively stated that 
“it was easy to follow, it was very clear what was meant and 
there was little room for misinterpretation” (EFG2). During 
the click-through demonstration, the CA reacted correctly 
with prompt responses which was perceived to sustain the 

Fig. 5   Conversation snippet of 
the CA facilitation with corre-
sponding DP and facilitation act
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progression through the process. While participants rated 
the strategy of the CA to counteract silent moments as 
generally useful, the implementation was rated to require 
improvement, as one participant experienced a mistakenly 
triggered reaction by the CA: “I wrote a long text and was 

already asked before sending it” (EFG2). Regarding DP4, 
participants stated that they were aware of interacting with 
a CA. Nevertheless, the text-based and friendly conversa-
tion was considered conducive to the atmosphere, as it con-
veys a sense of humanness. One participant commented: 

Fig. 6   Conversation snippets of the CA facilitation with corresponding DPs and facilitation acts
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“the natural language equilibrates and pulls it away from 
a pure technical impression” (EFG1). Furthermore, state-
ments from the CA between process phases were perceived 
as motivational support. The interactivity of the process was 
regarded to reduce the initial hesitation of starting to sub-
mit an idea. The personal address created sympathy among 
participants for the CA. In particular, referring to the user 
by name during the process had a positive influence, as one 
participant reported: “it gives a personal touch, and I am a 
person who likes to be called by my first name” (EFG1).

With the tentative CA version, the completeness of rel-
evant design aspects could be demonstrated. In addition 
to confirming insights, focus group members highlighted 
potential for improvement related to support behavior and 
technical features of the CA. To increase the advantage of 
support upon request, the CA should clearly indicate how 
and for what purpose. The silent moment should not be trig-
gered too early when users are actively making entries, as 
this unnecessarily interrupts the writing process. From a 
technical perspective, “the interaction capability is expand-
able” (EFG2). Accordingly, the language model requires 
fine-tuning, since intents were sometimes recognized incor-
rectly and participants were occasionally offered process ter-
mination. To encourage users to write extensive and detailed 
ideas, the entry field should be larger, since “it is better if 
one has the possibility to see the multiline text” (EFG2).

7 � Evaluation

For the ex-post evaluation, an adapted and improved CA 
facilitator was implemented based on the findings from the 
demonstration. To gain insights into the efficiency and fea-
sibility of the instantiated DPs, we conducted a naturalistic 
evaluation of the final artifact (Creswell et al., 2003; Son-
nenberg & Vom Brocke, 2012; Venable et al., 2016). To 
this end, we completed two field studies and applied various 
evaluation activities. On the one hand, we deployed the CA 
facilitator on a website to gather submissions from real users 
and subsequently analyze the characteristics of the ideas (see 
Sect. 7.1.). On the other hand, we assessed the feasibility of 
the proposed solution to engage contributors and provoke 
a perception of social presence by comparing the levels of 
engagement and social presence of CA facilitation with a 
standard submission form.

7.1 � Evaluation of Ideas

To gather data on characteristics of CA facilitated ideas from 
real users, we initiated an open call during a research project 
involving partners from research and practice in the field of 
public administration. The call on the topic of “Mobility 
of the Future” was distributed via different university and 

city mailing lists, social media, and student groups to invite 
a wide group of participants to generate ideas. Guided to 
a website via link in the open call, participants were pro-
vided with information about the subsequent task and the 
possibility of winning vouchers. The topic was presented 
in the form and length of an abstract describing advantages 
and disadvantages of current mobility solutions. The partici-
pants were asked to propose ideas for a change of mobility 
at the national level. The idea generation process with the 
CA could be started by clicking a designated button. In total 
40 ideas could be collected and served as data for a two-fold 
idea evaluation, reported in the following. First, interviews 
with domain experts were conducted to qualitatively assess 
the collected ideas. Second, computerized text-based analy-
ses of the submitted ideas were performed to examine textual 
features of the ideas and establish links between idea con-
tributors’ social behaviors and cognitive processes.

7.1.1 � Expert Evaluation of Ideas and CA Facilitation

To allow an in-depth evaluation of the subject matter, the 
ideas and the utilized approach were assessed by four experts 
with different backgrounds of relevant experience in the 
domain of open innovation and ideation (see Table 2). Based 
on established idea evaluation dimensions in literature (Dean 
et al., 2006), we conducted semi-structured interviews via 
video call that lasted between 41 and 53 min. The interviews 
were conducted with an interview guide comprising open-
ended questions. Questions about the general impression of 
the ideas and the approach of CA facilitation were followed 
by questions about the completeness, level of detail, com-
prehensibility, originality, acceptability, and relevance of the 
submitted ideas. Prior to the interviews, each expert was 
provided with context information regarding the conceptual 
approach, process, and topic, as well as a random subset 
of ten idea submission. The interviews were recorded and 
transcribed by paraphrasing and noting verbatim statements.

Table 2   Interviewees for evaluation of the idea generation approach 
and idea characteristics

Expert Industry Interviewee position Profes-
sional 
experience

Gender

E1 Software Business development 
manager

5–8 years Male

E2 Real estate Innovation project con-
sultant

5–8 years Male

E3 Mobility Technology manager for 
innovation projects

2–4 years Female

E4 Logistics Startup software devel-
oper

 > 8 years Male
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The experts understood the CA facilitator approach to 
gather external ideas and considered it useful, even if CA 
technology is currently applied for different use cases in 
their organization (i.e., all experts were familiar with CA 
technology). In particular, the dialogue-based interaction 
was judged to be promising to receive ideas from external 
contributors as part of an open innovation initiative (“It is 
easier for contributors, because you receive feedback from 
the CA.”). Regarding the presented ideas, the experts empha-
sized the formulated ideas to be an extension of their own 
perspective. In this respect, some ideas particularly stood 
out, which were considered surprisingly unusual and novel 
(e.g., “I wouldn't have thought of such a thing.”). However, 
the experts noted that some ideas might be too radical from 
their point of view to be generally accepted. Nevertheless, 
one interviewee mentioned that radical approaches are a 
good sign, as they show an open process (e.g., “These are 
good food for thought and you don't want to see them stalled 
either.”).

The ideas were judged to be well elaborated and under-
standable. Regarding the level of detail, however, it was 
noted that even more idea-specific input would have been 
desirable. This would have allowed to go even deeper into 
the minds of the idea providers. It was suggested that the CA 
could have been even more proactive about specific terms 
used by the contributors, such as ridesharing, and asked spe-
cific questions (e.g., “What exactly do you mean by this?”). 
This would allow to obtain even more contextual knowledge. 
For example, the CA could also actively, i.e., without being 
addressed, have provided suitable suggestions from a data-
base as an additional stimulus for the contributors to elabo-
rate their idea (“It would be useful if there was a kick-start 
to trigger participation”). In relation to the assumed goal of 
the CA facilitation, i.e., collecting a large number of ideas, 
the experts mentioned that the ideas were already very well 
elaborated for a first idea collection step. “More detail is 
always possible, but it was enough for understanding” and 
an even more detailed level of elaboration could also com-
plicate the idea screening and selection (e.g., “Who is meant 
to read through all that?”). Whether more content would be 
advantageous for a (partially) automated evaluation could 
not be conclusively assessed by the experts. The advantage 
of a more intensive dialogue should be weighed against the 
possible tendency of idea contributors to abort the process 
and a declining motivation to finish the idea generation (e.g., 
“They might get bored despite the engaging conversation at 
some point.”). Despite this, the experts expressed that the 
clear structure of ideas is certainly an advantage for the sub-
sequent evaluation and selection, regardless of the method 
applied. Looking at the entire subset of ideas, the content 
was judged to be mostly consistent in terms of the different 
idea attributes. No obvious extreme deviations were noted 
by the interviewees.

When asked to what extent the provided ideas solve a 
problem in the context of the subject matter, it was stated 
that “the ideas address and comprehensively include the 
problem” and that very promising ideas had been proposed. 
However, further details would have been desirable and use-
ful in some cases. Nevertheless, these ideas were a suitable 
starting point to identify one visionary idea among many 
in order to enter an in-depth exchange with this individual 
about his or her idea for solving the problem. Regarding the 
advantages of using a CA facilitator, the overall adaptability, 
and the possibility of accessing a current and large database 
that can be incorporated into the process of idea generation 
were highlighted. In the same context, the need for a large 
amount of data and its preparation for CA training was con-
sidered critical. One advantage that one expert emphasized 
was that a dialogical CA facilitation is suitable to involve 
all users regardless of their individual prerequisites, i.e., 
from a cognitive perspective, who can also have very useful 
ideas. In this regard, automatic adaptation of CA’s behavior 
and utterances based on personal characteristics of the idea 
contributor was considered potentially valuable and could 
be leveraged with technological advances (e.g., “Especially 
when you think about the future possibilities that you don't 
want to miss, this is a great playground.”).

7.1.2 � Text‑based Evaluation of Ideas

To link idea contributors’ written language style in the 
gathered texts during the idea generation process to affec-
tive (e.g., negative and positive emotions) and cognitive 
processes (e.g., problem-solving), we conducted linguis-
tic analyses with computerized text analysis. This form 
of text analysis has been used to study social networking 
sites, online discussion forums, group dynamics, and inter-
actions between individuals (Kacewicz et al., 2014; Oliver 
et al., 2021; van Swol & Kane, 2019) and yields reliable 
psychological insights about individuals’ thought processes, 
emotional states, intentions, and motivations (Boyd & Pen-
nebaker, 2015; Tausczik & Pennebaker, 2010).

We examined the collected idea texts by applying a dic-
tionary approach. We used the program Linguistic Inquiry 
and Word Count (LIWC) (Pennebaker et al., 2015a, b). 
LIWC utilizes over 90 pre-defined categories, analyzes and 
classifies words within these categories, which allows for 
a consistent measurement of words, leading to concordant 
validity (Humphreys & Wang, 2018; Moore et al., 2021; 
Pilny et al., 2019). The fundamental power of the LIWC dic-
tionary lies in the fact that it was thoroughly developed using 
established and standardized psychometric procedures that 
ensure external validity and high internal reliability (Boyd, 
2017; Pennebaker et al., 2015a, b). Given the German text 
corpora, we rely on the translated German LIWC2015 dic-
tionary (Meier et al., 2019), which captures an average of 
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83 percent of the words people use in written and spoken 
language.

To prepare the linguistic analysis, we followed the guide-
lines for German text samples to preprocess the texts before 
analysis (Meier et al., 2019). For the linguistic analysis (see 
Table 3), we use five general descriptive dimensions: word 
count (WC), words per idea (WPI), words per sentence 
(WPS), percent of words in the text that are longer than 
six letters (Sixltr), and percent of target words captured by 
the dictionary (Dic). In addition, we utilized four summary 
variables: analytical thinking (Analytic), clout, authenticity 
(Authentic), and emotional tone (Tone).

The four summary measures each reflect a 100-point scale 
ranging from 0 to 100 with standardized scores. The under-
lying complex algorithms are proprietary. The variables are 
constructed from various LIWC variables based on previous 
language research (Boyd & Pennebaker, 2015). The scale 
values reliably reflect the following psychological dimen-
sions (Boyd & Pennebaker, 2015, pp. 21–22):

•	 Analytical thinking: a high number reflects formal, 
logical, and hierarchical thinking; lower numbers reflect 
more informal, personal, here-and-now, and narrative 
thinking.

•	 Clout: a high number suggests that the author is speaking 
from the perspective of high expertise and is confident; 
low Clout numbers suggest a more tentative, humble, 
even anxious style.

•	 Authentic: higher numbers are associated with a more 
honest, personal, and disclosing text; lower numbers sug-
gest a more guarded, distanced form of discourse.

•	 Emotional tone: a high number is associated with a more 
positive, upbeat style; a low number reveals greater anxi-
ety, sadness, or hostility. A number around 50 suggests 
either a lack of emotionality or different levels of ambiva-
lence.

The level of analysis refers to the gathered texts during 
the idea generation process steps, i.e., idea text, elabora-
tion questions (which problem is solved, idea novelty, target 

audience), and title, as these are sufficiently self-contained 
and distinct from each other to allow meaningful intra-pro-
cess comparison. Keywords were not included, since the 
analysis of individual keywords based on the LIWC catego-
ries appears to make little sense. A total of 54 keywords, 
mostly one to two per idea and compound words (see expla-
nation below), were assigned for identification purposes 
from the idea contributors. A single idea was submitted 
without any keyword.

Although idea titles were relatively short on average (3.33 
words per idea), they were included in the LIWC analysis 
because they are potentially informative covering a range 
from concise and descriptive to bold and lurid in a wording 
continuum. 54.14% of words in the title text were longer 
than six letters, which is notably higher than the respective 
percentages for the idea texts (35.98%) and question answers 
(37.50%). The result for the titles is related to the frequent 
utilization of compound words. Compound words consist 
of several nouns attached to each other and their extensive 
use is a peculiarity of the German language. While some 
of the most common compound words are included in the 
German LIWC dictionary, less common compound words 
are not recognized (Meier et al., 2019). This was reflected 
in the title texts with 54.89% of the target words identified.

The percentage of words longer than six letters were fairly 
at the same level regarding the idea texts and answers to 
the elaboration questions at 35.98% and 37.50%, indicating 
more active, i.e., less frequent use of long compound words, 
and consistent language across the process steps. Accord-
ingly, the percentage of target words captured by the diction-
ary for the idea texts and answers were higher than for titles, 
at 79.31% and 76.30%, respectively. This puts them at about 
the same level as the fundamental German LIWC dictionary 
capture rate of 83%.

Considering the idea texts and the answers to the elabora-
tion questions, the phrased sentences were almost one-half 
shorter at 15.42 to 8.88 words. This discrepancy is asso-
ciated to the mixture of key phrases and rather short sen-
tences in the answers to the questions. Remarkably, though, 
answers to the elaboration questions with 36.40 words per 

Table 3   Results of the linguistic 
analysis of the submitted ideas

SD = standard deviation. aGrand means and standard deviations stemmed from six text corpora according 
to Meier et al. (2019)

Segment WC WPI WPS Sixltr (%) Dic (%) Analytic Clout Authentic Tone

Idea text 1295 32.38 15.42 35.98 79.31 97.06 68.78 33.31 83.54
Elaboration questions 1456 36.40 8.88 37.50 76.30 96.61 60.02 41.20 39.82
Title 133 3.33 3.80 54.14 54.89 99.00 69.14 57.71 88.32
Mean 961.33 24.04 9.37 42.54 70.17 97.56 65.98 44.07 70.56
SD 589.40 14.73 4.76 8.23 10.87 1.04 4.22 10.17 21.82
Grand meana 5429.44 – 20.18 22.90 82.72 49.53 60.63 48.34 61.20
SDa 9245.24 – 119.94 4.15 6.93 20.62 14.86 24.41 27.69
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idea were longer than the idea texts with an average of 32.38 
words. Thus, the elaboration questions contributed substan-
tially to the overall idea generation process.

The idea texts, answers to questions, and titles are char-
acterized by strong analytical thinking (opposed to narrative 
thinking) with each over 97-scale points. Accordingly, dur-
ing the idea generation process, the idea contributors pre-
dominantly used a formal, categorical style of textual lan-
guage that is associated with increased abstract thinking and 
a logical, complex way of cognitive processing. Individuals 
with such a predisposition in processing information tend to 
analyze, break down problems and are more likely to weigh 
facts (Boyd & Pennebaker, 2015; Pennebaker et al., 2014).

The texts of the ideas with 68.78 points and the titles 
with 69.14 points on the clout scale were almost on par. 
The answers to the questions were somewhat lower with 
60.02 points. Compared to the grand mean clout score of 
60.63 (SD = 14.86) points from the German LIWC diction-
ary (Meier et al., 2019), these scores reflect a somewhat 
greater level of contributors’ competence and confidence in 
the text. In addition, individuals who score high on the clout 
dimension usually use more outward words and are more 
focused on the people they interact with than on themselves. 
This type of interaction has been found to be conducive in 
the context of online discussion forums supporting the type 
of interaction and engagement required to build knowledge 
(Adaji & Olakanmi, 2019; Kacewicz et al., 2014; Moore 
et al., 2021).

Authenticity scores for the text segments ranged from 
33.31 (idea texts), and 41.20 (answers to elaboration ques-
tions, to 57.71 (title). Compared to the grand mean value of 
48.34 (SD = 24.41) (Meier et al., 2019), the value for the idea 
texts was relatively low and the value for the titles was rela-
tively high. In order to understand these values, it is helpful 
to look at base rates of word usage from which the grand 
mean was calculated. The data sets of “Expressive writ-
ing” (76.73 points) and German-speaking “Reddit” (35.09 
points) formed the ends of the authenticity continuum. Red-
dit is a social media platform where individuals discuss and 
exchange ideas on various subject matters (e.g., sports, poli-
tics, and leisure) in the form of threads and forums. Expres-
sive writing, on the other hand, comprised samples from 
cross-sectional and longitudinal studies in which individuals 
wrote about profoundly personal issues in stream of con-
sciousness mode (Meier et al., 2019). This put the idea texts 
at about the same level as social media which reflects infor-
mal, netspeak language (Meier et al., 2019). Nevertheless, 
the relatively low values are related to a rather reserved and 
distanced form of communication.

Looking at the scale for emotional tone, it is noticeable 
that the answers to the elaboration questions reflected a lack 
of emotional terms (39.82 points). In comparison, the scores 
for the idea texts (83.54) and the titles (88.32) showed a 

rather high occurrence of positive verbal signs of emotion 
on the emotion scale, suggesting that the idea contributors 
were more emotionally involved during these steps in the 
idea generation process.

7.2 � Evaluation of Idea Generation Process

To explore the phenomena of interest, namely engagement 
and social presence, we developed two animated mock-ups 
simulating the process of idea generation. We opted for the 
simulation of two context-based scenarios, as this allows us 
to obtain the necessary power for a statistical analysis, i.e., 
the required number of participants, in a resource-oriented 
manner. In these two independent simulations, one showed a 
person generating an idea being facilitated by the developed 
CA. The other simulation showed a person using a standard 
submission form. The latter serves as a control condition 
that corresponds to the conventional method for idea gen-
eration on idea platforms. The topic of the idea generation 
was presented to the participants and was identical to that of 
the open call (“Mobility of the Future”) to perform the idea 
evaluation (see Sect. 7.1.). In both simulations the same idea 
was presented, which was obtained through the open call. 
Participants were informed about the research-only data pro-
cessing and comprehensively introduced to the context of the 
study. Next, participants were randomly shown one mock-up 
simulation and asked to answer a subsequent questionnaire.

Participants were recruited through two platforms (i.e., 
poll-pool.com, prolific.co), enabling researchers to identify 
suitable participants while ensuring a diversified sample. 
The platforms allow participants to earn points by taking 
part in studies, which in turn can be passed on to participants 
in their own studies or can be redeemed monetarily. The 
platforms also ensure that surveys are conducted correctly, 
e.g., respondents who fall short of the median completion 
time are penalized or even excluded. This makes it more 
likely that participants will provide complete responses, 
rather than rushing the survey or completing it incorrectly. 
Moreover, prolific respondents tend to provide reliable data 
and prove to be more honest compared to participants from 
other platforms (Peer et al., 2017).

Nevertheless, we manually checked the data for dis-
crepancies (i.e., very short completion times, identical and 
extreme answers), but did not have to disregard any sub-
jects. To collect data, we utilized perceptual measures for 
engagement and social presence (see Appendix 1) in an ex-
post survey. The questionnaire items for each construct were 
adapted from existing studies (i.e., Gefen & Straub, 2003; 
Webster & Ho, 1997), which have delivered reliable results 
before and have been modified for different contexts (e.g., 
Cyr et al., 2009; O’Brien et al., 2018). The original word-
ing was adjusted to cover the features of the subject in this 
study. All items were measured through a five-point Likert 
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scale with response options from 1 (strongly disagree) to 5 
(strongly agree).

A total of 221 participants answered the questionnaire. 
115 participants (44.3% female, 55.7% male, mean age 
29.24 years, SD = 10.14) responded to the CA condition. Of 
these, 13 participants had relevant experience with idea gen-
eration processes, 100 had none, and two did not respond. 
In the standard submission form condition, 106 partici-
pants (48.1% female, 51.9% male, mean age 29.6 years, 
SD = 10.66) answered the questionnaire. Of these partici-
pants, 18 had relevant experience with idea generation pro-
cesses, 85 had none, and three did not answer this question.

After examining the data and frequencies of valid 
responses, the descriptive statistics were examined, i.e., 
inter-item correlations, medians, means, and standard devia-
tions of scales (see Table 5). The reliability coefficients of 
the constructs were greater than 0.8, as measured by Cron-
bach’s α, indicating a satisfactory internal consistency (Nun-
nally & Bernstein, 2008). The conducted graphical analysis 
and the Shapiro–Wilk test indicated that the data were not 
normally distributed. The correlation coefficients between 
variables for both conditions are displayed in Table 4. Nega-
tive correlations between engagement and gender r = -0.22, 
p < 0.05 and social presence and gender r = -0.25, p < 0.01 
were found in the CA condition. Engagement and social 
presence were positively correlated in both conditions 
r = 0.62, p < 0.01 (CA), r = 0.59, p < 0.01 (standard submis-
sion form).

A Mann–Whitney-U-Test was calculated to determine if 
there were differences in engagement and perceived social 
presence between the conditions conversational agent and 
standard submission form (see Table 5). The test showed a 
statistically significant difference between both conditions in 

engagement U = 3497.00, Z -5.47, p < 0.001, r = -0.37, and 
perceived social presence U = 2525.50, Z = -7.57, p < 0.001, 
r = -0.51. The effect sizes of the difference between means 
can be considered as medium |r|= 0.37 and large |r|= 0.51 
(Cohen, 1992).

8 � Discussion

Organizations strive to leverage external knowledge and 
expertise by applying open innovation approaches to pro-
mote their innovation capability. To manage idea platforms 
for the outside-in process in such a way that prospective 
contributors are motivated and supported to voluntarily 
submit an idea and the large number of emerging ideas can 
be efficiently selected, we propose a design for a CA facili-
tated idea generation process. Building on the vast body of 
theoretical knowledge regarding the concept of facilitation, 
we derive design knowledge to determine purposeful char-
acteristics and behavior of a CA facilitator. By evaluating 
the instantiated design knowledge in a dialog-based CA 
facilitator for idea generation, we provide results regarding 
the nature of ideas and characteristics of the process. The 
evaluation with knowledgeable experts and a computerized 
linguistic analysis revealed homogeneous idea contribu-
tions with a constant level of detail, a satisfactory level of 
comprehensibility, and a high analytical as well as logical 
character comprising outward-looking words. Furthermore, 
the questionnaire-based evaluation of idea generation pro-
cess showed that CA facilitation induces a higher perceived 
engagement and social presence among contributors dur-
ing the idea generation process compared to conventional 

Table 4   Correlation coefficients 
between variables

 Correlation coefficients of the CA condition (N = 115) are displayed below the diagonal and of the stand-
ard submission form (N = 106) above the diagonal. aN = 103. bN = 113. For gender: 1 = female, 2 = male. 
For experience: 1 = yes, 2 = no. *. p < 0.05; **. p < 0.01.

Variable Age Gender Experience Engagement Social Presence

Age – 0.35** -0.14a -0.06 -0.03
Gender 0.32** – -0.25a* -0.03 0.01
Experience -0.09b -0.14b – -0.03 -0.09
Engagement -0.16 -0.22* 0.10 – 0.59**
Social Presence -0.10 -0.25** 0.17 0.62** –

Table 5   Descriptive and test 
statistics

 **p < 0.001.

CA Standard submission form

Scale α Median Mean SD α Median Mean SD Mann–Whitney-U-Test r

Engagement 0.91 3.33 3.16 0.94 0.90 2.33 2.42 0.89 3497.00** -0.37
Social Presence 0.91 2.60 2.66 1.01 0.88 1.50 1.64 0.66 2525.50** -0.51
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form-based interfaces. In the following, we elaborate on the 
multifaceted implications of these findings.

First, the presented design demonstrates the integration 
of the facilitation concept into state-of-the-art CA technol-
ogy. For this purpose, following Bostrom et al. (1993), we 
considered all facilitative acts to leverage support for idea 
contributors during task processing (task), for accomplish-
ing associated goals (process), and to conduct a socio-emo-
tional interaction. Thus, we integrate and extend previous 
approaches to CA facilitation, as these have so for examined 
different aspects in isolation such as supportive behavior for 
idea generation (Wang et al., 2007) and proactive prompting 
of desired behavior, e.g., the elaboration and reformulation 
of input (Louvet et al., 2017; Tegos et al., 2014, 2015). As 
the results of the evaluation of contributors’ textual language 
style suggest that CA facilitation is related to a fact-based 
enrichment of information and that idea contributors are 
emotionally engaged and apply problem-solving and ana-
lytical thinking, we imply that CA facilitation may have a 
positive influence on idea generation in the context of open 
innovation. As a supplementary point, it should be noted 
that, in contrast to emotionality, the dimension of analytical 
thinking was consistent across all facilitative process steps. 
Consequently, linguistic analysis of the text data denotes that 
the idea contributors used analytical writing for idea text, 
albeit using a positive language style that suggests they were 
emotionally engaged. Under the given conditions, this can 
be associated with the CA’s goal- and productivity-oriented 
behavioral capabilities. Furthermore, the data lends support 
to the finding that idea contributors were more focused on 
others than on themselves during the interaction when gen-
erating the idea text (Moore et al., 2021). This is a promising 
finding as it may indicate that humans focus on their inter-
locutor in this context, even when the partner is deliberately 
artificial but uses human language patterns.

Second, our results show that the idea generation pro-
cess can be designed in such a way that idea contributors 
are more engaged compared to conventional form-based 
interfaces. This is a valuable insight in the context of open 
innovation processes (e.g., crowdsourcing, idea contests), as 
organizations struggle to motivate voluntary and unpaid idea 
contributors to start and complete submissions (Bretschnei-
der, 2012). Besides manipulating the presentation of the task 
and goal (Benz et al., 2019; T. de Vreede et al., 2013), the 
implementation of a task-focused CA that facilitates the idea 
generation process in a human-like fashion constitutes an 
additional effective method to increase users’ engagement. 
This insight is supported by the perception of the focus 
group participants who stated that CA facilitation reduced 
their initial hesitation to initiate the idea generation pro-
cess and provided goal-oriented guidance in the process. In 
addition, the statistical analysis based on the survey follow-
ing the simulated idea generation process has shown that 

significant differences exist between the CA facilitated and 
non-facilitated idea generation process in terms of engage-
ment and perceived social presence. The fact that engage-
ment and social presence correlate is not unexpected, as 
the concepts are closely linked. Interestingly, however, dif-
ferences were observed between the two conditions with 
respect to significance in the correlations of the two con-
structs with the variable gender, which could be relevant for 
the further development of an individualized CA behavior.

Third, the generated design knowledge and design entity 
in the form of the CA facilitator provide a novel approach to 
enhance the efficiency of idea selection through an improved 
idea generation process. More specifically, supporting idea 
contributors reduces the likelihood of a heterogeneous pool 
of ideas with low levels of detail, elaboration, and likelihood 
of implementation. This idea generation approach provides 
organizations with the option to flexibly implement adjust-
ments in the process and CA’s facilitative acts to tailor the 
support of contributors to a specific task and determine a 
pre-defined set of required information. Accordingly, the 
facilitation of the idea generation process can serve as a 
preparatory step for a systematic idea selection process. 
Thereby, our findings address relevant questions about 
organizations’ efficient management of large numbers of 
collected ideas with restricted resources in the context of 
open innovation initiatives (Blohm et al., 2013; Merz, 2018).

8.1 � Contribution to Theory

Our results contribute to literature on CAs, collaboration, 
and open innovation. In terms of research on CAs, we pro-
vide a blueprint to implement the facilitation concept in 
CAs by considering all facilitative acts to achieve effective 
one-to-one support for individuals working on cognitively 
demanding tasks. In addition, we present an approach to 
elevate the level of user engagement by designing dialogues 
with micro and macro scripts that create a balanced divi-
sion between task-focused and socio-emotional interaction. 
The results of our study also have implications for research 
on open innovation. The presented method for idea genera-
tion on idea platforms represents an approach to effectively 
involve and engage idea contributors. Therefore, CA facilita-
tion is promising to serve as an additional mechanism to lev-
erage user engagement and gather completed and elaborated 
submissions from voluntary contributors. With reference to 
collaboration research, this study contributes to investiga-
tions addressing the shift of static automated facilitation sys-
tems in accordance with the “Facilitator-in-a-Box” paradigm 
by Briggs et al. (2013) toward more pro-active, flexible, and 
intelligent conversation-based systems. More specifically, 
our results suggest that increasing the flexibility of support 
(e.g., answering questions about the task on demand) in a 
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facilitated and structured process yields elevated conditions 
for individuals’ task accomplishment.

By completing and communicating this DSR project, 
we present a nascent design theory of the type “design and 
action” (Gregor, 2006) with abstracted design knowledge 
in the form of four DPs. As this prescriptive design knowl-
edge defines functioning and construction for the class of 
artifacts “conversational AI facilitation”, it constitutes a 
mid-range theory that combines theoretical insights related 
to facilitation with solving a concrete problem through the 
implementation of an artifact (Kuechler & Vaishnavi, 2012). 
The abstractness and balanced projectability of the gener-
ated design knowledge allow its instantiation for similar 
artifacts (e.g., intelligent voice-based facilitation systems) 
in related domains (Vom Brocke et al., 2020). Therefore, 
the DPs can be reused to implement a related artifact in 
contexts where companies and institutions also depend on 
voluntary, substantive, and understandable textual descrip-
tions of individuals’ ideas and/or concerns. Accordingly, our 
insights can be utilized, inter alia, for customer service and 
citizen participation, to document customer requests or ideas 
from citizens and ensure an efficient subsequent processing 
of contributions.

8.2 � Contribution to Practice

Furthermore, we contribute to practice by presenting a fea-
sible and implementable concept for automated facilitation 
with CAs for the application on idea platforms as well as 
related domains with the goal of achieving more elaborate 
and detailed outcomes. The CA presented in this study 
can be adjusted and applied on idea platforms to facilitate 
individuals in the idea generation process. With this, the 
challenge of hardly scalable human facilitation on digital 
platforms can be overcome. Therefore, CA facilitation can 
support platform providers and organizations in managing 
the process of involving and engaging external idea contrib-
utors in their innovation processes. Thereby, organizations 
might increase voluntary participation by idea contributors, 
as the idea generation process is more appealing in compari-
son to standard submission forms. Moreover, for handling 
the large pool of submissions in outside-in open innova-
tion processes, e.g., idea competitions or tournaments, the 
resulting structured and detailed submissions are beneficial 
to efficiently select promising ideas.

8.3 � Limitations and Future Research

Despite the promising results, our study does not come 
without limitations. We acknowledge that simulating the 
idea generation process to evaluate user engagement and 
perceived social presence limits the conclusiveness of our 
results. Nevertheless, we chose this technique as part of 

our iterative DSR approach since it enabled us to achieve 
the necessary sample size to perform inferential statistical 
analyses. In addition, this approach allowed us to circumvent 
possible influences of NLP-related flaws on the results. In 
that regard, despite our efforts to base our CA facilitation on 
the best possible language model, in the preceding evalu-
ation phase we discovered that in some cases the CA did 
not respond correctly to users’ utterances, which may be 
reflected in the results but is not attributable to the facilita-
tion concept as such. We are confident that the method of 
mock-up-based evaluation, which is widely used in interac-
tion design research, meets the criteria to make a valuable 
contribution through statistically substantiated conclusions. 
To deepen insights on the effectiveness of the generated 
design knowledge, in future studies a CA facilitator should 
be implemented in an organization to analyze the impact on 
the operational efficiency in a longitudinal evaluation setting 
regarding the assessment and selection of external ideas. In 
addition, while we were able to measure engagement and 
social presence through the questionnaire, we did not exam-
ine how the participants perceived the facilitative support 
provided by the CA, e.g., regarding satisfaction with the idea 
generation process and its outcome. In this context, future 
research should examine how CA facilitation is subjectively 
perceived. In particular, it should be investigated to what 
extent the provided support by the CA is in line with needs 
of prospective idea contributors and explored what possible 
opportunities for adaptation exist. One promising avenue for 
future work in this context is to investigate the influence of 
flexibility during the facilitated idea generation by allowing 
contributors to choose the sequence of steps to produce crea-
tive ideas (Amabile et al., 2018). Finally, we based our text 
analysis on a proprietary algorithm to assess and interpret 
the characteristics of contributed idea texts. However, we 
are confident that the stated validity is accurate based on 
extensive previous language research and is applicable to our 
research with the understanding that text analysis is always 
context dependent. In future studies, computer linguistic text 
analysis should be used for evaluations to further the valida-
tion of this strategy in the realm of CA-based facilitation. 
Additionally, this approach could be adapted and applied to 
adjust the facilitation behavior of CAs to users. It is conceiv-
able that, based on real-time analysis of input, users could 
be prompted by the CA to formulate their content differently 
(e.g., more analytically) to achieve desired outcomes.

9 � Conclusion

As part of a multi-cycle DSR research project, this study 
presents a solution to elevate organizational idea genera-
tion processes on idea platforms with AI-based CA tech-
nology. While idea generation facilitation is critical to 
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innovation, organizations struggle to leverage this poten-
tial on idea platforms. So far, large amounts of ambiguous, 
imprecise, and incomplete ideas hamper organizations in 
selecting ideas with potential for further processing. To 
address these challenges, we built on the facilitation con-
cept to iteratively design and instantiate a scalable CA that 
facilitates individuals during their idea generation. Evalu-
ation results suggest that the natural, dialog-based interac-
tion encourages and engages idea contributors to provide 
clear, detailed, and complete ideas, which deliver a suitable 
grounding for the essential follow-up selection of textual 
ideas in organizations.

Appendix 1

Questionnaire Items and Sources.
Note: The questionnaire consisted of the following 

statements that were translated to German before.

Prior experience, one item, own formulation
Have you ever generated and submitted an idea for an external com-

pany or organization, i.e., that was not your own or for which you 
worked at the time? (Yes/No/I am not sure because…/No answer)

Engagement, six items, adapted from Webster and Ho (1997)
Attention focus This interface keeps me totally 

absorbed in the idea generation
This interface holds my attention

Curiosity This interface excites my curiosity
This interface arouses my imagina-

tion
Intrinsic interest This interface is fun

This interface is intrinsically interest-
ing

Social Presence, five items, adapted from Gefen and Straub (2003)
There is a sense of human contact in the interface
There is a sense of personalness in the interface
There is a sense of sociability in the interface
There is a sense of human warmth in the interface
There is a sense of human sensitivity in the interface
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