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Privacy-Aware Online Social Networking With
Targeted Advertisement
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Abstract— In an online social network, users exhibit personal
information to enjoy social interaction. The social network
provider (SNP) exploits users’ information for revenue generation
through targeted advertisement, in which the SNP presents adver-
tisements to proper users effectively. Therefore, an advertiser
is more willing to pay for targeted advertisement to promote
his product. However, the over-exploitation of users’ information
would invade users’ privacy, which would negatively impact
users’ social activeness. Motivated by this, we study the privacy
policy (policies) of the SNP(s) with targeted advertisement,
in both monopoly and duopoly markets. We characterize the
privacy policy in terms of the fraction of users’ information that
the provider should exploit, and formulate the interactions among
users, advertiser, and SNP(s) as a three-stage Stackelberg game.
By leveraging the model’s supermodularity property, we prove
the threshold structure of users’ equilibrium information levels.
We discover the overall information that can be exploited by an
SNP is non-monotonic in the exploitation fraction. Monopoly
(one SNP) study shows our proposed optimal privacy policy
helps the SNP earn even more advertisement revenue than full
exploitation policy does. The situation of the duopoly market is
much more complicated. In that case, if the service quality gap
between the two SNPs is large, the stronger SNP will choose a
conservative privacy protection policy that drives the other SNP
out of the market. However, if the service quality gap is small
and the advertisement revenue is promising, the stronger SNP
would choose an aggressive policy to exploit the advertisement
revenue and both SNPs will have positive market shares.

Index Terms— Privacy, online social networks, targeted
advertisement.

Manuscript received May 22, 2021; revised October 13, 2021; accepted
December 12, 2021; approved by IEEE/ACM TRANSACTIONS ON NET-
WORKING Editor K. Ren. Date of publication January 10, 2022; date of current
version June 16, 2022. This work was supported in part by the Shenzhen
Science and Technology Program under Grant JCYJ20210324120011032; in
part by the Shenzhen Institute of Artificial Intelligence and Robotics for
Society; in part by the Presidential Fund from The Chinese University of
Hong Kong, Shenzhen; in part by the National Science Foundation of China
under Grant U20A20159 and Grant 61972432; in part by the Program for
Guangdong Introducing Innovative and Entrepreneurial Teams under Grant
2017ZT07X355; and in part by the Pearl River Talent Recruitment Program
under Grant 2017GC010465. Part of the results was presented in INFOCOM
2020 [1] [DOI: 10.1109/INFOCOM41043.2020.9155500]. (Corresponding
author: Jianwei Huang.)

Guocheng Liao is with the School of Software Engineering, Sun Yat-sen
University, Zhuhai 519082, China (e-mail: liaogch6@mail.sysu.edu.cn).

Xu Chen is with the School of Computer Science and Engi-
neering, Sun Yat-sen University, Guangzhou 510006, China (e-mail:
chenxu35@mail.sysu.edu.cn).

Jianwei Huang is with the School of Science and Engineering, The Chinese
University of Hong Kong, Shenzhen 518172, China, and also with the Shen-
zhen Institute of Artificial Intelligence and Robotics for Society, Shenzhen
518129, China (e-mail: jianweihuang@cuhk.edu.cn).

This article has supplementary downloadable material available at
https://doi.org/10.1109/TNET.2021.3137513, provided by the authors.

Digital Object Identifier 10.1109/TNET.2021.3137513

I. INTRODUCTION

A. Background and Motivation

ONLINE social network plays an important role in peo-
ple’s daily life. Users can enjoy a wide variety of

services, such as chatting with their friends [2], [3], updating
real-time status [4], sharing photos [5], watching news [6], and
exchanging knowledge [7]. During these activities, users could
leave traces of their personal information such as preferences
and browsing history, which can be valuable to business
providers.

This explosion of users’ data generation and the advance-
ment of big data analysis enable the social network
provider (SNP) to attract more users and generate revenue
through ways such as targeted advertisement. For example,
Facebook’s advertisement brought 98% of total revenue in
2020 [8]. This is because users’ activities on the social
network (e.g., browsing history and updated status) reveal their
personal characteristics and preferences. By exploiting such
valuable information, the SNP can present the advertisements
effectively to those who are more likely to be interested in
the related products [9], [10]. For example, showing lux-
ury product advertisements to wealthy users would be more
effective than to average users. Advertisements promoting
sports shoes can be directed to users who share sports-related
articles. Such effective targeted advertisement can significantly
improve advertisement efficiency and the revenue for the
advertisers, and hence the revenue for the SNP.

However, the exploitation of users’ information would
compromise users’ privacy. Prior studies have demon-
strated the privacy issues in the online social network
(e.g., Facebook), especially in the context of targeted adver-
tisement (e.g., [11]–[14]). For example, Cabañas et al. in [11]
suggested that 73% European Union Facebook users are
labeled with potential sensitive interests for advertisement.
Privacy incidents (e.g., [15]–[17]) happened frequently, such
as the Facebook’s data leakage incident in which millions
of users’ data is illegally used by third-party Cambridge
Analytica [15].

Users have been gradually realizing the potential privacy
threat if the SNP possesses much of their personal information.
They feel a lack of control over their personal informa-
tion [18] or are concerned about underlying data misuse and
privacy leakage [19] to an unknown third party. The privacy-
aware users would take into account the privacy concerns
when deciding how much information to expose during social
interaction. Thus, it is important for the SNP to implement
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an effective privacy protection policy, to balance the trade-
off between users’ privacy protection and data-driven business
revenue generation.

In this work, we focus on the SNP’s privacy policy opti-
mization problem considering targeted advertisement, in the
presence of users’ privacy concerns. We quantify the privacy
policy according to the fraction of users’ information that
the SNP would extract for his business.1 We begin with the
monopoly case involving a single SNP. We further extend
our study to the duopoly case in which two major SNPs
compete with each other. We aim at answering the following
key questions:

• How much will a user expose himself on the social
network considering the issue of privacy invasion?

• In the monopoly case, how should the SNP adopt a proper
privacy policy to maximize his utility, balancing the social
network benefit and the targeted advertisement revenue?

• In the duopoly case, how would users with diverse
social preferences choose between the SNPs, and how
should the SNPs decide the equilibrium privacy policies
considering the market competition?

To answer these questions, we study the interactions among
users, an advertiser, and SNP(s) as a three-stage Stackelberg
game. In Stage-I, the SNP(s) decide the privacy policies
and the advertisement prices. In Stage II, based on the pri-
vacy policy, each user decides their information exhibition
levels (and which SNP to choose in the duopoly case).
In Stage III, based on the users’ information exhibition levels
and the SNP’s privacy policy and advertisement price, the
advertiser decides whether to invest advertisement to the
targeted users.

B. Contributions

The main contributions of this paper are as follows:

• Problem formulation. To the best of our knowledge,
this is the first theoretic study of SNP’s privacy policy
optimization with targeted advertisement. The problem
is practically critical, considering the frequent privacy
incidents happening to major SNPs over recent years.

• Users’ equilibrium information exhibition level. By
exploiting the supermodularity property of users’ social
interactions, we reveal a threshold structure of users’
equilibrium information exhibition level with respect to
information exploitation fraction (i.e., SNP’s privacy pol-
icy). We find that the overall amount of information that
the SNP can obtain is non-monotonic in the information
exploitation fraction.

• SNP’s optimal privacy policy in monopoly. We solve
the SNP’s utility maximization problem to analytically
derive the SNP’s optimal privacy policy, under several
general assumptions of the SNP’s utility function. Exten-
sive numerical studies show that compared with the full
information exploitation benchmark, the SNP can earn

1Such a metric of privacy is general and is related to some more specific
privacy metrics (such as differential privacy [20]) through more detailed
characterization of privacy-utility trade-off.

even more advertising revenue and users can have higher
utilities under the proposed optimal privacy policy.

• SNPs’ equilibrium privacy policies in duopoly. In
duopoly competition between two SNPs with different
qualities of social service, theoretic study discovers two
types of equilibria, depending on their service quality
gap: (1) only the stronger SNP survives, and (2) both
SNPs co-exists. If the gap is large, the stronger SNP will
choose a conservative privacy policy to drive the other
SNP out of the market. However, suppose the gap is small
and the advertisement revenue is promising. In that case,
the stronger SNP will instead choose an aggressive policy
to exploit the advertisement revenue, and both SNPs will
have positive market shares.

The rest of this paper is organized as follows. We review
the related literature in Section II. We introduce the monopoly
system model in Section III, and solve the model in
Sections IV, V, and VI. In Section VII, we analyze duopoly
competition between two SNPs. In Section VIII, we present
some simulation results for both the monopoly and duopoly
cases. We conclude this paper in Section IX, and provide all
the proofs in the appendix.

II. LITERATURE REVIEW

We will review three groups of literature most related to our
work: privacy protection considering targeted advertisement,
privacy protection on social networks, and social-aware or
quality-aware incentive mechanism.

The first group of studies (e.g., [21]–[23]) considered the
choice of privacy policy in the context of targeted advertise-
ment and discussed the corresponding impacts. For example,
Goldfarb and Tucker in [21] characterized the degradation of
targeted advertisement effectiveness due to privacy regulation
that restricts user data collection. Johnson in [22] showed
that even when users can choose to block targeted adver-
tisement, increased ability of targeting can still benefit firms.
Cummings et al. in [23] considered that a user’s behavior
information could be perturbed with noise in a differentially
private manner. The authors identified a counter-intuitive case
where increasing privacy level might enable the advertiser to
know more about the user, which harms the user.

The above studies [21]–[23] mainly focused on the perspec-
tive of the advertiser, and investigate the impacts of privacy
policy on the advertisement. They did not capture the SNP’s
valuation of the social network and its possible decisions. The
determination of privacy policy involves many factors such as
users’ behaviors and SNP’s social network benefit. We focus
on the perspective of the SNP, who implements the privacy
policy to balance the trade-off between social network benefit
and targeted advertisement revenue. This enables a new angle
of analyzing the impacts of the privacy policy.

The second group of studies (e.g. [24]–[26]) focused on
privacy protection in the context of social interactions. For
example, Gross and Acquisti in [24] characterized privacy
risks in terms of identifiability and presented the amount
of user information leakage in an online social network.
Gradwohl in [25] focused on users’ trade-off between social
interaction and privacy loss, and studied the impacts of privacy
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enhancements on users’ information sharing and utilities.
Liao et al. in [26] considered that data reporters are concerned
with others’ privacy loss due to established social relationship.
They characterized data reporters’ privacy-preserving report-
ing and data collector’s privacy-preserving mechanisms.

However, the above studies [24]–[26] did not consider the
targeted advertisement business in social networks. Recently,
targeted advertisement has become a significant revenue source
in many online social network providers [27], such as Face-
book and Wechat. Considering the impacts of targeted adver-
tisement brings additional difficulties in more complicated
interactions among users, the social network provider, and
the advertiser. This further leads to a challenging multi-layer
optimization problem, which involves game-theoretic analysis
of users’ behaviors in a social network.

The third group of studies (e.g., [28]–[31]) focused on
incentive mechanism design considering users’ social rela-
tionship or qualities. Nie et al. in [28] captured the social
network effects in mobile crowdsensing. They analytically
derived the service provider’s incentive mechanisms, in both
complete and incomplete social information scenarios. Nuo
and Liu in [29] focused on the vehicular crowdsensing set-
ting and studied the service provider’s incentive mechanism
considering the vehicular social network effects based on
a deep reinforcement learning method. Yang et al. in [30]
proposed to leverage the social ties among users to moti-
vate their cooperation in mobile crowdsensing, which helps
promote users’ sensing levels. Han et al. in [31] proposed
a quality-aware pricing scheme in mobile crowdsensing to
recruit participants with reliable sensing quality by leveraging
the sub-modularity of the problem. The mechanisms proposed
in these studies attempted to exploit the crowd intelligence,
while ours focuses on alleviating alleviate users’ privacy
concerns.

To the best of our knowledge, our work is the first to jointly
capture the characteristics of targeted advertisement and social
network and study their implications on privacy policy.

III. MONOPOLY SYSTEM MODEL

We first focus on the modeling and analysis of the monopoly
case. Fig. 1 illustrates the interactions among users, an adver-
tiser, and a single SNP. The SNP offers the social network
service to a group of users, who may expose their personal
information (including user profiles and social relationships)
when enjoying the social service (left part in Fig.1). This
brings the opportunity for the SNP to launch a user-specific
business. For example, the SNP enables an advertiser to offer a
targeted advertisement service on the social network. In return,
the advertiser needs to pay for the advertisement service (right
part in Fig. 1). The detailed interactions are as follows:

1. The SNP creates a social network platform.
2. The users interact with each other on the social network

through posting personal information, such as, photos
or status. The activities constitute the user’s personal
profile.

3. The SNP provides the advertiser the opportunity of
targeted advertisement and announces the corresponding
price to the advertiser.

Fig. 1. System model.

4. The advertiser, who wishes to promote his product effi-
ciently, decides whether to invest advertisement based on
the price and targeting accuracy. If he decides the invest,
the SNP will display the ads to the corresponding users.

Next we introduce the modeling of three parts in more
details.

A. Users

We consider a set N � {1, 2, . . . , N} of users. A user n ∈
N decides his information exhibition level xn ∈ Xn � [0, 1]
on the social network. The minimum value of xn = 0 corre-
sponds to the case where the user does not use the social net-
work. The maximum value of xn = 1 corresponds to the case
where the user fully exposes himself to the network actively
by always posting photos/status and sharing preferences.

Next, we characterize user n’s utility, which consists of his
network benefit, privacy loss, and subsidy. Here, we use x−n

to denote the decision profile of all other users in set N except
for user n.

Un(xn, x−n) = bn(xn, x−n) − g(δxn) + r · q(δxn). (1)

Next we explain each part on the right hand side of (1) in
details.

1) Network Benefit bn(xn, x−n): The user n experiences
a benefit bn(xn, x−n) from social interactions, and such a
benefit depends on both his own decision xn and other users’
decisions x−n, known as the network effect [32]. For example,
the user n feels happy not only when he shares his own photos
but also when he sees others share photos. According to Zipf’s
law [32], the impact of network effect from other users follows
a logarithmic formulation, which captures diminishing mar-
ginal impact as others’ information exhibition levels increase.
This motivates the following formulation of the benefit:

bn(xn, x−n) = λnxn ln

⎛
⎝∑

j �=n

xj + αn

⎞
⎠ . (2)

Parameter λn is the user n’s valuation of social interaction.
The parameter αn is larger than 1, meaning that the benefit
bn is always positive when xn �= 0. A special case is xj =
0 for all j �= n, in which λnxn ln αn captures the user n’s
self-enjoyment.

2) Privacy Loss g(δxn): The SNP would exploits a fraction
of user information for business, which causes privacy loss
g(δxn) to the user n. Here δ ∈ [0, 1] is the SNP’s decision,
which represents the fraction of user information that the
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SNP will exploit for business such as targeted advertisement.
We will discuss more about this in Section III-C. Function
g(·) is an increasing in δxn, as the user’s privacy leakage is
more significant if the SNP extracts more information [15].

3) Expected Subsidy r ·q(δxn): The SNP offers subsidies to
incentivize users to participate in the social interactions [33].
Here r is subsidy (in forms such as service discount, virtual
currency, and red packet). The function q(δxn) represents the
user n’s probability of obtaining the subsidy r. Such a function
is an increasing function in the user’s information level xn

(under a given δ).
To account for the heterogeneity among users, we assume

users have different valuation parameters λn. When analyzing
users’ information levels in Nash Equilibrium in Section V,
we do not require a specific distribution of the parameter.
But when analyzing the SNP’s decisions in Section VI,
we do require a discrete distribution to obtain some interesting
insights, and we will discuss the distribution in detail in
Section VI. Meanwhile, we keep the rest of the utility function
parameters homogeneous across users.2

B. Advertiser

The advertiser wants to deliver advertisements to potential
users on the social network to promote his products.3 When
the SNP exploits the user information at a level of δ, he will
be able to reveal partially reveal the users’ personal refer-
ences and suggest more accurate advertisement targets to the
advertiser. For example, for a sport-related advertiser selling
sports shoes, the SNP can identify those users often playing
sports according to their personal social activities. These
users often have more willingness to purchase related sports
products.

As putting the advertisement on the social network is not
free, the advertiser needs to carefully trade-off the cost and the
potential revenue, which depends on the user’s information
exhibition level xn and the SNP’s information exploitation
level δ, before deciding his advertising investment. Let us
denote the set of targeted users recommended by the SNP
with the set M ⊂ N with a size M ,4 which depends
on the overall size N . We will elaborate on the set M
later in Section III-C.2. Let V (δxm) be the advertiser’s value
(expected profit) that can be obtained from a user m ∈ M
watching the advertisement [22], [37]:

V (δxm) = v (p(δxm) + (1 − p(δxm))π) , (3)

2As we will show later on, such a one-dimensional heterogeneity already
leads to significant analysis challenges as well as interesting engineering
insights. We will extend to multidimensional heterogeneity in future work.

3When considering multiple advertisers, as long as these advertisers are
independent of each other (for example, in different industries), our analysis
in this paper is applicable to each of them. For the case of multiple advertisers
competing with each other, we will consider a more sophisticated dynamic
game model in future work.

4The SNP can construct the targeted user set based on users’ demographic
information and activities on the social network [34]–[36]. For example,
Facebook uses its users’ demographic and geographic information (e.g., age
and location), activities (e.g., clicked ads, likes, sharing, and posting), and
social connections, together with some prediction algorithms (e.g., logistic
regression) to identify targeted users who are likely to be interested in the
advertiser’s product [36].

where v is the actual profit from a user who end up purchasing
buying the product, and p(δxm)+(1−p(δxm))π is purchasing
probability.

Next, we elaborate the probability p(δxm)+(1−p(δxm))π
in detail. Here, p(δxm) denotes the probability of successful
targeting, which is increasing in both depends on the user’s
information exhibition level xm and information exploitation
level δ. If the targeting fails, the advertiser can still estimate
the probability of users buying the product based on his prior
belief π ∈ [0, 1] (obtained from historical sales). A special
case of prior π = 0 means that the advertiser will completely
rely on the SNP’s recommendation.

The above discussion suggests that the value function
V (δxm) is an increasing function of exploited information
δxm, i.e., users with more exploited information are more
valuable.

Based on the targeted users’ values, the advertiser decides
a binary investment vector s � [sm, m ∈ M], where sm =
1 indicates that he will advertise to user m and sm = 0 means
not to user m. He will choose s to maximize the total expected
payoff from all the targeted users:

Uad(s) =
∑

m∈M
(V (δxm) − pa) sm. (4)

Here the advertiser needs to pay a price pa to the SNP for
each advertisement (to a particular user).

C. Social Network Provider

The SNP needs to optimize his privacy policy δ and targeted
advertisement price pa by jointly considering the revenue
obtained from providing social service and enabling targeted
advertisement.

First we consider the privacy policy δ ∈ [0, 1]. When δ = 0,
the SNP will not exploit any user information, and there is
no user privacy leakage. A higher value of δ means more
information exploitation by the SNP and more privacy leakage.
In the extreme case of δ = 1, the SNP will aggressively store
all users’ information, and thus leave no privacy for users.
When users’ activity levels x are fixed, a higher δ will make
the users more valuable to the advertiser. However, a higher
δ may discourage users’ information sharing and hence may
reduce the product of δxn. Hence, the SNP needs to strike a
delicate tradeoff.

Next, we model the SNP’s utility Up which consists of his
social network benefit, targeted advertisement revenue, and
privacy issues as follows in (5).

Up (δ, pa) = (1 − ρ)bs

(∑
n∈N

xn

)
+ pa · na − l(δ). (5)

Next, we explain each part on the right hand side of (5) in
details.

1) Social Network Benefit bs(
∑

n∈N xn): The SNP can
obtain more benefit (e.g., revenue from selling related to
social network functionalities, charges to software developers
using the infrastructure [8], and revenue from value-added
services [38]), when users are more active. Thus bs(·) is
an increasing function of total users’ information exhibition
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Fig. 2. Three stage Stackelberg game.

levels
∑

n∈N xn. To incentivize users’ activeness, the SNP
subsidizes would share ρ fraction of his benefit bs

(∑
n∈N xn

)
to the users [33] and retain the remaining 1− ρ fraction. This
corresponds to the subsidy r in the users’ utility functions (1).5

2) Targeted Advertisement Revenue pa ·na: The SNP would
select M users as the targeted users, which form the set M.6

He will charge the advertiser a price pa for each single
advertisement to a specific user. The number of users watching
advertisements is na, which should be no larger than M.

3) Privacy Issues l(δ): The SNP would suffer loss in terms
of monetary forfeit or damaged reputation when a privacy
incident happens [15], [39], [40].7For example, according to
IBM research [40], a company would suffer an average total
cost of $3.86 million from a data breach. The function l(δ)
captures the expected loss of such a probabilistic event, which
is increasing in the information exploitation level δ.

D. Stackelberg Game Formulation

We model the interactions among users, the advertiser, and
the single SNP as a three-stage Stackelberg game, as shown
in Figure 2. In Stage I, the SNP first determines the privacy
policy δ and advertisement price pa, by taking into account
the impacts on both the users’ and the advertiser’s decisions.
In Stage II, based on the privacy policy, each user n ∈ N
decides his information exhibition levels xn considering the
possible choices of other users. We model this as a multi-
user information exhibition game. In Stage III, based on the
users’ information exhibition levels and the SNP’s decisions,
the advertiser decides his advertising strategy s. Notice that the
advertiser needs to observe the users’ information levels before
making the advertisement decisions. Thus, the advertiser and
the users will make decisions in Stage III and Stage II,
respectively. We analyze this three-stage Stackelberg game
through backward induction.

5Please note that the total budget, i.e., shared benefit to the users, should be
more than the total subsidies received by all the users. However, this constraint
can always be satisfied by properly designing the subsidy probability q(·)
or subsidy r by the SNP. We do not explicitly consider this to avoid over-
complication of the model.

6Given the overall user set N , we assume a fixed number of targeted users
M , independent of other decisions pa and δ. The SNP could always find up
to M number of targeted users even when the exploitation level δ is low.
It is up to the advertiser to decide whether to provide advertisements to all
these M users. To make our analysis general, we assume that M can be any
arbitrary subset of N .

7blue

IV. MONOPOLY STAGE III: ADVERTISER’S

ADVERTISEMENT DECISION

In this section, we obtain the advertiser’s optimal
advertisement decision that maximizes his utility in
Stage III. Equation (4) suggests that each user’s expected
payoff (V (·) − pa) is independent of each other. Hence we
can derive the advertiser’s decision for each recommended
user separately.

Proposition 1: The advertiser’s optimal decision with
respect to a targeted user m ∈ M is

sm =

{
1, if v ((1 − π)p(δxm) + π) ≥ pa,

0, otherwise.
(6)

The advertiser decides to advertise to a target user if and
only if the value generated by the advertisement is no lower
than the price charged by the SNP. The advertiser is more
likely to invest in advertisement if the targeting accuracy
p(δxm) is higher.

V. MONOPOLY STAGE II: USERS’ INFORMATION

EXHIBITION LEVELS

In this section, we analyze the users’ information exhibition
levels in Stage II. We formulate the interaction among users
as an information exhibition game, and characterize properties
of the Nash Equilibrium.

A. Game Formulation

The users interact with each other in a game-theoretical
fashion, as a user’s utility in (1) not only depends on his own
decision but also depends on other users’ decisions.

Game 1 (Information Exhibition Game): The Information
Exhibition Game [N , (Xn)n∈N , (Un)n∈N ] is defined as
follows:

• Players: users in set N .
• Actions: each user n ∈ N chooses his information

exhibition level xn in Xn = [0, 1].
• Utilities: each user’s utility function Un is given in (1).
We are interested in the Nash Equilibrium [41] (defined in

Definition 1) of the game, in which every user is maximizing
his utility given others’ decisions. Nash Equilibrium (NE)
represents a stable outcome as no user can be better off by
unilaterally changing his decision.

Definition 1 (Nash Equilibrium): A decision profile x∗ is a
Nash Equilibrium if for every user, his decision maximizes his
utility, i.e.,

Un(x∗
n, x∗

−n) ≥ Un(xn, x∗
−n), ∀xn �= x∗

n, ∀n ∈ N . (7)

The NE may not exist, and in general, characterizing the NE
is NP-hard [42]. However, we discover the supermodularity
property of the game, which enables tractable analysis of NE.

B. Supermodularity Property

We will show that Game 1 is one of strategic complements
with supermodularity property [43], [44]. The property ensures
the existence of the NE and the convergence of practical best
response updates, under general utility function forms.
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Definition 2 (Supermodular Game [43]): A game [N ,
(Xn)n∈N , (Un)n∈N ] is a supermodular game if 1)

1) the action set Xn of each user n is a compact set, and
2) for each player n, his utility function Un is continuous

and twice differentiable in all the players’ decisions, and
has increasing differences in (xn, x−n), i.e.,

∂2Un

∂xn∂xj
≥ 0, for all j �= n. (8)

More specifically, in a supermodular game, the marginal
utility of a player choosing a higher decision (i.e., larger xn)
increases when other players also choose higher decisions
(i.e., larger x−n). This implies that the best response of a
player is a nondecreasing function of other players’ decisions.

Theorem 1: The Information Exhibition Game is a super-
modular game.

We obtain Theorem 1 by verifying that ∂2Un/∂xn∂xj =
λn/(

∑
k �=n xk + αn) > 0. For each user in the information

exhibition game, if other users are more active and share their
information more, it would be better for him to exhibit himself
more as well.

Existing studies of the supermodular game (e.g., [43])
demonstrated some nice properties of the game.

Lemma 1: In the Information Exhibition Game,

1) there exists at least one pure NE.
2) If there are multiple NEs, then there exists a component-

wise smallest NE and largest NE.
3) Asynchronous best response updates converge to one of

the NE.

Once we confirm the existence of the NE, we further study
the properties of the NE.

C. Properties of the NE

1) Assumptions Regarding Users’ Utilities: We study some
properties of the NE, under some minor assumptions regarding
the users’ utilities. Although best response updates can find
the NE, it is still generally hard to obtain a closed-form
characterization of the NE. In order to gain more insights,
we consider Assumption 1 and Assumption 2 as discussed
next. Note that the previous results in Theorem 1 and Lemma 1
do not require these assumptions.

We assume that each user’s utility is a concave function
of his own decision. This implies a diminishing marginal
return associated with a higher information exhibition level.
Assumption 1 can ensure the concavity of the user’s utility
function.

Assumption 1: The privacy loss function g(·) is a convex
function and the subsidy probability function q(·) is a concave
function.

Assumption 1 is relevant to the fact that as the extracted
personal information increases, a user will experience much
more significant increments in privacy loss [45], [46], and his
opportunity of getting the subsidy will increase much more
slowly.

Without loss of generality, we also make an assumption
regarding the subsidy r, to avoid a trivial case of all-zero
information exhibition levels at the NE.

Assumption 2: The subsidy r satisfies

r >
g′(0)
q′(0)

. (9)

Without Assumption 2 (subsidy is not adequate), when all
the users initialize their information exhibition levels from 0,
it is possible that no one would like to switch to non-
zero information exhibition level.8 This all-zero information
exhibition behavior at the NE is neither beneficial to the SNP
nor practical. In other words, Assumption 2 does not restrict
our analysis, but just rules our some trivial and impractical
cases.

Proposition 2: Under Assumptions 1 and 2, the all-zero
information exhibition behavior x = 0 is not an NE.

2) Analysis of the NE: Then we focus on the non-zero NE
and study its properties. We first discover the monotonicity
property of x∗ with respect to δ. This allows us to write
x∗

n(δ) as a function of δ, representing the user n’s smallest
equilibrium information exhibition level in Stage II given the
privacy policy δ. Since the NE is not necessarily unique,
we focus on the smallest NE, which can be achieved by best
response updates when all users start with the initial zero
information levels.

Theorem 2: Under Assumption 1 and 2, there exists a value
δ̂n ∈ (0, 1], such that

1) if δ ≤ δ̂n, then x∗
n(δ) = 1 for each n ∈ N ;

2) if δ > δ̂n, then x∗
n(δ) < 1 for each n ∈ N and x∗

n(δ) is
decreasing in δ.

The proof of Theorem 2 is in Appendix B. Theorem 2
shows the user n’s equilibrium information exhibition level
at the NE x∗

n(δ) is non-increasing in δ, as illustrated in
Fig. 3. More specifically, the NE has a threshold structure
with respect to the privacy policy δ. Recall that a higher
value of δ means less privacy for users. A user would like to
fully expose himself if the privacy policy is more conservative
than (i.e., smaller than) a certain threshold. Otherwise, the
user will choose a lower information exhibition level as the
privacy policy becomes worse. The thresholds can be different
for different users. A special case in Proposition 2 is full
information exposition for any δ, in which the threshold
δ̂n = 1.

Next, we show that amount of information δ ·x∗(δ) that the
SNP actually obtains is not monotonic in δ.

Proposition 3: Under Assumptions 1 and 2,

1) when δ ≤ δ̂n, δ · x∗
n(δ) is increasing in δ;

2) when δ > δ̂n, δ · x∗
n(δ) is decreasing in δ.

The proof of Proposition 3 is in Appendix C. Fig. 4
illustrates the results in Proposition 3. When the privacy policy
is more conservative than the threshold, the user will exhibit
full information. Thus, a higher information extraction fraction
brings more exploitation amount and more privacy leakage.
However, when the privacy policy is worse than the threshold,
the user chooses to partially exhibit himself and the total
exploited information actually decreases in δ.

8When r ·δq′(0) < δg′(0)−λn ln αn, for all n ∈ N , all-zero information
exhibition behavior is an NE.

Authorized licensed use limited to: ULAKBIM UASL - Hacettepe Universitesi. Downloaded on August 13,2022 at 09:43:03 UTC from IEEE Xplore.  Restrictions apply. 



1318 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 30, NO. 3, JUNE 2022

Fig. 3. δ · x∗(δ) vs. δ.

Fig. 4. δ · x∗(δ) vs. δ.

Finally, we characterize the impact of the social valuation
parameter λ in the function (2) on the NE x∗.

Proposition 4: For any two users n, j ∈ N , we have x∗
n =

x∗
j if λn = λj , and x∗

n ≥ x∗
j if λn > λj .

The proof of Proposition 4 is in Appendix D. Users with
higher social valuation are likely to expose themselves more,
which makes them benefit more from social interaction.

With the general function forms of privacy loss g(·) and
probability of obtaining subsidy q(·), it is difficult to provide a
closed-form characterization of the NE. However, Theorem 2,
Proposition 3, and Proposition 4 enable us to analyze the
SNP’s privacy policy and advertisement price without relying
on the closed-form expression of NE.

VI. MONOPOLY STAGE I: SNP’S ADVERTISEMENT PRICE

AND PRIVACY POLICY

In this section, we study the SNP’s optimal advertisement
price and privacy policy in Stage I, given the advertiser’s
investment decision in Stage III and the users’ information
exhibition levels at the NE in Stage II.

A key challenge of analyzing Stage I lies in the charac-
terization of the advertisement revenue pa · na in the utility
function (5). According to Proposition 1, the number of users
watching the ads na, which is discrete, depends on both
privacy policy δ and advertisement price pa. As na is a discrete
value, we cannot rely on the first-order condition to compute
the solution. To resolve this issue, we incorporate the user type
distribution which helps transform the SNP’s problem from
a discrete optimization problem to a continuous optimization
problem. We will discuss this in details in Section VI-A.

Another key challenge of analyzing Stage I is the lack of
closed-form solutions of users’ NE in Stage II. As a result,
we cannot write the SNP’s utility explicitly as a function
of its decision variables (by incorporating the analysis of

Stages II and III). To address this issue, we leverage the
threshold structure of NE and non-monotonicity property
of the SNP’s exploited information (i.e., Theorem 2 and
Proposition 3) to characterize the monotonicity property of
the SNP’s utility function. We will discuss this in details in
Section VI-B.

To facilitate the analysis, we first decompose the SNP’s
utility function in (5) into two parts as follows:

Up (δ, pa) = Ua(δ, pa) + Us(δ), (10)

where

Ua(pa, δ) = pa · na (x∗(δ), δ, pa) , (11)

Us(δ) = (1 − ρ)bs

(∑
n∈N

x∗
n(δ)

)
− l(δ). (12)

Equation (11) corresponds to the advertisement revenue, which
depends on advertisement price pa and privacy policy δ.
Equation (12) corresponds to the different the social network
benefit and the privacy issues, which does not depend on
the price pa. This enables us to maximize the utility (10) in
two steps. First, we focus on (11) and find the optimal price
p∗a(δ) that maximizes the advertisement revenue, given privacy
policy δ. Then we further consider (12) and find the optimal
policy δ∗ that maximizes the total utility in (10).

A. Advertisement Pricing Problem

We first focus on the targeted advertisement pricing problem
as follows, given a fixed privacy policy δ.

max
pa∈[0,∞)

Ua(δ, pa) = pa · na(x∗(δ), δ, pa) (13)

According to Proposition 1, the advertiser will choose to
advertise to the user if the advertisement value associated with
the user V (δx∗

m(δ)) in (3) is no smaller than the price pa.
Thus, we have

na(x∗(δ), δ, pa) = |{x∗
m(δ) : V (δx∗

m(δ)) ≥ pa, m ∈ M}| .
(14)

The number of users watching the advertisement
na(x∗(δ), δ, pa) depends on the targeted users’ information
exhibition levels x∗(δ) at the NE. However, without the
closed form of x∗(δ), it is difficult to derive na(x∗(δ), δ, pa).
We get around this challenge by modeling the distribution of
information exhibition level, which enables us to solve the
problem (13) from a probabilistic perspective.

1) Distribution of Information Exhibition Level: We capture
the distribution of information exhibition level by introduc-
ing the distribution of social interaction valuation λ. The
SNP could estimate the information of λ distribution through
market research. Lemma 4 shows that users with the same
parameter λ will choose the same information exhibition level.
This means that the distribution of parameter λ uniquely
determines the distribution of information exhibition level.
Assume that the parameter λ takes K values (types) from
the set {λ(1), λ(2), . . . , λ(K)} where λ(1) < λ(2) < . . . <

λ(K), with probabilities P(k) � Pr(λ = λ(k)) for k =
1, 2, . . . , K . Let type-λ(k) user’s information exhibition level
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be x∗
(k)(δ).

9 Therefore, the information exhibition level in
the population will follow the same probability distribution:
Pr(x∗(δ) = x∗

(k)(δ)) = P(k), k = 1, 2, . . . , K . With this
distribution information, next we focus on an advertisement
pricing problem of a single user.

2) Advertisement Pricing Problem Reformulation: We then
transform the original targeted advertisement pricing problem
in (13) to an optimization problem for a single user whose
information exhibition level follows a certain distribution. The
advertiser will show an advertisement to a user if the user’s
advertisement value V (δx∗) is no lower than the price pa,
according to Proposition 1. Thus, the probability that the
advertiser will advertise to a random targeted user is

Pv(pa, δ) �
∑

k:V
�

δx∗
(k)(δ)

�
≥pa

P(k). (15)

Based on this, we reformulate the problem in (13) to the
following problem:

max
pa∈[0,∞)

Ûa(pa, δ) = M · pa · Pv(pa, δ). (16)

Recall that M is the number of targeted users. Thus, the
objective Ûa(pa, δ) in (16) is actually the total expected
revenue from all the targeted users.

3) Solution of the Reformulated Problem: The optimal price
solution to the reformulated problem in (16) is one of the
K values, V (δx∗

(k)(δ)), 1 ≤ k ≤ K , depending on which
one could yield the highest expected revenue. The insight
may not be very clear when the number of types K is large.
To get the closed-form solution and obtain more insights,
hereafter, we focus on a simplified model with two types.
We can generalize our analysis to the multi-type case with
more tedious notation.

Assumption 3: Consider two types of the the social interac-
tion valuation parameter λ: a low type λL with a probability
PL and a high type λH with a probability PH = 1 − PL.

Based on Proposition 4, let us denote the low-type users’
information exhibition level as x∗

L and the high-type users’
information exhibition level as x∗

H (x∗
H ≥ x∗

L), according
to Proposition 4. Thus, the advertiser’s valuations on low-
type users and high-type users are V (δx∗

L(δ)) and V (δx∗
H(δ)),

respectively, as in (3). We show that the optimal price solution
to the problem (16) is one of these two values.

Proposition 5: Under Assumption 3, given δ, the optimal
price p∗a(δ) that solves problem in (16) is

p∗a(δ) =

{
V (δx∗

H(δ)) , if PHV (δx∗
H(δ)) > V (δx∗

L) ,

V (δx∗
L(δ)) , if PHV (δx∗

H(δ)) ≤ V (δx∗
L) .

(17)

And the optimal expected revenue is

Û∗
a (δ) = M · max{PHV (δx∗

H(δ)) , V (δx∗
L(δ))}. (18)

The proof of Proposition 5 is in Appendix E. If the
probability PH is higher than V (δx∗

L) /V (δx∗
H), the opti-

mal advertisement price is the valuation V (δx∗
H(δ)) asso-

ciated with high-type users, in which case the SNP can

9The main reason of considering discrete values is to derive the closed-form
solution of the SNP’s optimal advertisement price and privacy policy.

Algorithm 1 Searching Optimal Advertisement Price in
the Case of N -Type Users

Input: Set of type indexes {1, . . . , K} with size K;
probability of each type P(k), k = 1, . . . , K;
information exhibition level of each type x∗

k(δ),
n = 1, . . . , N ; valuation function V (·).

1 Initialization Initialize revenue R∗ = V (δx∗
1(δ)),

optimal advertisement price p∗a = V (δx∗
1(δ)), and

probability Pv = 1.
2 for k = 2 to K do
3 P = P−Pk−1;
4 if P · V (δx∗

k(δ)) ≥ R∗ then
5 R∗ = P · V (δx∗

k(δ));
6 p∗a = V (δx∗

k(δ));

7 return p∗a

maximize its revenue by only presenting ads to high-type
users.

For the general case of K types, we can also find the optimal
price with a similar procedure outlined in Algorithm 1 with a
complexity O(K). We search the index k ∈ {1, . . . , K} with

the highest revenue
(∑K

j=k Pj

)
· V (δx∗

k(δ)) (Line 4-6) and

output V (δx∗
k(δ)) as the optimal price.

B. Privacy Policy Problem

Next, we focus on the privacy problem that combines the
optimal expected revenue (18) and the utility (12) as follows.

max
δ∈[0,1]

Û∗
a (δ) + Us(δ)

= M · max {PHV (δx∗
H(δ)) , V (δx∗

L(δ))}

+ (1 − ρ)bs

(∑
n∈N

x∗
n(δ)

)
− l(δ). (19)

The main challenge to solve problem (19) is that we do not
have a closed-form solution of the NE x∗(δ), due to intrinsic
complexity of the game in Stage II. Further, to make our results
general, we hope to solve problem (19) without restricting the
value function V (·) and privacy issue function l(·) to specific
functions.

1) Narrowing Down the Solution Set: We address the
challenge by exploiting the threshold structure of the users’
information exhibition levels, as shown in Theorem 2. This
helps uncover the monotonicity of the total utility function
Û∗

a (δ) + Us(δ). Recall in Theorem 2 that there always exists
a threshold associated with a user. If the privacy policy δ
is smaller than the threshold, the user will choose the full
information exhibition level. We define the thresholds of low-
type users and high-type users as δ̂L and δ̂H , respectively.
We narrow the set of solution to interval [0, δ̂H ].

Lemma 2: Under Assumptions 1-3, the total utility Û∗
a (δ)+

Us(δ) is strictly decreasing in δ ∈ [δ̂H , 1]. Thus the optimal
privacy policy δ∗ lies in the interval [0, δ̂H ].

Proof: When the policy is higher than the threshold δ̂H

(i.e., the privacy is worse), both users’ information exhibition
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TABLE I

HOW DOES THE SNP CHOOSE THE PRIVACY POLICY?

levels x∗(δ) and the SNP’s exploited amount of information
δ · x∗(δ) would decrease in δ, according to Theorem 2 and
Proposition 3. As a result, the total utility Û∗

a (δ)+Us(δ) would
decrease in δ ∈ (δ̂H , 1]. �

Lemma 2 shows that the optimal δ∗ is no larger than
the threshold δ̂H . As δ̂H is related to the high-type users’
valuations on social network λH , Lemma 2 suggests that the
range of the optimal privacy policy is constrained by the high-
type valuation λH .

2) Further Convexity/Concavity Assumptions: The
monotonicity of the total utility Û∗

a (δ) + Us(δ) in [0, δ̂H ]
relies on the properties of privacy issue function l(·) and
value function V (·). To enable tractable analysis, we make
the following assumptions.

Assumption 4: The privacy issue function l(·) is a convex
function. The value function V (·) is a concave function.

As the exploited information increases, the users would
suffer a higher marginal privacy loss [45], [46], which indi-
cates the SNP’s higher marginal loss in terms of financial fine
or reputation degradation from privacy incidents. Meanwhile,
the SNP would gain less additional information about users.
We summarize the solution as follows:

Theorem 3: Under Assumptions 1-4:

• Case 1: If

M · V ′(0) − l′(0) ≤ 0, (20)

the optimal privacy policy is δ∗ = 0;
• Case 2: If

M · V ′(0) − l′(0) > 0 (21)

and

M · V ′(δ̂L) − l′(δ̂L) ≤ 0, (22)

the optimal privacy policy is δ∗ = δ̃, where δ̃ ∈ (0, δ̂L]
satisfies

M · V ′(δ̃) − l′(δ̃) = 0; (23)

• Case 3: If

M · V ′(δ̂L) − l′(δ̂L) > 0, (24)

and

PH ≤
V
(
δ̂Hx∗

L(δ̂H)
)

V
(
δ̂H

) , (25)

the optimal privacy policy is δ∗ = δ̂L;

Fig. 5. Illustration of theorem 3.

• Case 4: If

M · V ′(δ̂L) − l′(δ̂L) > 0, (26)

and

PH >
V
(
δ̂Hx∗

L(δ̂H)
)

V
(
δ̂H

) , (27)

the optimal privacy policy is δ∗ ∈ [δ̂L, δ̂H ].
The proof of Theorem 3 is in Appendix F.
Based on Theorem 3, we elaborate how the SNP chooses the

optimal privacy policy considering various system parameters,
as summarized in Table I. Fig. 5 provides an illustration,
in which different colors corresponds to different cases and
solutions. Recall that a higher value of δ means worse
privacy protection. In Case 1 where the utility loss due to
privacy issues dominates the benefit of the advertisement
(l′(0) ≥ MV ′(0)), 10 the SNP would choose the best (most
conservative) privacy policy with a zero δ, regardless of other
factors. However, as the benefit of advertisement becomes
more significant (Case 2), the SNP would like to raise the
information exploitation δ.

10The SNP can learn the advertiser’s valuation V (·) through a carefully
designed mechanism such as auction [47], [48]. For example, Google is now
using first price auction to sell its advertisement spaces [49]. Thus, the SNP
can estimate the advertiser’s private valuation of advertisement from abundant
previous practice of selling advertisement spaces through auctions.
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Furthermore, when the advertisement is at a very critical
role and dominates the privacy issues (MV ′(δ̂L) > l′(δ̂L)),
the SNP would heavily extract users’ information with an
aggressive privacy policy. How aggressive the privacy policy
is depends on how the users and SNP value the social network
relative to privacy. If high-type users are of a small proportion
(Case 3) or the prosperity of social network is critical to the
SNP (Case 4.1), the privacy policy is more conservative than
in Case 2. Otherwise, in Case 4.2, the SNP would adopt an
aggressive privacy policy, as both users and SNP do not care
much about the negative impact of privacy issues.

VII. DUOPOLY COMPETITION: MODELING AND ANALYSIS

So far, we have focused on the monopoly case with a single
SNP. In this section, we study the duopoly case where there are
two SNPs competing in attracting users and gaining revenue
from the advertiser through targeted advertisement. We are
interested in how users will choose one of the SNPs, and
how both SNPs make the equilibrium privacy policy decisions.
We first introduce the setup in Section VII-A. Then we study
users’ behaviors in Section VII-B. Finally, we discuss the
SNPs’ equilibria of duopoly competition in Section VII-C.
We will extend our study to oligopoly competition in future
work.

A. System Model

We consider two SNPs: SNP 1 and SNP 2, who compete in
provisioning social network service and targeted advertisement
business. They offer users the social network service, but with
different fixed qualities. Without loss of generality, we assume
that SNP 1 provides a better social network service than
SNP 2. More specifically, a user can have a higher social
benefit with SNP 1 than with SNP 2, given other conditions
fixed.

We still model the interactions among SNPs, users, and
an advertiser as a three-stage game. In Stage I, two SNPs
simultaneously choose their price and privacy policy, respec-
tively. In Stage II, each of the users simultaneously chooses
which SNP to join, considering the choices of other users.
In Stage III, the single advertiser decides his advertisement
investment on both SNPs. Notice that the advertiser’s decision
of whether to advertise to each recommended targeted user on
each platform is the same as in Section IV. In the following,
we focus on how users choose SNPs in Stage II and the SNPs’
decisions in Stage I.

B. Stage II: Users’ Behaviors

A user would choose the SNP with which he can experience
a higher utility. Let δ1 and δ2 be the privacy policy of SNP
1 and SNP 2, respectively. Similar as (1), we model the utilities
of user n choosing SNPs 1 and 2 as follows, respectively,

Un,1(x∗
1) = λn · w1 ln

⎛
⎝α +

∑
j �=n,j∈S1

x∗
j

⎞
⎠ xn − g(δ1x

∗
n)

+ r · q(δ1x
∗
n), (28)

Un,2(x∗
2) = λn · w2 ln

⎛
⎝α +

∑
j �=n,j∈S2

x∗
j

⎞
⎠xi − g(δ2x

∗
n)

+ r · q(δ2x
∗
n), (29)

where S1 and S2 are sets of users who choose SNP 1 and
SNP 2, respectively.

Here, we model the heterogeneity in SNPs’ social network
service by two SNP-dependent parameters w1 (of SNP 1)
and w2 (of SNP 2). Without loss of generality, we consider
w1 ≥ w2. Vector x∗

1 and x∗
2 are the users’ information

exhibition levels under NEs in SNP 1 and SNP 2, respectively.
In order to enable comparison of user utilities in two SNPs
and derive closed-form solution of x∗

1 and x∗
2, we consider

linear format of g(·) and q(·) in the user’s utility function as
in Assumption 5, so as to obtain some insights. We adopt this
assumption for the rest of Section VII. Later in Section VIII-B,
we will use other types of function to run the simulations.

Assumption 5: User’s privacy loss function is g(t) =
at with a > r, and the probability of obtaining subsidy
is q(t) = t.

Next, we examine how users choose SNPs at the equilib-
rium. It is clear that a user will not choose an SNP if it
brings him a non-positive utility. When both SNPs can provide
positive utilities, a user will choose the SNP that offers a
higher utility. Recall that under Assumption 3, there are two
types of users, with low network benefit parameter λL and high
parameter λH , respectively. The following Lemma shows the
symmetric choice of users at the equilibrium.

Lemma 3: At the equilibrium, users of the same type would
choose the same SNP.

The proof of Lemma 3 in Appendix G. The main idea is
to show that users of the same type choosing different SNPs
would reduce the network effect and reduce the users’ payoffs.
With Lemma 3, we can focus on the symmetric equilibrium
in Stage II.

We still need to further explore which SNP will be chosen
by which type of users. We denote users’ action set as
{0, 1, 2}, where 0, 1, 2 mean choosing neither SNP, SNP 1,
and SNP 2, respectively. We model users’ interactions as the
User Selection Game.

Game 2 (User Selection Game): The User Selection Game
[{L, H}, (An)n=L,H , (Un)n=L,H ] is defined as follows:

• Players: low-type users in set L and high-type users in
set H .

• Actions: each user n decides his action an ∈ An �
{0, 1, 2}.

• Utilities: a user obtains zero utility if he chooses neither
SNP. Otherwise, a user’s utilities of choosing SNP 1 and
SNP 2 are given in (28) and (29), respectively.

To derive the Nash Equilibrium of the User Selection Game,
we first begin with the general case. After that, we will focus
on some specific parameter choices that lead to more insights.

1) General Case: Theorem 4, shows the necessary and
sufficient conditions of each equilibrium of the User Selection
Game. We use the tuple (x, y) to denote the equilibrium,
in which the first element x is the low-type user’s action and
the second element y is the high-type user’s action.
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TABLE II

EQUILIBRIUM OF User Selection Game

Theorem 4: There exists at least one equilibrium in the
User Selection Game. Table II shows the necessary and
sufficient conditions of each equilibrium. The constants Zx,
x = 1, . . . , 11, in Table II are defined in Appendix H.

The proof of Theorem 4 is in Appendix H. We interpret
each equilibrium and its associated conditions.

• Equilibrium (1, 1): This happens when SNP 1’s policy
is very conservative (Conditions a1 and a2), and is much
more conservative than SNP 2’s, if SNP 2’s policy is also
conservative (Conditions a3 and a4). This means that a
conservative enough privacy policy can make one SNP
dominate and drive the other SNP out of the market. The
insight behind equilibrium (2,2) is similar.

• Equilibrium (2, 1): This happens when both SNP
1’s and SNP 2’s policies are very conservative
(Conditions c1 and c2). Meanwhile, two SNPs’ policies
are similar (Conditions c3 and c4). Thus, neither of the
SNPs is dominating, and both SNPs share the market.

• Equilibrium (0, 1): This happens when SNP 2’s policy is
aggressive (Condition d1). Thus, no users choose SNP 2.
Meanwhile, SNP 1’s policy is medium, i.e., neither too
conservative nor too aggressive (Conditions d2 and d3),
and is more conservative than SNP 2’s (Condition d4).
This makes SNP 1 fail to attract low-type users but
manage to attract high-type users. The insight behind
equilibrium (0,2) is similar.

• Equilibrium (0, 0): This happens when both SNPs’ poli-
cies are very aggressive (Condition f1 and f2). Hence
none of the users will choose any of the SNPs.

Notice that the conditions of all the equilibria are not
necessarily mutually exclusive. Specifically, conditions of
equilibrium (1, 1) and conditions of equilibrium (2, 2) might
hold simultaneously. In that case, both (1,1) and (2,2) are valid
equilibria.

TABLE III

LINE EXPRESSIONS IN FIG. 6

Fig. 6. Users’ equilibrium illustration.

2) Special Cases: Since the result in Theorem 4 is rather
complicated, we provide more insights under some special
parameter settings. Recall that SNP 1 provides a better advan-
tage in social service than SNP 2. We wish to understand
how such an advantage affects users’ decisions, given different
policies of both SNPs. Thus, we consider two advantage levels
of SNP 1: weak advantage and strong advantage. W Let NL

and NH represent the number of low-type users and high-type
users, respectively. Corollary 1 presents the result in the weak
advantage case.

Corollary 1: In the User Selection Game, if both the fol-
lowing conditions hold:

1. NH > N̄H , for a specific constant N̄H;
2. ŵ2 < w2 < w̄2, for some constants ŵ2 and w̄2;

where the constants N̄H , ŵ2, and w̄2 are given in Appendix I,
there exists a unique Nash Equilibrium that is one of the
following: (1, 1), (2, 2), (2, 1), or (0, 0).

The proof of Corollary 1 is in Appendix I. Figure 6a
illustrates Corollary 1. More specifically, the horizontal axis
represents SNP 1’s privacy policy δ1 and the vertical axis rep-
resents SNP 2’s privacy policy δ1. Different colors represent
different equilibria. More specifically, yellow, blue, green, and
purple regions correspond to equilibrium (1, 1), (2, 2), (2, 1),
(0, 0), respectively.

To interpret Corollary 1, notice that Condition 1 indicates
that the number of high-type users is large enough, which
is practical in a large network. Condition 2 in Corollary 1
means that SNP 2’s service quality w2 is at a medium level.
In this case, when SNP 2’s policy is conservative and SNP 1’s
policy is a little more aggressive than SNP 2’s (green regime
in Figure 6a), there exists a unique equilibrium of (2, 1),
i.e., low-type users choosing SNP 2 and high-type users
choosing SNP 1. This shows that when SNP 1’s advantage in
social service is weak, SNP 2 can leverage a more conservative
privacy policy to obtain a positive market share.

Next, we show that the equilibrium of (2, 1) is not possible
when SNP 1 has a strong advantage over SNP 2, as shown in
Corollary 2.
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Corollary 2: In the User Selection Game, if all the follow-
ing conditions hold:

1. NH > N̄H ;
2. NL > N̄L, for a specific constant N̄L;
3. w1 > w̄1, for a specific constant w̄1;

where the constants N̄L and w̄1 are given in Appendix J, there
exists a unique Nash Equilibrium that is one of the following:
(1, 1), (2, 2), or (0, 0).

The proof of Corollary 2 is in Appendix J. Figure 6b
illustrates Corollary 2. To interpret Corollary 2, notice that
Conditions 1 and 2 in Corollary 2 indicate that there are a large
number of high-type users and low-type users, respectively.
Conditions 3 in Corollary 2 indicates that SNP 1’s service
quality w1 is significantly larger than w2.11 Corollary 2 shows
that if SNP 1’s social service is much better than SNP 2’s,
only one SNP would survive in the competition.

C. Stage I: SNPs’ Privacy Policies

Recall that SNPs need to decide their advertisement prices
and privacy policies. As the advertiser’s advertisement deci-
sion in the duopoly case is similar to the monopoly case, the
analysis of the SNPs’ advertisement prices is also similar.
It remains to study the SNPs’ privacy policies in Stage I,
based on the users’ equilibrium choices in Stage II.

We formulate a Duopoly Competition Game between two
SNPs to study their decisions of privacy policy.

Game 3 (Duopoly Competition Game): The Duopoly Com-
petition Game [{1, 2}, ([0, 1], [0, 1]), (Upi)i=1,2] is defined as
follows:

• Players: SNP 1 and SNP 2.
• Actions: each SNP i ∈ 1, 2, decides his privacy policy δi

in [0, 1],.
• Utilities: each SNP i’s utility is given in (5).

We are interested in the equilibrium of the Duopoly compe-
tition Game (Definition 3), which represents a stable situation
in which neither of them can benefit from unilateral deviation.

Definition 3: (Equilibrium of Duopoly Competition Game
in Stage I): A profile (δ∗1 , δ∗2) is an equilibrium of duopoly
competition, if

Upi(δ∗i , δ∗j ) ≥ Upi(δi, δ
∗
j ), (30)

for δi �= δ∗i , i = 1, 2, and j �= i.
Based on the results of Corollary 1 and Corollary 2,

we present the corresponding the equilibrium of Duopoly
Competition Game, to see how both SNPs react in both cases.

We first focus on the SNP 1’s week advantage case in Corol-
lary 1 and present an equilibrium of only SNP 1 surviving.
We begin with some notations. Let Up1

(1,1) be the SNP 1’s
optimal utility when δ1 ∈ [0, Z3]. In this case, (1, 1) is

11Corollary 1 corresponds to SNP 1’s weak advantage over SNP 2, and
Corollary 2 corresponds to SNP 1’s strong advantage over SNP 2. To see
this, recall that Condition 2 in Corollary 1 indicates that SNP 2’s service
quality w2 is greater than a certain value ŵ2. On the other hand, Condition 3
in Corollary 2 indicates that SNP 1’s service quality is greater than a certain
value w̄1. Combining both cases, we can see the gap between SNP 1’s service
quality w1 and SNP 2’s service quality w2 is relatively small in Corollary 1
and is relatively large in Corollary 2.

always the users’ equilibrium regardless of SNP 2’s policy. Let
δp1
(1,1) ∈ [0, Z3] be the corresponding optimal privacy policy

of SNP 1. Let Up1
(2,1) be the supremum of SNP 1’s utility

given the users’ equilibrium being (2, 1). The expressions
of these notations are in Appendix K. We find that when
Up1

(1,1) ≥ Up1
(2,1), SNP 1 would dominate and SNP 2 would

be driven out of market.
Proposition 6: Assume that the conditions in Corollary 1

hold and Up1
(1,1) ≥ Up1

(2,1), (δp1
(1,1), δ2) for any δ2 ∈ [0, 1] is an

equilibrium of the Duopoly Competition Game. SNP 2 obtains
a zero market share under these equilibria.

The proof is in Appendix K. Proposition 6 shows that if
SNP 1 is able to generate a higher utility in user equilibrium
(1, 1) than in (2, 1), SNP 1 would like to adopt a conservative
privacy policy to attract all the users. This happens when the
social benefit is strong or the advertisement benefit is low,
which drives SNP 2 out of the market. Otherwise, it is possible
for both SNPs to co-exist.

To further consider the possibility of co-existence,
we present some additional notations. Let δp2

(2,1) be the SNP
2’s optimal privacy policy given the users’ equilibrium being
(2, 1). Conditioned on SNP 2’s policy being δp2

(2,1), let Ûp1
(1,1)

be the SNP 1’s optimal utility when δ1 ∈ [0, δp2
(2,1) + Z3], and

Ûp1
(2,1) be the SNP 1’s optimal utility when δ1 ∈ (δp2

(2,1) +
Z3, Z2].12 The expressions of the above notations are given in
Appendix L.

Proposition 7: Assume that the conditions in Corollary 1
hold, and Ûp1

(1,1) < Ûp1
(2,1), (δp1

(2,1), δ
p2
(2,1)) is an equilibrium

of the Duopoly Competition Game. Here, δp1
(2,1) ∈ (δp2

(2,1) +
Z3, Z2] is presented in details in Appendix L. Both SNPs have
positive market shares under the equilibrium.

Proposition 7 shows another market partition when SNP 1’s
advantage is weak: both SNPs co-exist. If SNP 1’s utility
in (2, 1) is higher than that in (1, 1), which happens when
the social service benefit is weak or advertisement benefit is
high, SNP 1 would like to adopt an aggressive privacy policy.
Thus, SNP 2 is able to obtain a positive market share with a
conservative policy.

Next, we show that co-existence is not possible when
SNP 1’s advantage is strong, corresponding to the case con-
sidered in Corollary 2.

Proposition 8: Assume that the conditions in Corollary 2
hold, (δcom

1 , δ2) for any δ2 ∈ [0, 1] is an equilibrium of the
Duopoly Competition Game. Here, δcom

1 ∈ [0, Z2] is presented
in details in Appendix M. SNP 2 obtains a zero market share
these the equilibria.

Proposition 8 shows only one market partition: SNP 1
dominates and SNP 2 is driven out of market, when SNP 1’s
advantage in social service is strong. This indicates that
SNP 1 would leverage its advantage in service quality and
adopt a conservative enough privacy policy to attract all
the users.

12The optimality might not available in the open set in which the users’
equilibrium is (2, 1). See Appendix L in details. We consider the case where
the optimality exists to facilitate the analysis.
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Fig. 7. Optimal privacy policy δ∗ .

VIII. NUMERICAL RESULTS

We conduct extensive numerical evaluations to gain more
useful insights. The evaluations involve both cases: the
monopoly case and the duopoly case.

A. Monopoly Case

We investigate the impacts of users’ social valuation and
SNP’s targeted advertisement benefit on the system perfor-
mance. We also compare the optimal privacy policy δ = δ∗ in
Theorem 3 with other two policies:

• the perfect privacy policy without information invasion
(i.e., δ = 0);

• the worst privacy policy with full information exploitation
(i.e., δ = 1).13

The comparison shows our proposed policy provides more
advertisement revenue to the SNP and provides better social
interaction experiences and privacy protection to the users.
In other words, our proposed policy achieves a win-win result
comparing with the benchmarks.

We first introduce the simulation setup. We leverage the
Facebook social data [50] obtained from SNAP datasets.
Specifically, the data set shows the social connections among
Facebook users (i.e., whether there exists an social relationship
between them). As for the users’ valuation on social interaction
λ in user’s utility function (1), we assume that λ follows
a truncated normal distribution, with a mean of μλ and a
variance of one in the interval of (0, 2μλ). A higher value of
μλ represents a higher valuation of social interaction. We run
our simulations under different values of μλ. For the rest
parameters of the users’ utility function, we use privacy loss
g(δx) = 3(δx)2 and expected subsidy r · q(δx) = 0.01 ×
(1 − exp(−2δx)).

Next, we introduce the parameters of the SNP’s utility func-
tion. For the SNP’s targeted advertisement business, we con-
sider the parameter v in (3), which reflects the importance
of advertisement business to the SNP (although it is the
advertiser’s parameter). We run our simulations under different
values of v. For the rest of parameters, we consider the
privacy issues l(δ) = 50δ2 and the social network benefit
bs

(∑
n∈N xn

)
=
∑

n xn log(
∑

n xn + 1), similar to users’
social benefit in (2) based on Zipf’s Law.

1) Impacts of the Users’ Social Valuation and SNP’s Adver-
tisement Benefit: Fig. 7 illustrates the optimal privacy policy
δ∗ under different values of μλ and v. We can see that

13In the future, we will gather more data from realistic social network
platforms (such as Facebook and WeChat) to form an application-based
benchmark.

Fig. 8. SNP’s advertisement revenue.

Fig. 9. Average of user utility.

the optimal privacy policy δ∗ is increasing in the mean of
users’ valuations on the social network μλ. As users pay more
attention to social interaction than potential privacy issues,
the SNP can more aggressively to extract users’ information.
Further, given fixed μλ, the optimal privacy policy δ∗ also
increases in the advertisement benefit v. This is expected,
as the attraction of the advertisement business motivates the
SNP’s higher information exploitation to increase efficiency.

Fig. 8 illustrates the SNP’s advertisement revenue under
different parameters of μλ and v. The SNP can earn more
advertisement revenue if users have higher valuations on social
interaction. This is because users are more willing to exhibit
themselves, which enhances the advertisement targeting accu-
racy. With a fixed μλ, a higher value of the advertiser’s
valuation v enables the SNP to earn more revenue.

Fig. 9 illustrates the user’s utility depends on different
values of μλ and v. We can see that the user’s utility increases
in the average social valuation μλ, since the user can derive
more utility from social interaction. Furthermore, given a fixed
μλ, the SNP’s advertisement benefit v has very little impact on
the user’s utility. Although the SNP would like to extract more
users’ information due to the higher benefit of advertisement,
the users can lower their information exhibition levels to offset
the privacy loss. This indicates that users achieve the best
trade-off between social benefit and privacy loss.

2) Optimal Privacy Policy Increases SNP’s Advertisement
Revenue: Fig. 10a compares the SNP’s advertisement revenue
under three privacy policies with different values of μλ. When
δ = 0, the SNP’s advertisement revenue is independent of
users’ mean valuation μλ. However, as δ > 0 (either δ∗

or 1), the SNP can earn more advertisement revenue as μλ

increases. With a fixed μλ, by comparing the revenue under
no exploitation (δ = 0) and full exploitation (δ = 1), we can
see that the full information exploitation can significantly
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Fig. 10. Performance under different privacy policies.

improve the revenue by at most 105%. This validates the
SNP’s great interest in the targeted advertisement. The SNP
can earn even more revenue under the optimal privacy policy
(δ = δ∗ < 1). Although the exploitation fraction is lower
than full exploitation, more conservative privacy protection
can stimulate users’ information exhibition.

3) Optimal Privacy Policy Increases Users’ Utilities:
Fig. 10b compares the user’s utility under three privacy
policies with different values of v. The user’s utility does not
change greatly under different values of v. The perfect privacy
policy (δ = 0) yields the highest user utility. The worst privacy
policy (δ = 1) always gives rise to the lowest utility due to the
significant privacy loss. With the policy changed from the worst
one to the optimal one, the users can experience significant
utility gains, from both social interaction enhancement (due to
threshold property of users’ information levels in exploitation
fraction) and privacy issue mitigation (due to increasing
property of privacy loss in exploitation fraction).

B. Duopoly Case

We study the SNPs duopoly competition equilibrium. More
specifically, we investigate how social network benefit and
advertisement revenue affect the market partition. We also
compare the duopoly case with the monopoly case to under-
stand the impacts of market competition.

We firstly introduce the simulation setup. Recall that we
assume the SNP’s social network benefit bs

(∑
n∈N xn

)
=

θ
∑

n xn log(
∑

n xn +1). Here, the social valuation parameter
θ captures how beneficial the social network is to the SNPs.
Meanwhile, we set the service quality parameters of the SNP 1
and the SNP 2 as w1 = 3 and w2 = 2, respectively. We set
the social interaction valuation of high-type users and low-type
users as λH = 10 and λL = 0.1, respectively. Furthermore,
in the numerical study, we no longer require Assumption 5.
Instead, we consider privacy loss g(δx) = 90(δx)2 and
subsidy probability q(δx) = δx.

1) Competition Equilibria: Fig. 11 shows two cases of equi-
libria (with two colors) under different values of advertisement
benefit v and parameter θ.

1) Yellow equilibrium of (1, 1): SNP 1 dominates the
market. This equilibrium exists when the advertisement
benefit v is relatively low. If the targeted advertisement
does not generate much profit, SNP 1 would mainly rely
on social network benefit. Hence it will decide to adopt a

Fig. 11. Market partition.

Fig. 12. Duopoly vs. monopoly.

conservative privacy policy to attract both low-type and
high-type users. This drives SNP 2 out of the market.

2) Red equilibrium of (1, 2): Both SNPs co-exist. This
equilibrium exists when advertisement benefit v is rela-
tively high. SNP 1 has an incentive to adopt an aggres-
sive privacy policy, which only attracts high-type users.
SNP 2 can leverage this opportunity to attract low-type
users with a more conservative privacy policy.

In addition, we find that as parameter θ increases, the
boundary v that divides the above two cases increases. This
implies that SNP 1 is more inclined of using a conservative
policy to attract low-type users, as the benefit of more social
interactions will help compensate for the loss of advertisement
revenue. And greater benefit from social network is a good
motivation of attracting low-type users. SNP 1 can leverage
its advantage of social service to achieve that as parameter θ
increases.

2) Duopoly vs. Monopoly: Fig. 12 shows that SNP 1’s
privacy policy in the duopoly case is no conservative than
that in the monopoly case.

More specifically, when the advertisement benefit v is rela-
tively low (v ≤ 50), the optimal privacy policies and monopoly
are the same. Under such a parameter setting, the duopoly
equilibrium corresponds to the case where SNP 1 dominates
the market, which is equivalent to monopoly.

However, when the advertisement benefit v is relatively
high (v > 50), SNP 1’s optimal privacy policy in duopoly
is more aggressive than that in monopoly. In the monopoly
equilibrium, only high-type users choose SNP 1 and exhibit
high information levels. Thus, the SNP 1 can leverage this fact
and adopt a more aggressive privacy policy to achieve a good
advertisement revenue.

IX. CONCLUSION

We present the first theoretical study on the SNP’s pri-
vacy policy (policies) with targeted advertisement, in both
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monopoly and duopoly markets. In the monopoly case,
we show that the SNP’s optimal privacy policy not only yields
good advertisement revenue but also encourages users’ social
interaction with promising privacy protection. In the duopoly
case, we show that it is possible for the SNP with strong
advantage of social service to choose a conservative privacy
policy to drive the other SNP out of the market. However, if the
advertisement revenue is significant, the SNP with the social
service advantage would prefer to choosing an aggressive
policy, and both SNPs co-exist in the market.

In the future, we plan to extend our study to a multi-SNP
market, through three-stage Stackelberg game characterizing
the interactions among multiple SNPs, the advertiser, and the
users. We anticipate that several key intuitions from the current
study will carry over: the SNPs with very weak qualities of
social service will leave the market, and those with strong
qualities will survive. Meanwhile, those with medium qualities
of social service can also survive by adopting conservative
enough privacy policies. We will be interested in further
exploring the new insights in the multi-SNP market.

There are several other ways of further extending the work.
For example, an SNP can adopt different privacy policies to
different types of users. The fairness can be also an important
new consideration.
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