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A B S T R A C T

Depression is a challenge to public health, frequently related to disability and one of the reasons that lead to
suicide. Many of the ones who suffer depression use social media to obtain information or even to talk about
their problem. Some studies have proposed to detect potentially depressive users in these online environments.
However, unsatisfactory effectiveness is still a barrier to practical application. Hence, we propose a method
of early detection of depression in social media based on a convolutional neural network in combination
with context-independent word embeddings and Early and Late Fusion approaches. These approaches are
experimentally evaluated, considering the importance of the underlying emotions encoded in the emoticons.
The results show that the proposed method was able to detect potentially depressive users, reaching a precision
of 0.76 with equivalent or superior effectiveness in relation to many baselines (𝐹1 (0.71)). In addition, the
semantic mapping of emoticons allowed to obtain significantly better results, including higher recall and
precision with gains of 46.3% and 32.1%, respectively. Regarding the baseline word embedding approach,
the higher recall and precision gains of our semantic mapping of emoticons were 14.5% and 40.8%. In terms
of overall effectiveness, this work advanced the state-of-the-art, considering both individual embeddings and
the fusion-based approaches. Moreover, it is demonstrated that emotions expressed by depressed people and
encoded through emoticons are important suggestive evidence of the problem and a valuable asset for early
detection.
1. Introduction

Depression is a psychological disorder related to a combination
of genetic, biological, environmental and psychological factors [1,2].
eople who suffer from this disorder tend to have a set of symptoms,
.g., loss of energy, changes in appetite, anxiety, reduced concentration,
ndecision, feelings of worthlessness, guilt or hopelessness. Despite the
dvances in prevention, diagnosis and treatment, the number of people
ith depression has continuously grown [2,3]. In fact, depression is the

eading cause of health problems and disability worldwide. According
o recent estimates by the World Health Organization (WHO), more
han 300 million people suffer from it worldwide [2]. It also showed an
ncrease of 18.4% in the number of cases between 2005 and 2015. De-
ression is also the major contributor to suicide deaths, which number
lose to 800,000 per year [2]. It highlights the severity of this disease
nd the need to devise strategies to improve the diagnosis and suppress
ts progression.

Although there are many methods to treat depression, less than half
f those affected in the world receive proper treatment [3]. Numerous
actors lead to non-treatment, including the absence of diagnosis and
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inaccurate or even incorrect assessments. From this scenario, the need
for improvements in the process of detecting depression emerges as a
relevant challenge. Hence, a promising complementary alternative is
the exploitation of data generated in social media.

The emergence of social media platforms such as Facebook, Twitter,
and Reddit allowed people to share their personal experiences, ideas,
or thoughts directly and comprehensively. In addition to the explicit
meaning carried in those messages posted on social media, they also
embody implicit information about their authors. Hence, as indicated
in [4], social media also makes it possible to find signs that characterize
the emergence of depression in individuals.

In this context, social media is a resource that can be explored for
detecting people with depression, especially because people who suffer
from this tend to hide their health status, which makes it difficult for
a specialist to diagnose, but may be latent in the content published in
social media.

Thus, exploring the use of language on social media becomes a
promising direction. Specifically, with early detection on social media,
vailable online 21 July 2022
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preventive measures can be applied more efficiently. Given the large-
scale data analysis task, one can use both direct assessment approaches,
carried out by an expert, and/or automated approaches such as using
machine learning [5].

Machine learning has achieved impressive results in difficult patt-
ern-oriented problems [6], such as speech recognition, object recog-
nition in images and videos, and natural language processing (NLP).
However, regarding the detection of depression, using traditional clas-
sification methods may not succeed, due to the difficulty in extracting
discriminative features from texts on social media [7]. A recent alter-
native is the use of advanced techniques such as Deep Learning (DL).
DL has achieved surprising results in many applications (e.g., health
diagnosis [8], image synthesis [9], and autonomous car driving [10]).
In addition, although still incipient, DL has also shown promising
results in the early detection of depression [11,12].

Early detection is essential for depression treatment, as it allows
preventive measures to be taken to attenuate or mitigate problems,
especially considering lives are at risk. Despite this, many proposals
consider only a reactive solution, ignoring the temporal issue. However,
the time factor must be considered, since detecting it when the subject
explicitly demonstrates the problem may be too late, and the treatment
may not come in time or the quality of life may have already been
seriously affected.

Over the years, different approaches have been developed to tackle
the task of depression detection in social media, focusing mainly on
the extraction of textual representations [4,13], mostly relying on
deep learning based text embedding [12,14]. However, the proposed
approaches still do not achieve satisfactory effectiveness based on what
is expected to allow deployment in real settings. A sounding alterna-
tive to improve these approaches is the use of data fusion strategies,
aiming at capturing the best of each system, relying on different views
(models) and their complementarity over the data. Nevertheless, for
depression detection, few studies explored it and almost none assessed
the combination of representation models.

Therefore, this work proposes a method of early depression detec-
tion in social media using DL and Early and Late Fusion approaches. It
seeks to improve the process of identifying potentially depressed users
and is experimentally evaluated using different word embeddings as
feature representations. In Summary, the main contributions of this
work are:

• We propose a new method that explores the use of early and late
fusion to help the early detection of depression in social media
users.

• We conduct extensive experiments and demonstrate the proposed
method outperforms the baselines in various scenarios.

• We demonstrate the decisive role of emoticons1 on detection
performance as they are a proxy for users’ feelings and emotions.

The remainder of this paper is organized as follows. Section 2
describes relevant background concepts. Section 3 presents the related

orks and Section 4 describes the proposed method. In turn, Section 5
presents the experimental settings. The results and discussions are
presented in Section 6. Section 7 addresses challenges and research
irections. Finally, Section 8 brings the conclusions and future work.

. Background

.1. Deep Learning

DL is a subfield of Machine learning (ML) that achieves great power
nd flexibility by learning to represent knowledge as a hierarchy of

1 A digital icon or a sequence of keyboard made up of symbols such as
unctuation marks, used in text messages, emails, etc. to express a particular
motion.
2

concepts, with each concept defined in relation to simpler concepts
and more abstract representations computed in terms of less abstract
ones [15]. Unlike traditional learning approaches where a thorough
selection of features is performed by a human being, DL embodies
a general-purpose learning procedure. Therefore, DL allows computa-
tional models that are composed of multiple processing layers to learn
representations of data with multiple levels of abstraction [16].

Convolutional Neural Networks (CNNs) and Recurrent Neural Net-
works (RNNs) are examples of DL networks. CNNs have brought
breakthroughs in image, video, speech and audio processing [16,
17], whereas RNNs allowed significant advances in sequential data
processing such as text and speech [18]. More recently, some ar-
chitectures using the so-called transformer approach outperformed
RNNs in several tasks [19]. Nevertheless, adaptations to support text
processing using CNN-based architectures have also achieved promising
effectiveness [20–22] and are the focus of this work.

CNNs are a specialized type of neural network for data processing
with a grid topology [15]. Unlike other types of networks, CNNs include
at least one layer of convolution filters, which are oriented to local
features extraction [23]. CNNs are widely applied in computer vision,
but have also been effectively used for text classification [24].

2.2. Word embeddings

Word embeddings became a popular way of textual representation,
and have been applied in many tasks, with emphasis on natural lan-
guage recognition, document classification and sentiment analysis [25].
The embedding methods provide low dimensional vector representa-
tions for unstructured text [26]. It has a great generalization power
and, following the distributive hypothesis, captures that similar words
tend to occur in similar contexts [27]. For example, vectors for ‘‘green’’
is closer to ‘‘blue’’ than ‘‘shoe’’, since the first two words refer to colors.
Similarly, ‘‘Rome’’ is as close to ‘‘Italy’’ as ‘‘Paris’’ is to ‘‘France’’, due
to their contextual similarity. This should also occur between synonyms
(e.g., ‘‘dog’’ and ‘‘puppy’’, ‘‘huge’’ and ‘‘enormous’’). In summary, word
embeddings represent a set of techniques in which individual words
are represented as real value vectors in a predefined vector space,
usually with tens or hundreds of dimensions [28,29]. In this work, word
embeddings were used for feature representation from the users posts
on social media.

2.3. Data fusion

Data fusion is used in different contexts, being frequently applied in
information classification and retrieval tasks. When properly exploited,
fusion has been shown to decisively improve the effectiveness of sys-
tems [30]. There are basically three approaches for data fusion: Early
Fusion, Late Fusion, and hybrid [31–33]. The Early Fusion process
usually corresponds to the aggregation and/or concatenation of a set
of features, possibly extracted based on different strategies, before the
training or ranking stage. On the other hand, the Late Fusion process
performs the ‘‘aggregation’’ of decisions made by a set of trained
classifiers. In general, when using Late Fusion, its effectiveness is
expected to be superior to the best individual classifier [34]. In addition
to the Late and early fusion approaches, there are also intermediate
hybrid fusion methods. Among the most widespread methods are the
Gaussian Processes and Autoencoders (classical, deep or variational).
In this work, we exploit the early and late fusion methods, whereas
hybrid ones are left to future specific studies given their usually higher
complexity.
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2.4. Language and depression detection

Depression affects many people, but unfortunately, most of them are
unaware of their disease and, therefore, do not seek clinical interven-
tion until symptoms become severe. Therefore, investigating strategies
to support this process is of great importance, especially because it
directly impacts the overall health condition of the patient. These
impacts may be reduced, or even avoided with appropriate interven-
tions, and early detection is a decisive first step. To contribute to this
task, the analysis of the language used by the individual became an
asset, since there is a relationship between depression and the use of
language [35,36].

Several studies based on the language used on social media show
that people who suffer from depression tend in general to: (𝑖) Talk
more about relationships and life; (𝑖𝑖) Show personality; (𝑖𝑖𝑖) Become
more concerned with themselves; (𝑖𝑣) Use more emoticons, negative
emotion, and denial words; (𝑣) Use more verbs, adverbs, exclamation
nd question marks; (𝑣𝑖) Frequently use words with strong semantics
e.g., swear); (𝑣𝑖𝑖) Constantly remembering the past and worrying about
he future [37].

Language is a powerful indicator of personality, social or emotional
tatus, as well as of mental health. Several studies indicate that it is
ossible to predict the person’s mental state by examining the use of
anguage, including depression evidences [4,37,38]. Therefore, social
edia offer a great opportunity to proactively detect these users and

efer them as soon as possible to professional help. In fact, considering
he large amount and richness of the information available, some
orks have already relied on social media data to conduct this kind
f investigation and are discussed in Section 3.

. Related works

In recent years, many researchers have worked on detecting mental
llnesses on social media, including depression [39,40]. The social
latforms created a rich source of text data and social metadata to
apture users’ behavioral trends and are considered a promising tool for
ublic health [41]. Among these platforms, Twitter is one of the most
xplored and many other providers have been explored such as Sina
eibo2 [42,43], Facebook [44,45] and, more recently, Reddit [11,37].

onsidering the underlying detection methods, NLP techniques and
arious classification approaches have been applied to analyze textual
ata and assess users’ mental health through these social media [46].

In this context, many studies were conducted in order to improve
epression detection, most relying on supervised learning. Moreover,
ome works have proposed feature extraction methods to be used with
lassic machine learning classifiers [4,11,47,48]. In [4], the authors
roposed a probabilistic classifier to identify whether an individual is
ulnerable to depression based on the analysis of the posts made by this
ser on Twitter. For this, many features were extracted from posts to
epresent social engagement, emotions, language and linguistic styles,
nd references to antidepressant drugs. Using Support Vector Machines
SVM), 70% accuracy was achieved.

Tsugawa et al. [47] investigated user activities on Twitter to esti-
ate the degree of depression. For that, several features were extracted

rom the users’ activity histories (e.g., frequency of words used, rate of
he retweet, rate of mentions, proportion of tweets containing URLs,
umber of users followed and number of followers). Using a SVM
lassifier, 69% accuracy was achieved. The authors also found that
he features extracted by a topic model were useful for this type of
nvestigation.

Twitter has been one of the most used networks in depression detec-
ion experiments. However, the work published by Losada et al. [39]
sing Reddit opened up new development opportunities. The authors

2 https://www.weibo.com - As of July 11, 2021.
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argue that the limited number of characters in a tweet reduces the
context that can be explored about the writer. In Reddit, there are
no limitations regarding the number of characters. The data collected
and described in [39] included two groups: a control group with non-
depressive users and another one with users identified as depressive.
Moreover, for effectiveness evaluation purposes, considering commonly
used classic measures (Precision, Recall, and 𝐹1) disregard recognition
delay, a measure for early detection was proposed to penalize the delay
in detecting depressive users. This data collection was published as part
of the Pilot Task: Early Detection of Depression - eRisk 2017.3 In the
proposed measure (described in Section 5.3), time (detection delay) is
represented by the number of posts that were necessary to be inspected
by the system to be confident for a depression detection decision.

Errecalde et al. [48] applied a recent strategy called Concise Seman-
tic Analysis (CSA) in order to deal with early detection of depression on
social media. In fact, they developed a CSA variation using Temporal
Variation of Terms (TVT), which is based on the use of vocabulary vari-
ation throughout different time steps as a conceptual space to represent
posts. The authors found that using the TVT approach combined with
other representations, such as Bag of Words (BoW), achieved robust
effectiveness on early risk detection, ranking among the top performing
methods submitted to eRisk 2017.

The top-2 performing methods at eRisk Task 2017 were developed
by Trotzek et al. [13]. All classifiers received as features meta linguistic
information extracted from each user’s texts. In addition, other feature
representation methods were assessed such as BoW, paragraph vector,
and Latent Semantic Analysis (LSA). For classification, logistic regres-
sion and LSTMs were used. The model that obtained the best result
used an ensemble of logistic regression classifiers based on BoW with
different weightings of terms and n-grams, identified as FHDO-BCSGA.
The second best model, named FHDO-BCSGB, also used a logistic
regression and relied on the vectorization (doc2vec)4 of documents
using paragraph vectors.

The eRisk 2017 data have been explored in some subsequent works.
In [50], the authors investigated how to better detect the early risk
of depression in social media, aiming at optimizing the classification,
without neglecting the temporal dimension. Several algorithms, such as
SVM, Random Forest, kNN and logistic regression were used, including
their combination through an ensemble, as well as the use of genetic
algorithms to optimize the ensemble. The results showed that the
application of genetic algorithms and the polarity of the text improved
the detection by 16.7% in relation to the baseline. With a deep learn-
ing approach, in [11], a CNN based on different word embeddings
was evaluated and compared with a classification based on linguistic
metadata at the user level using a logistic regression. An ensemble of
both approaches reached the state-of-the-art recognition effectiveness
in early depression detection using the eRisk 2017 collection.

Although some works have already been developed in the field of
early detection of depression, the actual effectiveness is still unsatis-
factory in relation to what is expected for a real world application.
Hence, this study proposed the assessment of a set of DL-based feature
embedding models and classification approaches based on Early and
Late fusion methods. The use of these strategies is justified for two
main reasons: (𝑖) By jointly using different representations, a CNN could
cross-capture valuable feature relationships, which would go unnoticed
without the fusion of features; and (𝑖𝑖) By using a set of CNN models
built with different feature representations, complementary points-of-
view over the same data are integrated usually allowing outperforming
individual predictions.

3 http://erisk.irlab.org/2017/index.html - As of August 24, 2021 from CLEF
017 [49].

4 https://radimrehurek.com/gensim/models/doc2vec.html - As of April 10,
022.

https://www.weibo.com
http://erisk.irlab.org/2017/index.html
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Fig. 1. Fusion Methods: (a) Early Fusion; (b) Late Fusion.
4. Proposed method

The main objective of this work is to advance the state-of-the-art of
early detection of depression in social media. For that, early and late
fusion methods are proposed using different word embedding models
for feature representation of the user’s posts (Fig. 1). Additionally, the
CNN architecture proposed in [11] was considered as the classification
model.

Fig. 2 presents the CNN architecture, which was integrated into our
approach and used in all experiments described in Sections 5 and 6. The
architecture consists of a simple convolution layer, with 100 filters of
height 2. The width of the filter corresponds to the dimensionality of
the input embedding vector. This convolution step generates a 99 × 1
eature map per filter since no padding is applied and the stride is
qual to 1. In the convolution and dense layers, Concatenated Rectified
inear Units (CReLU) are used as activation function [51]. CReLU
oncatenates the output of a Rectified Linear Unit (ReLU) that considers
nly the positive part of the activation with the output of another ReLU
hat considers only the negative part of the activation. As a result, there
re twice as many outputs.

To obtain a scalar for each filter, the 1-max polling method is used,
esulting in a 100-dimensional vector. Given CReLU is used, this vector
ecomes 200-dimensional. The output is then propagated through three
ully connected (FC) layers. In turn, to reduce overfitting, the dropout
egularization technique is applied to the output of the first dense layer.
inally, a softmax layer generates the final output.

In the early fusion process, multiple feature embeddings are con-
atenated as an integrated representation that is used as the input for
he CNN. This process gets a larger set of features that for allowing a
etter representation (Fig. 1a). For this approach, the input layer of the
4

NN was modified to support the larger input, i.e., instead of using a
100 × 300 input layer, a 100 × 600 layer was used to support the fused
representations.

In turn, in the late fusion approach, an ensemble is constructed over
multiple classifiers previously trained with independent embeddings. In
the late fusion approach, the final decision corresponds to the combi-
nation of the results after the individual classification from each model.
We apply a majority voting scheme, in which the final decision is made
considering the class with the highest number of votes (Fig. 1b).

The proposed method also considers additional aspects related to
the importance of emotions encoded by emoticons in the posts. Specif-
ically, we consider two opposite strategies: (𝑖) In the first strategy,
all emoticons in the posts were discarded; (𝑖𝑖) In the second one, the
emotions were preserved by mapping the emoticons to representative
terms, similarly. For instance, the ‘‘:(’’ symbol was replaced by the
term ‘‘sad’’. This approach was assessed to analyze whether emotions,
represented by emoticons, impacted the identification of users with
depression, as suggested in the literature [37,52]. This procedure relied
on a predefined mapping dictionary.5

In this work, word embeddings are used as input to the CNN. Unlike
some studies [53], in which the embedding models are usually trained
from scratch, we rely on a transfer learning strategy with feature extrac-
tion models pre-trained with larger datasets, not necessarily related to
depression. This transfer learning approach has been a popular solution
for dealing with small datasets. The choice of pre-trained models was
due to the unavailability of large amounts of labeled data related to
depression.

5 https://en.wikipedia.org/wiki/List_of_emoticons - As of July 11, 2021.

https://en.wikipedia.org/wiki/List_of_emoticons
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Fig. 2. CNN architecture used in the experiments [11].
Table 1
Main collection and user statistics [49].

Train Test

Positive Control Positive Control

Number of users 83 403 52 349
Number of posts 30,851 264,172 18,706 217,665
Avg. posts per user 371.7 655.5 359.7 623.7
Avg. days (1st to last post) 572.7 626.6 608.3 623.2
Avg. words per post 27.6 21.3 26.9 22.5

5. Experimental validation

5.1. Dataset

The experiments relied on a data set published as part of the eRisk
2017 [49]. It encompasses a collection of messages in English from
Reddit users. The dataset includes the list of posts from users, up to
2000 posts overall, with the following fields: title, date, and text. The
title and text fields were concatenated and used in the experiments.
The collected messages are organized in chronological order, including
data from 887 users (135 labeled as depressive and 752 labeled as non-
depressive). As reported in [39], for the construction of the dataset,
depressive users were identified by finding posts that clearly mention
a diagnosis (e.g., ‘‘I was diagnosed with depression’’). The dataset was
randomly divided into training and test sets. The training set consists of
486 users (83 positive and 403 negative). The test set contains 401 users
52 positive and 349 negative). There is no overlap between training and
est users. A summary of the characteristics of the dataset and users is
hown in Table 1.

.2. Configuration

The rationale is to simulate systems that monitor social media and
nalyze the posts made by users. To simulate this, the data were divided
nto ten blocks, each containing 10% of each user’s messages in chrono-
ogical order. The first block contains the 10% of the oldest messages,
he second block contains the next 10% of the oldest messages, and so
n. In this fashion, by joining the first and second blocks, for instance,
ne gets the 20% oldest messages.

The task is carried out in two phases: the training phase and the
esting phase. The testing data are divided into ten blocks. In that
ne, each block should be processed individually, given a particular
haracteristic of early risk detection task: support for classification with
artial information available at different moments in time. The starting
locks contained the oldest posts, while the ending blocks had the most
ecent ones. Given the experimental nature, when processing a block
he system could take action to three possibilities: classify a user as
epressive, non-depressive or postpone the decision, indicating that it
s necessary to analyze more data blocks (more posts/time).

Considering the early detection models, a parameter of great rele-
ance to be considered is the minimum confidence threshold (𝜏) for
5

he prediction. In each block, the classifiers respond with a certain
Table 2
Characteristics of word embeddings used in the experiments.

Model Dimension Dataset tokens
(in billions)

Word vectors
(in millions)

FastText Crawl 300 600 2
FastText WN 300 16 1
GloVe Crawl 300 42 2
Glove WN 300 6 0.4

level of confidence, consisting of the estimated probability for the
predicted class. The threshold determines whether the model considers
the confidence as sufficient to identify the subject as depressive, or else
should delay the decision and wait for more data. Hence, the model
can be evaluated based on different probability thresholds. Regarding
the classification itself, this study used a simple heuristic rule, that is
to assign a user to the target class when its associated probability 𝜌
is greater (or equal) than the threshold (𝜌 ≥ 𝜏). Multiple confidence
thresholds were evaluated in the interval [0.5,1] with a 0.05 step size.

The training is performed only once with the entire training data set.
On the other hand, the 10 test set blocks were processed incrementally.
This means that, at each step, for each user, all the posts up to that
point, are aggregated and analyzed to support a decision. The decision
that a user has no depression is made only after including the last
block. In fact, it means the systems did not achieve enough confidence
to classify the user as depressive and no more data is available for
further analysis. The evaluation process relied on the ground-truth pro-
vided with the database. For feature extraction and input to the CNN,
many pre-trained embedding models were used, specifically based on
fastText6,7 [54] and GloVe8 [55]. The fastText 300-dimensional em-
beddings were trained with data from UMBC webbase corpus (W) and
statmt.org news dataset (N) (FastText WN) and also with a Common
Crawl (FastText Crawl). The GloVe model was trained with data from
Gigaword 5 and Wikipedia 2014 and named, respectively, ‘‘GloVe WN’’
and ‘‘Glove Crawl’’. Further details of these models are presented in
Table 2.

Table 2 summarizes the characteristics of the embedding models
used in this study. It contains three basic information: the number of
dimensions of the vector generated as the embedding for a word; the
number of tokens in the database with which the embedding model
was trained; and the number of word vectors in each model. Each
token represents a symbol (e.g., a word). For instance, considering
FastText Crawl model, it can generate an embedding vector for 2
million different words.

In the classification phase, the convolutional neural network re-
ceives each user post as input, considering the first 100 word vectors
of that post (i.e, for each post we select the first 100 words and used
its vector representation given by the embedding as input to the CNN).
The first 100 words were used to maintain consistency with the main

6 https://fasttext.cc/docs/en/english-vectors.html - As of October, 2020.
7 https://fasttext.cc/docs/en/pretrained-vectors.html- As of October, 2020.
8
 https://nlp.stanford.edu/projects/glove/ - As of October, 2020.

https://fasttext.cc/docs/en/english-vectors.html
https://fasttext.cc/docs/en/pretrained-vectors.html-
https://nlp.stanford.edu/projects/glove/
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baseline, but a reduced number of words could be used, since the
average of words per post is 34.58. Before this step, zeros are filled for
posts with less than 100 words. Each word has a vector representation
attributed by the embedding model, resulting in a 100 × 300 matrix as
the input for the neural network. The CNN performs the classification
for each post individually, for each user. Thus, since a user can have
up to 2000 posts overall, it is necessary to aggregate these results and
make a single decision for that specific user. For this, similarly to that
performed by Trotzek et al. [11], the 98th percentile of the probabilities
of this user being depressed is calculated. This value is then considered
for the final decision for that user. The use of the percentile instead of
an average probability intends to give more weight (attention) to posts
with a greater probability.

The experiments were carried out using the single embeddings, as
well as the proposed early and late fusion approaches. The experiments
were conducted in the Colab environment.9 The preprocessing step
was performed using the NLTK10 library and the Keras preprocessing
module.11 The model construction process used the Keras API and Ten-
sorflow framework. For result compatibility purposes, the validation
and training process followed the same approach described in [11], our
main baseline (see Section 5.3). Regarding the CNN hyperparameters,
we also followed the same strategy adopted by the main baseline,
except for the number of epochs. In short, the training steps utilized
Adam [56] to minimize the cross-entropy loss, using a learning rate of
𝑒−4. The models were trained with a batch size of 10.000 posts, for 10
epochs, without hyperparameters optimization.

5.3. Evaluation

The effectiveness evaluation was carried out based on classic ma-
chine learning measures such as Precision, Recall and 𝐹1. Additionally,
in early detection systems, in addition to the labeling of samples, it is
necessary to account for the delay to make the decision. For this reason,
we also use the evaluation measure called Early Risk Detection Error
(𝐸𝑅𝐷𝐸𝑜) [39], which basically penalizes the late decision making. The
delay is measured by the number of distinct posts (𝑘) inspected before
making a decision. Considering a 𝑑 binary decision made by an early
risk detection system at 𝑘, the 𝐸𝑅𝐷𝐸𝑜 is defined as:

𝐸𝑅𝐷𝐸𝑜(𝑑, 𝑘) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑐𝑓𝑝 for false positives (FP)
𝑐𝑓𝑛 for false negatives (FN)
𝑙𝑐𝑜 ⋅ 𝑐𝑡𝑝 for true positives (TP)
0 for true negatives (TN)

The 𝐸𝑅𝐷𝐸𝑜 function is dependent on 𝑜, which controls at what
point the cost of a late decision starts to increase more quickly. 𝐸𝑅𝐷𝐸𝑜
is defined over three basic terms: 𝑐𝑓𝑝, 𝑐𝑓𝑛 and 𝑙𝑐𝑜(𝑘) ⋅ 𝑐𝑡𝑝. The 𝑐𝑓𝑝 is the
cost of a false positive (prediction that a user has depression when in
fact does not). The 𝑐𝑓𝑛 represents the cost of a false negative (when
the system mistakenly identifies a user as non-depressive). Finally,
𝑙𝑐𝑜 ⋅ 𝑐𝑡𝑝 indicates the cost of deciding that a user has depression when
he/she actually suffers from this condition. In this case, the 𝑙𝑐𝑜(𝑘)
factor encodes the cost associated with the delay in detecting true
positives, as a way to penalize the late identification. It is worth noting
that latency was introduced only for the true positives, because the
true negatives are risk-free cases, which, in practice, would not need
early intervention. In other words, the function 𝑙𝑐𝑜(𝑘) encodes a cost
associated to the delay in detecting true positives and is computed
according to Eq. (1).

𝑙𝑐𝑜(𝑘) = 1 − 1
1 + 𝑒𝑘−𝑜

(1)

9 https://colab.research.google.com/ - As of April 19, 2022.
10 https://www.nltk.org - As of April 19, 2022.
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https://keras.io/preprocessing/text - As of April 19, 2022.
Similarly to previous works [11,49,50] the evaluation considered
𝑐𝑓𝑛 = 𝑐𝑡𝑝 = 1. In turn, 𝑐𝑓𝑝 was set according to the proportion of positive
cases in the test set, that is, 0.1296. As indicated in [49], 𝑐𝑓𝑛 and 𝑐𝑡𝑝
were set to 1 because delayed detection can have serious consequences
(i.e, late detection is equivalent to not detecting the case).

Given the collection has 𝑁 individuals, a total of 𝑁 decisions are
made after analyzing the posts of all users. As a result, the general
error is calculated by taking the average of the values of 𝐸𝑅𝐷𝐸𝑜 for
each user. Therefore, the smaller the better. Since all costs are in the
interval [0,1], the 𝐸𝑅𝐷𝐸𝑜 will also be in the same range. For this study,
𝐸𝑅𝐷𝐸5 and 𝐸𝑅𝐷𝐸50 were used.

For the comparison to the previous methods, the best works from
the eRisk 2017 were taken as baselines, specifically, the UNSLA [48],
FHDO-BCSGA [13], and FHDO-BCSGB [13]. The UNSLA model corre-
sponds to the method developed in [48], called temporal variation of
terms (TVT), combined with Bag of Words (BoW). Specifically, the TVT
is an approach for early risk detection based on using the variation
of vocabulary along the different time steps as a concept space to
represent posts. In turn, the FHDO-BCSGA consists in an ensemble of
logistic regression classifiers based on BoW with different weightings
of terms and n-grams. Finally, the FHDO-BCSGB, also used a logistic
regression and relied on the vectorization (doc2vec) to learn vector
representations from the user posts.

We also considered additional methods proposed later on, specifi-
cally TVT-NB [57], TVT-RF [57] and Trotzek et al. [11]. The TVT-NB
and TVT-RF methods were the same used by UNSLA, except for using
only TVT without considering BoW representation. The NB and RF indi-
cate the algorithms used, Naive Bayes and Random forest, respectively.
In [11], the main baseline, the authors present a CNN, the same used
in our work, based on different word embeddings. They also present
a logistic regression based on linguistic metadata at the user level
(e.g., the average number of the term ‘‘I’’, possessive pronouns, and
personal pronouns in posts, frequency of use of the expression ‘‘my
depression’’ in posts, frequency of use of words describing medicines
for ‘‘treatment’’ of depression, among others). An ensemble of both
approaches is also presented. Further details about this baseline are
described in the results section.

6. Results and discussion

This section presents both the results obtained in the experiments
using the methods based on single embedding models (no embedding
fusion), as well as the results achieved by the proposed fusion methods.
For clarity purposes, the results are discussed in four sections. Ini-
tially, an evaluation is conducted for the available embedding models
regarding the preprocessing approaches for emoticons. The second
analysis aims at comparing the top performing configurations with
their analogue described in [11]. In the third one, the proposed fusion
approaches are analyzed in contrast to the baselines, including the
state-of-the-art model proposed in [11]. Finally, we analyze the impact
of the detection confidence threshold in this early-detection task.

6.1. Importance of underlying emotions

The results achieved by the single embedding models are presented
in Table 3. These models were evaluated considering the importance
of the underlying emotions encoded in the emoticons. In the first
strategy, all emoticons were discarded. In the second one, the meanings
of emoticons were preserved through the mapping to semantically
equivalent words.

The assessment with multiple measures revealed that using the
mapping of emoticons generally allowed better results. For instance,
considering general effectiveness in terms of 𝐹1, three out of four
models achieved superior effectiveness with the mapping. The only ex-
ception was for the FastText WN model, which still obtained equivalent
𝐹 . Moreover, the mapping also allowed the best 𝐹 (0.66), precision
1 1

https://colab.research.google.com/
https://www.nltk.org
https://keras.io/preprocessing/text
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Table 3
Results for individual word embedding models. Comparison of models with emoticon removal and mapping.

Embedding Emoticons 𝜏 𝐸𝑅𝐷𝐸5 𝐸𝑅𝐷𝐸50 𝐹1 Precision Recall

FastText Crawl Removal 0.8 12.91 9.07 0.59 0.56 0.62
FastText Crawl Mapping 0.6 12.40 (4.0%) 8.47 (6.6%) 0.66 (11.9%) 0.74 (32.1%) 0.60 (−3.2%)

FastText WN Removal 0.5 13.04 8.78 0.62 0.55 0.69
FastText WN Mapping 0.8 12.78 (2.0%) 8.98 (−2.3%) 0.62 (0%) 0.69 (25.5%) 0.56 (−18.8%)

GloVe Crawl Removal 0.65 12.77 9.63 0.57 0.60 0.54
GloVe Crawl Mapping 0.8 13.38 (−4.8%) 8.76 (9.0%) 0.62 (8.8%) 0.51 (−15.0%) 0.79 (46.3%)

GloVe WN Removal 0.55 12.65 9.06 0.63 0.65 0.62
GloVe WN Mapping 0.7 12.89 (−1.9%) 8.84 (2.4%) 0.65 (3.2%) 0.67 (3.1%) 0.63 (1.6%)
Table 4
Results achieved by our emoticon mapping strategy.

Embedding Approach 𝜏 𝐸𝑅𝐷𝐸5 𝐸𝑅𝐷𝐸50 𝐹1 Precision Recall

FastTextL Crawl [11] 0.6 13.01 8.60 0.64 0.60 0.67
FastText Crawl +Mapping 0.6 12.40 (4.7%) 8.47 (1.5%) 0.66 (11.9%) 0.74 (23.3%) 0.60 (−3.2%)

FastText WN [11] 0.55 13.11 7.95 0.60 0.49 0.77
FastText WN +Mapping 0.8 12.78 (2.5%) 8.98 (−13.0%) 0.62 (3.3%) 0.69 (40.8%) 0.56 (−27.3%)

GloVe Crawl [11] 0.7 12.98 8.59 0.63 0.58 0.69
GloVe Crawl +Mapping 0.8 13.38 (−3.8%) 8.76 (−2.0%) 0.62 (−1.6%) 0.51 (−12.1%) 0.79 (14.5%)

GloVe WN [11] 0.5 12.95 7.57 0.63 0.56 0.56
GloVe WN +Mapping 0.7 12.89 (0.5%) 8.84 (−16.8%) 0.65 (3.2%) 0.67 (19.6%) 0.63 (12.3%)
(0.74), and recall (0.79), 𝐸𝑅𝐷𝐸5 (12.40), and 𝐸𝑅𝐷𝐸50 (8.47). Table 3
also shows the relative gains achieved by the models with expressive
improvements with the mapping. For instance, the best recall and
precision represent 46.3% and 32.1% gains. While not as expressive,
𝐸𝑅𝐷𝐸5 and 𝐸𝑅𝐷𝐸50 are also considerably better with the mapping.

These findings corroborate the literature [37,42,52] by showing
that the emotions expressed by depressed people are important sug-
gestive evidences of the problem. The results also show a trade-off
between higher gains in precision or recall, which is further discussed
in Section 6.4.

6.2. Impact of emoticon semantics

Table 4 shows the results of previous embedding-based methods
(without emoticon mapping) [11] and variations with semantic exten-
sion through emoticon mapping. Considering the emotions, while in
the baselines emoticons’ embedding is directly performed along with
the text, in our approach, the emoticons were previously mapped to
their representative words and kept their position. Then, the resulting
mapped text was submitted to the embedding procedure. In general,
the semantic mapping of emoticons improved the results, with ex-
pressive gains in some measures. Moreover, the emoticon mapping
allowed overall best results (highlighted in bold) in all measures, except
𝐸𝑅𝐷𝐸50.

The general best results (𝐹1 = 0.66) and better early detection
(𝐸𝑅𝐷𝐸5 = 12.40) from the semantic extension bring decisive improve-
ments for the task, as it would allow earlier intervention. Considering
a highly unbalanced dataset, these are valuable results, as it indicates
that the system better learned to classify, although exposed to only a
few positive depressive cases. In summary, it highlights the impact of
exploiting the emoticon semantics for identifying potentially depressive
users.

6.3. Fusion effectiveness analysis

Table 5 presents the results achieved by the proposed fusion meth-
ods, as well as the results of the baselines. The first part presents
the best results achieved in eRisk 2017. The second and third parts
show the results obtained afterward, which include the main baseline
(FastText Wiki + Meta LR) (best 𝐹1 and 𝐸𝑅𝐷𝐸5). The fourth one
rings the results obtained by the individual embedding models with
he integration of emoticon mapping. Finally, the fifth part brings the
7

results obtained by the proposed early and late fusion approaches. For
the late fusion, only the 5 top-performing configurations (best 𝐹1) are
reported. The base models used in the fusion methods are the ones with
emoticon mapping presented in part III.

Specifically, regarding the models from Trotzek et al. [11], the
ones named based on a word embedding were trained using the same
CNN considered in our experiments. Moreover, ‘‘Meta LR’’ refers to
models based on logistic regression trained using the selected Linguistic
Inquiry and Word Count (LIWC) features in combination with metadata
features, e.g., average usage of the word ‘‘I’’ in posts, average of
possessive pronouns, average of personal pronouns, frequency of use
of the expression ‘‘my depression’’ in posts, frequency of use of words
describing drugs to ‘‘treat’’ depression, among others).

The early fusion method, EF1 and EF2 specifically, outperformed
most of the baselines according to different effectiveness measures.
In addition, considering 𝐹1, one of the main measures used in the
eRisk 2017, EF1 outperformed all the methods that rely only on indi-
vidual embeddings, including the proposed extensions with emoticon
mapping. These results suggest the use of early fusion methods are a
promising solution. As an extension, additional representation models
could be included in this process to possibly enrich the cross-model
feature integration.

Still considering the early fusion approach, in terms of 𝐹1, when the
fusion was performed using GVWN, there was no improvement against
the proposed extensions with emoticon mapping. As GVWN was the
embedding that had the lowest number of word vectors (0.4 million),
this may have influenced the result, given that some words might not
have a vector representation in the embedding. However, considering
the Recall measure, there was a significant improvement with the EF6,
compared to the individual models, i.e, FTWN (gain of 30.4%) and
GVWN (gain of 15.9%).

The late fusion approach was similar to or outperformed the base-
lines in multiple measures. In terms of 𝐹1, it allowed results ≥ 0.68 for
all evaluated models (Late Fusion 1 to 5), with this minimum value
outperforming most of its component models. Specifically, considering
Recall, the proposed method achieved higher values than several base-
lines, being only lower than the baseline (FastText Wiki + Meta LR).
However, the superiority of this baseline came at a very high cost, as
it ended up generating a large number of false positives. On the other
hand, our method presents a better balance between these measures. A

more detailed discussion about this trade-off is presented in Section 6.4.
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Table 5
Overall results for the proposed methods and the baselines. The first three parts are the baselines. The other two ones are our results. The best results are highlighted in bold.

Part Method Model 𝜏 𝐸𝑅𝐷𝐸5 𝐸𝑅𝐷𝐸50 𝐹1 P R

I Best eRisk models [49]
UNSLA – 13.66 9.68 0.59 0.48 0.79
FHDO-BCSGA – 12.82 9.69 0.64 0.61 0.64
FHDO-BCSGB – 12.70 10.39 0.55 0.69 0.46

II Villegas et al. [57] TVT-NB – 13.13 8.17 0.54 0.42 0.73
TVT-RF – 12.30 8.95 0.56 0.54 0.58

III Trotzek et al. [11]

Glove WN 0.5 12.95 7.57 0.63 0.56 0.73
GloVe Crawl 0.7 12.98 8.59 0.63 0.58 0.69
FastText Wiki 0.6 13.06 8.17 0.57 0.47 0.71
FastText WN 0.55 13.11 7.95 0.60 0.49 0.77
FastText Crawl 0.6 13.01 8.60 0.64 0.60 0.67
FastText reddit 0.7 13.52 8.04 0.62 0.51 0.79
FastText reddit 0.8 12.71 9.23 0.56 0.63 0.50
Meta LR 0.35 12.65 8.57 0.66 0.59 0.73
Meta LR 0.55 12.35 9.86 0.65 0.72 0.60
Glove WN + Meta LR 0.45 12.34 8.93 0.71 0.72 0.69
FastText Wiki + Meta LR 0.35 13.52 7.29 0.55 0.41 0.85
FastText Wiki + Meta LR 0.5 12.13 8.77 0.71 0.71 0.71
FastText reddit+ Meta LR 0.55 12.46 8.77 0.67 0.69 0.65

IV Proposed
(Semantic mapping)

FastText Crawl (FTC) 0.6 12.40 8.47 0.66 0.74 0.60
FastText WN (FTWN) 0.8 12.78 8.98 0.62 0.69 0.56
GloVe Crawl (GVC) 0.8 13.38 8.76 0.62 0.51 0.79
GloVe WN (GVWN) 0.7 12.89 8.84 0.65 0.67 0.63

V Fusion approaches

Early Fusion 1 (EF1) (FTC + GVC) 0.7 12.71 9.03 0.67 0.73 0.62
Early Fusion 2 (FTWN + GVC) 0.75 12.87 9.10 0.66 0.67 0.65
Early Fusion 3 (FTC + FTWN) 0.65 12.67 9.04 0.62 0.59 0.65
Early Fusion 4 (FTC + GVWN) 0.75 12.68 9.35 0.62 0.72 0.54
Early Fusion 5 (GVC + GVWN) 0.8 12.64 9.33 0.60 0.64 0.56
Early Fusion 6 (FTWN + GVWN) 0.6 13.26 8.71 0.60 0.51 0.73
Late Fusion 1 (FTC + FTWN + GVWN) – 13.29 9.52 0.68 0.63 0.73
Late Fusion 2 (FTC + FTWN + GVWN + GVC) – 12.99 8.94 0.68 0.73 0.63
Late Fusion 3 (EF1 + FTC + GVWN) – 13.05 9.29 0.70 0.71 0.69
Late Fusion 4 (EF1 + FTC + GVWN + GVC) – 13.00 9.23 0.71 0.73 0.69
Late Fusion 5 (EF1 + FTC + FTWN + GVC) – 12.79 8.91 0.70 0.76 0.65
In addition, it also maintained competitive results in terms of
𝑅𝐷𝐸𝑜, which was adapted to assess late fusion results. For this,

igorously, 𝐸𝑅𝐷𝐸𝑜 was calculated using the k value of the system,
mong those participating in the ensemble, which needed to evaluate
he largest number of posts for the final decision.

.4. Detection threshold and effectiveness trade-off

Considering the importance of maximizing the detection of depres-
ive users, recall is highlighted as an important effectiveness measure.
n this context, the best models reported in [11] achieved high values
up to 0.85) but were followed with low precision (0.41), indicating
large number of false positives. This trade-off is depicted in Fig. 4

hrough a recall vs. precision scatter plot. All models from Table 5 are
resented, and most of them allowed higher precision or recall at the
xpense of the other. The best trade-off is achieved by the models based
n meta features or that relied on the proposed fusion approaches.
oreover, the fusion allowed similar 𝐹1, even without using the meta

eatures, but only the textual information from users’ posts.
The detection confidence threshold has a direct impact on the

esults. Lower threshold values allow positive detection even with
ow confidence, which results in the higher recall. Nevertheless, it is
sually followed by false positives and, consequently, lower precision.
ig. 3 illustrates this trade-off for the GVWN model from Table 5.
imilar to FastText Wiki + Meta LR, this model is able to achieve high
ecall (0.88) with proper adjustment of the threshold. However, this
esult comes at the expense of quite low precision. This could make
he use of this system impractical in the real world, as many users
ould be subjected to unnecessary interventions. A similar impact is
lso observed over the 𝐸𝑅𝐷𝐸𝑜 measure. This analysis emphasizes the
mportance of simultaneously considering multiple measures, such as
1, precision and recall for the effectiveness assessment of such critical
etection methods.
8

Fig. 3. Detection threshold and effectiveness trade-off.

7. Challenges discussion and research directions

The results of this study revealed the importance of social media in
terms of detecting depression. The language used by users proved to
be a valuable resource to accomplish this task. However, despite the
advances, there are still many challenges and open questions. In fact,
many subjects still demand deeper investigations such as data collection
and usage, ethical aspects, investigation o novel techniques to face the
problem, as well as the definition of interventions that could be carried
out after detection.

7.1. Prediction methods and feature representation

Over the years, many approaches have been applied to analyze
data from social media, from techniques based on the analysis of
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Fig. 4. Scatter plot between precision and recall for all models considered in the
able 5.

eelings [58] to the use of language modeling [59]. The search for more
ffective models has led researchers to explore promising techniques
nd, in some cases, their combination. Nevertheless, other techniques
ave not been widely investigated and may attract research focus in
he near future.

Similar to our work, some studies have relied on static word embed-
ing models for feature representations, but considering those models
ndividually. In turn, we use Early and Late Fusion approaches. How-
ver, considering that the models used are static, that is, each word
lways has the same vector representation, the use of contextualized
anguage representation models, such as BERT [60] and XLNet [61]
eserves to be investigated in depth. Another direction worth exploring
egards the use of transfer learning from models that have achieved
igh effectiveness in different tasks. Hence, it may allow using both pre-
rained embeddings from an alternative database, as well as using data
elated to the problem for fine-tuning. Regarding the fusion methods,
ther hybrid fusion techniques could be investigated in-depth, for
xample, Autoencoders and Tf–idf.

Another approach to be investigated concerns the combination of
ata already retrieved from social media with data from another source,
uch as data related to sleep patterns, physical activities, neurotrans-
itters, as well as information about food and habits. With this, it

s expected to improve the model’s effectiveness and reliability, since
epression patients commonly present symptoms related to these and
ther characteristics [62]. However, for this to be accomplished, it is
mportant to overcome the ethical issues involved, notably the ethical
ssues of research with human beings and data privacy on social media
hat, in general, are not yet fully understood by the ethics councils and
he general public [63].

An alternative not broadly investigated in this context is the Rein-
orcement Learning (RL) technique. In this sense, new approaches must
e developed to introduce RL in one of the stages of the generation
f the predictive model. For example, the authors in [64] applied this
trategy to select the posts that are relevant to the task of detecting
epression. Furthermore, it may also contribute to the selection process
f representative features to be used in the training of predictive
odels.

In this work, the proposed method was evaluated using textual mes-
ages from social media. However, the proposed method may be used
or different types of text sequences, for instance, e-mails or instant
essages. Nevertheless, it should be properly evaluated and optimized

or the specific context considering the inherent characteristics of such
9

edia, e.g., the text size, writing styles, and vocabulary.
7.2. Interventions and public policy

New proposals related to healthcare informatics, such as detecting
depression, commonly lead people to discuss the practical uses of
this type of system, for example, its use in the intervention process.
Regarding the practical use of this type of system, but in the context
of intervention for anorexic people, De Choudhury [65] argues that
the design considerations in this space need to ensure that the benefits
obtained by the intervention exceed the risks. In this same study, the
author indicates that the intervention can be carried out by communi-
cating the risks directly to the individuals or reliable social or clinical
contacts. The use of such an approach could be investigated in the
context of depression detection systems.

With respect to eating disorders, some platforms, such as Tumblr,12

have already offered basic intervention measures to help vulnerable
people [65]. Therefore, this type of initiative could be expanded to
other social media and health conditions. In addition, it is important to
include other disorders, especially depression. However, it is important
that interventions are carried out in a non-intrusive way, so that the
user’s problem does not worsen, or lead to other problems. For this,
it is important to rely on a multidisciplinary team to outline how this
type of strategy could be effectively put into practice.

Interventions can be carried out in several ways, from a pop-up
message that directs the user to a psychological support entity or an
anonymous private message to that user, or even by contacting a person
close to this user who can contribute to improving his/her well-being.
Additionally, the platform itself could send motivational messages or
even advertisements that encourage that person to seek help from an
expert. Notice that this type of approach must be performed in a way
that the user does not feel violated. For these researches and actions to
be developed, it is necessary that effective public policies are created.
If effective results were achieved, the whole society would benefit.

7.3. Ethics and legal issues

In a research process, beyond the many biases involved, it is nec-
essary to be aware of the ethical aspects and legal challenges related
to the theme. Considering studies related to depression, the researcher
needs to understand that the user-generated content presents sensitive
content, and these people, in general, are not open to talk about it
conventionally. Thus, researchers need to be aware of the ethical and
regulatory challenges that surround AI in the healthcare field, as a way
to avoid disparities or even negatively impact the user’s health status,
which may already be affected.

Beyond the issues related to the process of obtaining data, it is
important that system is committed to justice. In this sense, researchers
must keep attention to the biases that these intelligent systems could
embed, such as racial and gender issues. Scientific societies and regula-
tory agencies should develop best practices to recognize and minimize
the effects of biased training data sets [66]. Finally, one of the most
important challenges is related to the interpretable nature of some
algorithms, often called a black box. The difficulty of explaining an
automated decision can end up reducing the reliability of the system. In
this sense, it is important that the development of these systems follow
guidelines or produce information that facilitates the understanding
of why the system made a certain decision [67]. Therefore, some
questions are still worth debating such as: should users be aware of the
use of an automated system to promote their diagnosis? or else, given
that a prediction was made incorrectly, who will be responsible?.

Although some ethical discussions on these subjects have already
been carried out, there is still a need for a more solid understand-
ing about the automation of healthcare decisions and their impacts.
It demands a multidisciplinary discussion, involving multiple science
professionals and society representatives. The guidelines that may arise
from these discussions must be duly supervised, to ensure that they are
being followed.

12 https://www.tumblr.com/ - As of April 10, 2022.

https://www.tumblr.com/
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8. Conclusion

Mental illnesses are one of the most prevalent public health prob-
lems worldwide. Among these, depression stands out due to the nu-
merous problems, such as suicide. Thus, we propose an early detection
method using a CNN, in combination with Early and Late Fusion strate-
gies. A set of pre-trained embeddings and their fusion were evaluated
with the proposed method as a way of representing textual features.
Our findings suggest that the pre-trained embeddings are able to build
a good representation of the language used by the users. Comparing
with the literature, the proposed models achieved better results.

Similar to the results obtained for the embeddings individually,
the proposed method also obtained promising results. In all experi-
ments performed, it showed equivalent values or numerical superiority,
compared to individual embeddings trained with CNN, as well as in
relation to baselines. These results were achieved by preserving a trade-
off between all effectiveness criteria. In addition, even with a high
imbalance of the database, the models managed to achieve superior
effectiveness. Beyond it, the emoticons mapping allowed the best re-
sults, which ratifies that emotions are an important way to characterize
people with depression.

As future work, one may focus on: (𝑖) evaluate the use of alternative
anguage modeling methods such as BERT and XLNet; (𝑖𝑖) assessing the
mpact of pre-trained embeddings against training from scratch; (𝑖𝑖𝑖)
valuate the proposed method in a novel, possibly larger, databases.
n addition, we intend to apply intermediate fusion methods to face
he task of early detection of depression and to use others hybrid
usion techniques. We also intend to use different embeddings for a
ost together along the third dimension (like the R, G and B channels of
n RGB image) and training a network with those samples; (𝑖𝑣) include
ther relevant information in the model generation, such as gender and
ge, and assess the impact of this on its performance; and (𝑣) Conduct
urther experiments with hyperparameter tuning with large datasets
nd more robust validation strategies.
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